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Abstract 

Interoperability is the ability of separately developed software units to 
communicate and exchange data or services meaningfully. This 
property plays a vital role in enabling interoperation in today’s systems-
of-systems, cyber-physical systems, ecosystems, etc. Achieving 
meaningful interoperation with a software unit requires identifying its 
conceptual constraints (e.g., usage context, design decision, quality,
etc.) to understand their associated impact and required resolution. 
Missing such constraints causes unexpected conceptual mismatches, 
leading to projects running late with costly rework. However, for black-
box software providers, it is a tedious, unguided, and time-consuming 
task to share the conceptual constraints explicitly and comprehensively. 
Also, despite reuse analysis and mismatch detection approaches, third-
party clients lack guidance on how to detect conceptual mismatches. 

To cope with these challenges, we built a model for Conceptual 
Interoperability Constraints (COINs), extending and enhancing existing 
models of interoperability and reuse. This model is the foundation for 
the methodical contribution of this thesis: a framework for Conceptual 
Interoperability Analysis (COINA) that supports software architects and 
analysts in identifying the conceptual interoperability constraints and 
mismatches of software units more effectively and efficiently. COINA 
comprises: (1) Proactive, semi-automatic, in-house preparation for 
interoperable software units, which helps software providers to explicitly 
share conceptual constraints with interested clients with the least effort. 
This is facilitated by our tool-supported extraction of COINs from 
internal architectural documents (i.e., UML diagrams) and public API 
documents. The output is a standard, ready-to-share COIN document 
for clients. We also provide guidelines for improving the conceptual 
content of API documents. In the long term, this proactive preparation 
will help software providers achieve higher business impact and better 
competitiveness by increasing the success rate of interoperation. (2) A
systematic, algorithm-based method for mapping the conceptual 
constraints of systems to detect their mismatches. Our guided method 
directs third-party clients in their conceptual analysis of external units. 

We demonstrate the feasibility of COINA preparation by implementing 
the COIN extraction from UML diagrams as an add-in for Enterprise 
Architect and from API documents as a machine learning classifier. A 
multiple-run controlled experiment confirmed our hypotheses that our 
systematic analysis method significantly increases the architects’ 
effectiveness and efficiency in detecting conceptual mismatches. A 
survey of practitioners and an initial experiment confirmed that our 
guidelines improve the usefulness and ease-of-use of API documents.
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1

1 Introduction

This chapter motivates the topic and the problems addressed in this 
thesis, provides an overview of the solution ideas, and summarizes the 
contributions. The chapter also presents the research scope, context, 
assumptions, and methodology. Finally, an outline is provided for the 
next chapters of the thesis. 

1.1 Motivation 

We are living in a software-intensive era in which software systems are 
used for various purposes in various ways. Software systems in their 
different forms (e.g., Information Systems (ISs), Embedded Systems 
(ESs), Mobile Systems (MSs), etc.) provide support and solutions in 
different domains including manufacturing, agriculture, banking, health, 
education, and military, to name but a few. Thus, these systems have 
become an integral part of business and influenced the way we perform 
processes, manage and learn from collected data, automate complex 
and tedious calculations, control machines and vehicles, connect 
markets and services, and more.  

In the past, a software system used to be developed by a single 
organization to provide tightly focused support for certain tasks and 
specific purposes. However, today’s software providers are urged to 
adopt integration solutions for independent software systems built by 
different organizations [BR91, BA99]. This is due to imperative needs, 
fast growth, and high competitiveness of modern business. Successful 
software integration offers several advantages such as business 
revenue growth through improved productivity and time-to-market for 
quality software, expanded sales channels, and decreased costs for 
software development maintenance, and operation [GC92].
Furthermore, it empowers usage innovation by allowing users to 
perform different activities and processes smoothly through software 
interoperation among integrated software units. Software interoperation 
is the cooperative exchange of data or services among integrated 
software units, which is enabled by software integration. 

In this context, software integration takes place after the end of the 
development lifecycle for each of the integrated software units. 
Software integration is defined as follows: 

Software-
intensive 
business 

Business 
requires 
software 
integration 



Introduction 

2

Definition 1 – Software Integration

The process of bringing together separately developed software units 
in different contexts into one software system to enable the desired 
interoperation and achieve its goal.

Integrated software units can not only be developed by different 
organizations but can also have different sizes. For example, an 
integrated unit can be a single software component like web service 
API, platform API, commercial-of-the-shelf (COTS) software, Open 
Source Software (OSS), etc. On a larger scale, it can be a complete 
software system that is intended to be a part of the recent class of large 
and complex software systems aimed at obtaining sophisticated 
capabilities with higher performance [Jam09]. Examples of such large-
scale systems are: (1) systems-of-systems, which include a number of 
ISs (e.g., a health software system integrating a doctor application with 
a patient application, a pharmacy application, etc.); (2) cyber-physical 
systems, which include a number of ESs (e.g., a traffic control system 
integrating a traffic lights app, vehicle app, driver app, etc.); or (3) 
Ecosystems, which include a mix of ISs, ESs, and MSs all sharing the 
same market and the same overall system goals (e.g., a farm 
ecosystem integrating farm management system, smart tractors, a
mobile app for farmers, etc.).  

Software interoperability is a key property of software units to cope with 
the current business demands. This property is defined by IEEE 
[GKM+91] as “the ability of two or more systems or components to 
exchange information and to use the information that has been 
exchanged”. Beyond the exchange of information, we emphasize the 
importance of having the integrated software units aligned on the 
conceptual and the architectural levels. Hence, our definition of 
software interoperability, adapted from the aforementioned IEEE 
definition, has a stronger focus on the conceptual perspective as 
follows: 

Definition 2 – Software Interoperability 

The ability of two or more separately developed software units to 
communicate and exchange data or services seamlessly and in a 
conceptually meaningful way. 

In practice, interoperability is considered as the enabler for software 
integration [OWR+11]. It plays a vital role in determining the readiness 
of a software unit for integration with other software units. Figure 1
summarizes the relationships among the terms interoperability, 
integration, and interoperation [OWR+11].

Types of 
integrated 
software 
units

Interoper-
ability enables 
integration
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Figure 1 Basis for relationship between interoperability, integration, and interoperation 

An example industry that we can use to demonstrate the 
aforementioned aspects is the farming industry, where the key business 
service is to produce food for people by growing crops and livestock. 
Delivering such a service requires a large number of business 
processes related to field work (e.g., fertilizing the soil, planting seeds, 
spraying water, harvesting crops, etc.) and management activities (e.g., 
tracking soil humidity, weather status, progress of on-field tasks, etc.). 
While in the past, most of these processes have been performed 
manually, today’s smart farms enjoy the luxury of automation provided 
by different software-intensive systems. In a visit to a smart farm, one 
would typically find: ISs as desktop applications supporting managers 
in handling farm records and collected data, ESs in smart sprinklers or 
in tractors as screens directing the drivers on the field, or MSs as apps 
for farmers on their smartphones or smartwatches for tracking job 
assignments and reports. Without a doubt, neither have all of these 
various software systems been developed by the same organization, 
nor do they necessarily share the same business model. For example, 
a smart tractor (S1) with high-quality sensors could collect and report 
different types of data of high resolution and frequency, while a basic 
low-priced farm management system (S2) has limited data storage and 
analytic capabilities. With the growing food-production demands, it 
would be of great value to a smart farm (SF) to collect and analyze data 
for prediction and informed decision purposes. Hence, if producers of 
farming-related software systems (like S1 and S2) or initiators of smart 
farming ecosystems were to aim at developing interoperable software 
products, they would save interested clients (like the owners of the SF)
a lot of integration costs. This would consequently be reflected in the 
increased competitiveness and higher long-term revenues of such 
software-producing and ecosystem-initiating organizations. 

Having said this, building successful integration and consequently 
achieving meaningful interoperation starts with early assessment and 
reasoning about the properties of the two software units that are to 
interoperate. This assessment takes place before adapting, 

Why 
interloper-
ability 
analysis?

Integration

Interoperability

base for

Interoperation

enables

Example: 
Smart 
Farming
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configuring, or glue-coding the units [BPY+03] and is performed by 
software architects and analysts. We call this “interoperability analysis” 
and define it as follows: 

Definition 3 – Interoperability Analysis

The process of checking the constraints and assumptions of two 
software units in order to find if they have any mismatches that impede 
their desired communication or meaningful interoperation between 
them.

This analysis is a cornerstone for understanding the impact of the units’ 
constraints, identifying their mismatches, planning the required 
resolution work (including design and implementation), estimating the 
associated cost (in terms of time and money), and consequently 
determining the feasibility of integration early in the project. However, 
performing this important interoperability analysis effectively is not a 
trivial task. Not only does it require identifying the units’ technical 
mismatches that impede the actual exchange of data and services (e.g., 
different network protocols, programming languages, data types, etc.);
it also requires identifying their conceptual mismatches that lead to 
meaningless or improper interoperation results (e.g., different usage 
contexts, architectural constraints, semantics, qualities, etc.).  

According to Krueger [Kru92], organizations adopting integration report 
limited success due to non-technical issues. Missing conceptual 
mismatches and facing them unexpectedly at a later point in time leads 
to worthless technical integration, expensive rework, and obviously to 
projects running late. For example, COTS-based integration projects 
often suffer from significant overruns in terms of budget and schedule 
due to unexpected interoperability mismatches [Bhu07].

Therefore, analyzing software interoperability on the conceptual level 
should be performed early with high priority in order to guide decision- 
makers in selecting the most appropriate software units for their 
systems to interoperate with. The results of conceptual interoperability 
analysis offer a basis for deciding whether it is worth investing further 
effort into investigating the systems’ interoperability on the 
organizational level (e.g., privacy and intellectual property concerns), 
the managerial level (e.g., budget and time restrictions), and the 
technical level (e.g., network and communication protocols). 

The documentation of a software unit is used to retain and 
communicate information about the various aspects of the unit to its 
audience [For02].  In that sense, it is essential input for the 
interoperability analysis, especially in the black-box integration (e.g., 
web service API), where no source code is available. Thus, a proper 
software documentation is considered a necessity for enabling 

Why 
conceptual/
architectural 
interloper-
ability
analysis?

Software 
document-
ation for 
interloper-
ability 
analysis
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software integration as it helps to assess the software unit with 
reasonable effort [Sam97].

Accordingly, software architects and analysts require a comprehensive 
documentation that explicitly states the conceptual and architectural 
constraints for a software unit, in order to perform effective and efficient 
conceptual interoperability analysis. Such information is usually 
preserved in the local software architecture documentation, which 
maintains the abstract conceptual overview of the software structure 
comprising its elements, properties, and relationships [BCK03] 
[CGB+02]. Hence, information contained in architecture documents, 
among the other software documents, is of high value for the 
conceptual interoperability analysis task.  

In response to the potential advantages of software interoperability, 
many attempts have been made over the last few decades to support 
it. On the one hand, many interoperability standards, models, analysis 
approaches, and mismatch solutions have been proposed [CS12]. On 
the other hand, many providers of black-box interoperable software 
units publicly share documents about their units in the form of online 
API documentations, README files, reuse manuals, Wiki pages, etc.  

Although the above-mentioned efforts led to improvements in 
integration projects, it is still hard in practice to analyze black-box 
software units with respect to their conceptual and architectural levels 
of interoperability. This, in turn, leads to the conceptual mismatches 
between the units to be integrated being missed, which imposes 
expensive rework to handle the conceptual mismatches detected late, 
provided such rework is even possible at all! 

In this thesis, we explore the reasons behind the challenges faced in 
conceptual interoperability analysis in practice and investigate where 
the proposed solutions in the state of the art fall short in addressing 
them. Accordingly, we provide a framework that offers proactive support 
for conceptual interoperability analysis, allowing effective and efficient 
detection of conceptual interoperability constraints between separately 
developed software units. 

1.2 Problem Statement and Goals 

In this section, we start by presenting multiple-perspective practical 
problems (P.P) that impede software architects and analysts from 
performing conceptual interoperability analysis and mismatch 
detection. Afterwards, we will translate these practical problems into our 
practical goals (P.G).  Next, we will describe the related research 
problems (R.P).These will then be translated into our research goal 
(R.G), which we aim to achieve in order to address the practical 
problems. 

Architectural 
document 
preserves 
conceptual 
constraints 

Efforts to 
support 
interloper-
ability

Lack of 
support for 
conceptual 
interloper-
ability 
analysis
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Practical Problems and Practical Goals 

Studies show that more than 40% of IT-related costs are spent on 
solving interoperability problems [MRPX08]. As introduced in the 
previous section, analyzing the interoperability of software units to 
detect their conceptual mismatches is critical for the success of 
integration projects. An example of the effect of such mismatches was 
reported by David Garlan [GAO95] in the context of an integration 
project of four separately developed software units. While the 
estimations indicated that the project needed six months to one person-
years, it actually took two years a five person-years (i.e., four times the 
estimated project time and five times the estimated development effort). 
Garlan states that the reason behind the issue were the architectural 
mismatches resulting from the hidden assumptions about the structure 
of the integrated units. This has also been confirmed through published 
experiences with other integration projects [SK96]. Therefore, hidden 
and unstated assumptions and lack of documentation about 
interoperable software units are a significant problem that puts 
integration projects of third-party clients at high risk of producing 
incorrect or meaningless interoperation with under-estimated cost 
[SA11].

In the long run, providers of interoperable software units with such 
inadequate sharing of the conceptual constraints will lose clients,
become less competitive and lose revenues. As illustrated in Figure 2,
clients opt to build interoperation with an external software unit (reusing 
it) only if the providers invest enough in the unit to make the cost of 
reusing it lower than the cost of not reusing it [BB91]. 

Figure 2 Reuse-investment relation [BB91] 

Relevance 
of the 
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Hence, on the one hand, it is the responsibility of providers who offer 
interoperable black-box software units with which interoperation is 
possible to explicitly and comprehensively share the conceptual 
constraints for their units. Such information gets typically prepared by 
the architects of the software unit during its development or once it is 
offered for interoperation with other units. The quality of such 
documentation is considered to be one of the main factors that affect 
the cost of integration projects [AB97]. However, this is not a trivial task, 
as conceptual interoperability constraints are usually hidden within the 
internal architecture and design documents of the software unit. Add to 
this that these constraints are spread across multiple models (e.g., UML 
class diagram, sequence diagram, etc.). Therefore, it is tedious and 
time-consuming for the providers to manually analyze the in-house 
architecture documents, extract the interoperability-related conceptual 
constraints, and document the collected constraints for clients in a 
publicly shared document (e.g., an API document). This task gets 
harder with large software systems, especially with limited time and 
manpower resources. In such contexts, time pressure often leads to 
neglecting the documentation or to incomplete and inconsistent 
information [Sam97]. 

Furthermore, the task of sharing documentation about the conceptual 
and architectural constraints of an interoperable unit should be 
performed from the point of view of the reader (i.e., third-party clients 
performing the conceptual interoperability analysis) [CGB+02]. Thus, 
this task does, without a doubt, require the responsible architects to 
have knowledge and experience regarding the different types of 
conceptual interoperability constraints that need to be shared in order 
to allow meaningful interoperation.  

P.P1: Explicit and comprehensive sharing of conceptual interoperability 
constraints for black-box software units is expensive and requires 
experience.

On the other hand, it is the responsibility of third-party clients, who look 
for interoperable software units that satisfy their needs, to thoroughly 
analyze the conceptual interoperability between their systems and the 
external software units of interest. Such an analysis takes place early 
in the integration project and is performed by software architects or 
analysts. However, this is not a straightforward task; on the contrary, it 
requires clients to carefully identify and compare the conceptual 
constraints of their own software systems (from in-house documents) 
and of the external software units (from publicly shared information 
sources like API documents) in order to detect any conceptual 
mismatches. Thus, the conceptual interoperability analysis is tedious 
and time-consuming. An example study [PXZ+12] confirmed this fact 
by reporting that only browsing the eBay documentation for a web 
service called “AddFixedPriceItem”, which had about 52,657 words, 
took more than 10 hours without even extracting the constraints. 

Problem 
from the 
perspective 
of software 
providers

Problem 
from the 
perspective
of third-party 
clients
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Apparently, the larger in size the software units under investigation 
 and their documents, the higher the analysis cost (in terms of time and 
effort). Besides, this cost obviously rises as the number of external 
software unit candidates increases.  

In addition, in order to perform the conceptual analysis task 
successfully, responsible architects or analysts need to have 
knowledge and experience regarding the task and the different types 
and impacts of conceptual constraints and mismatches. Moreover, 
Rubinger et al. [RB10] showed that interoperability constraints still 
slipped despite familiarity with the documentation, due to the verbose 
text and its informality, which requires manual linguistic skills for 
capturing, structuring, and saving information about constraints. 
Consequently, the significant effect of the integrator’s experience on the 
analysis makes this one of the factors used in assessing the integration 
cost [AB97]. In other words, the success of conceptual interoperability 
analysis depends critically on the architects’ and analysts’ expertise. 

Therefore, the cost and the requirements of conceptual interoperability 
analysis will often compel software providers to either neglect the issue 
of conceptual interoperability altogether or postpone it until the 
candidates are filtered based on how easy it is to integrate them from a 
technical point of view [Bhu07]. This puts projects at the risk of finding 
conceptual mismatches late, which defeats the desired gains of 
software integration.

P.P2: Analyzing the conceptual interoperability of software units and 
identifying their conceptual mismatches is expensive and requires 
experience.

Here we will illustrate these practical problems using our previous 
example from the smart farming industry. This is a very simple toy 
example, with respect to the description of the software units and the 
interoperation requirements, which we will use to shed light on the 
interoperability analysis problems on the conceptual level. We will also 
limit the conceptual interoperability constraints covered within the 
example at this point, but will detail them in Chapter 0. 

Imagine a company Alpha (α) that has developed a smart tractor (S1)
with the intention of making its software system interoperable. That is, 
S1 was meant to interoperate with other separately developed software 
systems (e.g., farms management systems, farmers’ mobile apps, other 
smart machinery like harvesters and mowers, etc.). The interoperation 
offer includes services like Auto/Remote Steering, Location Tracking,
Task-Progress Monitoring, Field-Data Collecting, Usage Reporting, and 
more. Thus, company α decided to invest effort into exposing the 
required information about S1 for interested clients.  

Example from 
smart farming

Providing an 
interoperable 
Smart Tractor 
(S1)
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As α wanted to start integrating S1 very soon due to a time-to-market 
constraint, Jana, the software architect responsible for S1, was in rush 
during the preparation of the conceptual part of the shared 
documentation about S1. She could not go through all available in-
house specification, architecture, and low-level design documents of S1

to completely identify the conceptual constraints of the offered-for-
interoperation elements (i.e., services and data). Hence, Jana updated 
the API documentation and integration manual web pages of S1 with as 
much main conceptual information as she could before the deadline.

Meanwhile, the owners of a smart farm ecosystem (SF) were looking 
for a tractor that would boost the productivity of farmers on the field and 
would support informative decision-making by delivering data to the 
farm management system (S2). By searching the market, the owners of 
SF got interested in integrating an instance of S1 into their software 
ecosystem.  

Hence, Noah, the software architect responsible for the ecosystem who 
was a junior, started assessing the feasibility of building a successful 
interoperation between S2 and the tractor S1. In this scenario, Noah had 
to analyze the conceptual and architectural constraints for both S1 and 
S2 to report any conceptual mismatches to the project manager as soon 
as possible, before the developers started implementing the technical 
integration. Noah started his ad-hoc manual investigation of the text in 
the shared API document and integration manual of S1. He was 
overwhelmed by the technical constraints and code examples, which 
were much more than the small amount of conceptual information he 
was mainly looking for. For example, he found that the offered ”Remote 
Steering” function would accept steering requests as a JSON file 
including the ID of the tractor sent using the secure communication 
protocol Secure Socket Layer (SSL), which would introduce technical 
mismatches with the S2, which used the Transport Layer Security (TSL) 
protocol to send Java objects. However, Noah did not find any user 
restrictions on the Remote Steering functionality, so due to time 
constraints and low experience he assumed that it is permitted for any 
authorized driver, even concurrently with safety-related emergencies. 
Similarly, the Usage Reporting description did not explain the frequency 
of such reporting and whether the report would be per driver account or 
per tractor, so Noah took a note on that issue to get back to it later, but 
under time pressure he forgot. Besides, the undirected analysis led 
Noah to miss questioning other important concerns about quality and 
behavior. For example, he did not investigate the interaction property of 
S1, which was indeed asynchronous and not sending confirmations for 
requests, unlike the synchronous interaction of S2. Figure 3 presents 
our example of the detected technical mismatches and the missed 
conceptual ones.  

Are S1 and S2

conceptually 
interoperable?
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Figure 3  Example of detected and missed mismatches between S1 and S2 

Ideally, if the conceptual constraints had been explicitly specified like 
the technical ones in the API documents, they would have alerted Noah 
during his analysis. However, the reality was far from ideal and these 
conceptual constraints were still hidden in the structural and behavioral 
UML diagrams of S1. After all the effort Noah put into the analysis, his 
report of the detected interoperability mismatches was incomplete and 
the integration project faced the risk of finding these unexpected 
conceptual mismatches late in the integration project. 

A one possible approach for handling the missing constraints that Noah 
had not noticed during his analysis task would be to contact company 
α asking for further information about S1. However, adopting this 
solution might be expensive for company α, especially for repeated 
inquiries by different clients. Also, the waiting time might be 
inconvenient for the clients, leading to an unpleasant experience in 
integrating the product of company α and affecting its reputation in the 
marketplace. 

According to the aforementioned practical problems that we illustrated 
in the example, we formulate the practical goals that we seek to address 
in this thesis as follows: 

P.G1: Increase the software architects’ effectiveness and efficiency in 
identifying and sharing the conceptual interoperability constraints of 
their interoperable black-box software units.

P.G2: Increase the software architects’ and analysts’ effectiveness and 
efficiency in identifying the conceptual interoperability mismatches 
between their systems and external software units of interest. 

Practical 
goals
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The first step towards achieving these goals is to reveal the reasons 
behind the practical problems in performing the conceptual 
interoperability analysis. In the next section, we will therefore describe 
the research problems we identified that can lead to P.P1 and P.P2 with 
an illustrating example.

Research Problems and Research Goals 

To cope with the practical problems mentioned above, different solution 
ideas have been proposed, each making a contribution from a specific 
angle. Here we outline the research problems (R.P) with regard to 
conceptual interoperability analysis that the state of the art has not 
covered yet. This leads us to state the research goal (R.G) of this thesis. 
Note that here we only provide a very brief overview of related work, 
but we will get into detail and present state of the practice and state of 
the art studies in Chapters 1 and 4.  

We described that performing conceptual interoperability analysis is 
about identifying the mismatching conceptual interoperability 
constraints of two software units. Therefore, it is crucial to know WHAT 
conceptual interoperability constraints are, before looking into HOW to 
share and identify them. Only when this is achieved can the approaches 
for HOW to prepare for and perform conceptual interoperability analysis 
be of real benefit. 

It is necessary for both the providers of interoperable software units and 
the clients who integrate these units into their systems to have a clear 
and mutual understanding of WHAT the conceptual interoperability 
constraints are, and to know their classification, the kind of mismatches 
they cause, and their impact on the planned integration. During the last 
few decades, many state of the art models have been proposed to 
classify interoperability. Although these models have established a 
strong basis for this property, they are abstract classifications for the 
concept and do not support the analysis purposes and activities. That 
is, none of them specify precisely what each classification level would 
include in terms of constraints that strict the software units that are to 
interoperate. Besides, the existing models do not relate the 
classifications to the types of mismatches they cause. Hence, these 
models have not found their way into practical approaches for 
conceptual interoperability analysis.     

R.P1: Lack of theoretical foundation that defines the conceptual 
interoperability constraints and their related mismatches for software 
units.

Concerning HOW providers can prepare their black-box software units 
for interested clients, very few approaches have been proposed in 
literature. Most of the previous works focus on building and following 
interoperability standards, which are typically technology-oriented, 

Related 
research 
problems
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domain-specific, unsustainable, and absolutely unable to cover the 
semantics of software units. Some other reuse approaches call for 
manual creation and formalization of contracts and interfaces that 
mainly specify technical constraints rather than sufficiently including 
conceptual constraints as well. 

R.P2: Lack of proactive approaches and automated solutions for 
guiding providers of interoperable black-box software units in 
identifying and sharing conceptual interoperability constraints for their 
units.

Similarly, with regard to HOW third-party clients analyze the 
interoperability between their systems and software units under 
investigation, many approaches aim at identifying mismatches. 
Examples of such approaches include contract-based conformance 
checking, testing-based techniques, and integration prototype analysis. 
Most of these activities target technical mismatches and some specific 
types of architectural ones. Furthermore, some of these analysis 
approaches are not systematic in documenting the results, and some 
are considered expensive as they depend on analyzing the executions 
after actually glue-coding the units. Besides, some approaches cannot 
be applied in the black-box integration context as they depend on 
analyzing and re-engineering the code.  

R.P3: Lack of systematic analysis approaches that guide 
interoperability analysts in identifying the conceptual constraints of two 
software units and detecting their mismatches.

This motivated us to aim at tackling the stated research problems in 
order to overcome the practical problems. Our overall research goal, 
which is depicted in Figure 4, serves our previously stated practical 
goals. Accordingly, we state the research goal in our thesis as follows:  

R.G: Provide proactive and systematic support for improving 
conceptual interoperability analysis practices.

Figure 4 Overall thesis goal: improving the detection of conceptual interoperability mismatches 

Research 
goal
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1.3 Solution Ideas and Hypotheses 

In the following, we will describe our solution ideas (S.I) and map to the 
research problems previously stated in Section 1.2. We will provide an 
in-depth presentation of these ideas later in Chapters 0 and 6. 

S.I1: A comprehensive model for Conceptual Interoperability 
Constraints (COINs) and related conceptual mismatches.

We started with addressing the theoretical research problem (R.P1) by 
extending and enhancing existing models of interoperability and reuse 
with a particular focus on the conceptual non-technical characteristics 
of interoperable software units. In particular, we established the 
relationships among different types of conceptual constraints, 
interoperable elements (i.e., system, data, and functions), and software 
unit types (e.g., IS, ES, etc.). The model also connects the conceptual 
constraints with the resulting conceptual mismatches.  

S.I2: A framework for Conceptual Interoperability Analysis (COINA) 
that supports software architects and analysts in identifying the 
conceptual interoperability constraints and mismatches of software 
units more effectively and efficiently. 

Founded on the aforementioned model, we contribute a supportive and 
guiding framework for engineering activities related to conceptual 
interoperability analysis. The COINA Framework comprises two 
methodical components to assist providers and clients of interoperable 
software units.  

The first component of COINA addresses the methodical research 
problem (R.P2) that providers of interoperable black-box software units 
face in sharing conceptual constraints with clients. 

S.I2.1: Proactive, semi-automatic, in-house preparation for 
interoperable software units, which helps software providers to 
explicitly share conceptual constraints with interested clients with the 
least effort.

This component helps providers taking charge of both extracting and 
documenting the COINs of interoperable software units. This proactive 
step makes black-box units ready for proper analysis by potential 
clients. The actual output of this component is a standard ready-to-
share COINs document for clients. We facilitate this through our COIN 
templates, each of which is a rule. If it is satisfied, a COIN instance is 
extracted and documented. Our templates cover certain conceptual 
constraints of a software unit from its relevant architectural documents 
(i.e., UML structural and behavioral diagrams). We aid this template-
based extraction by implementing an add-in for the Enterprise Architect 
[Spa] modeling tool. 
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Furthermore, we utilized machine learning capabilities in extracting 
existing COINs from the natural language text of public API documents 
related to the respective software unit. We also tool-support this 
extraction with an add-in for the Chrome web browser, which embeds 
the machine learning COIN-Classification Model that is our contribution.
In addition, we provide documentation guidelines for improving the 
content and presentation of COINs in API documents.  

The second component of COINA addresses the methodical research 
problem (R.P3) faced by third-party clients who are interested in 
external black-box software units while analyzing them. 

S.I2.2: A systematic, algorithm-based method for mapping the 
conceptual constraints of system, which assists architects and analysts 
in detecting conceptual mismatches between software units. 

This component systematically guides third-party clients in their mission 
to identify conceptual mismatches between their software units and 
external black-box ones. This is facilitated through our COIN Cheat 
Sheets, which provide guidance for the identification of different 
conceptual constraint types, and our Mismatches Cheat Sheet, which 
provide guidance for the identification of different conceptual 
mismatches between the constraints of two software units. Our 
algorithm-based mapping can be automated by formalizing the COINs 
of the two units. However, formalizing all the constraints does not seem 
to be a practical approach, so we offer guidelines on how to map them 
manually. 

Furthermore, a systematic analysis with consistent documentation of 
the results of each step towards the final decision is of great 
importance. This especially applies in cases of comparing multiple 
candidate units, reflecting on reasons for rejecting candidate units, or 
learning from and saving analysis experiences. Therefore, our 
framework proposes standard documentation templates for saving the 
results of the identified COINs for each system as well as their detected 
mismatches.  

Figure 5 Mapping overview of problems, goals, and solution ideas 
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Figure 5 provides a big picture overview that summarizes and maps our 
stated practical problems, practical goals, research problems, research 
goal, and solution ideas.

Research Hypotheses 

For each of our proposed solution ideas, we expect to gain practical 
benefits that will translate into a number of scientific hypotheses. We 
present a very abstract view of these hypotheses here, but will refine 
and evaluate some of them in empirical experiments and case studies 
in the course of this thesis. Our hypotheses regarding the short-term 
practical benefits of the COINA Framework cover aspects of 
effectiveness, efficiency, and acceptance for both providers of 
interoperable software units and interested third-party clients, as 
follows: 

HEffectiveness: Using the COINA Framework increases the 
effectiveness of architects in identifying and documenting the 
conceptual interoperability constraints and conceptual mismatches of 
software units that are intended to interoperate when compared to ad-
hoc approaches.

HEfficieny: Using the COINA Framework increases the efficiency of
architects in identifying and documenting the conceptual 
interoperability constraints and conceptual mismatches of software 
units that are intended to interoperate when compared to ad-hoc 
approaches.

HAcceptance: Using the COINA Framework as proposed is accepted by 
architects for identifying and documenting the conceptual 
interoperability constraints and conceptual mismatches of software 
units that are intended to interoperate.

In the long term, proactive preparation with COINA will help software 
providers achieve higher business impact and better competitiveness 
by increasing the success rate for interoperation. It is a one-time effort 
that will save costs in each future interoperation. Also, the COINA 
systematic analysis offers third-party clients engineering benefits such 
as traceability (e.g., linking mismatches to the conceptual constraints 
that cause them and verifying the resolution cycle from mismatch 
resolution requirements to resolution code), repeatability of the analysis 
results (which offers higher confidence in the analysis results and better 
estimation for conceptual mismatch-related risks), and experience 
reuse (which results from mining the accumulative cross-project 
interoperability analysis results). This also allows making informed
decision and trade-offs among candidates. However, we do not list 
these long-term hypotheses in our thesis as they would require 
collecting data and monitoring results over years and across projects, 
which makes it unfeasible within the time period available for this thesis. 



Introduction 

16

1.4 Research Context and Assumptions 

Now that we have described the ideas of this thesis, we will establish 
the boundaries for our research and its contributions. That is, we will 
define the context and the assumptions under which our 
aforementioned benefits are expected to be realized. 

This thesis is dedicated to advancing the knowledge of software 
engineering and its contributions are aligned with the practical needs 
described in Section 1.2. The work focuses on software interoperability 
as an important quality attribute for systems with meaningful 
interoperation needs and interests. The proposed work is mainly 
dedicated to supporting the analysis of this property between two 
systems that are intended to interoperate.

We have described earlier in the motivation in Section 1.1 and the 
example in Section 1.2 that our research focus is on supporting the 
conceptual analysis of external black-box software units and we have 
focused our empirical evaluation on this type of units. However, it is 
possible to scale up the usage of our proposed proactive preparation 
and systematic analysis solutions to white-box software units, which 
offer third-party clients access to additional sources of information (e.g., 
public architecture documents or code). In addition, our ideas can be 
applied to support conceptual interoperability analysis for software units 
of different types (i.e., IS, ES, MS, etc.), as we will show later in the 
evaluation part of this thesis. Although not empirically evaluated, we 
believe that our solution benefits should not be limited to a specific 
software size (i.e., the units can vary in size from a single software API 
service to a complex software ecosystem consisting of multiple systems 
and services).  

As mentioned above, the focus of this thesis is on the conceptual 
interoperability of software units and not on their technical 
interoperability. We give this priority to the conceptual level on the basis 
of its critical driving role for integration projects and because of the lack 
of support it has in the literature. However, this does not suggest that 
the other interoperability levels (e.g., technical, organizational, etc.) are 
not important. Accordingly, our contributed model and framework both 
focus on the conceptual aspects of interoperability constraints with the 
architecture-related ones being at the core. Therefore, we are after the 
conceptual constraints and mismatches of software units.    

In the context of this thesis, the business need to build interoperation 
between a software unit and another external black-box software unit 
arises in the future, after both units have already been developed. 
Hence, integration requirements are potential and not imperative. In 
other words, the interoperable units have not been developed with prior 
requirements or concrete plans to match with any other specific units. 

Types of 
interoperable 
software units

Thesis 
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Software 
integration 
time

Level of 
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Hence, the interoperation between two software units is not enabled by 
design, but rather by construction in a later integration project.   

 Accordingly, our contributions assist interested third-party clients in 
analyzing the conceptual interoperability between their systems and the 
external units only when they are already developed and after the 
emergence of integration requirements based on business needs. 
However, within the integration project itself, the conceptual 
interoperability analysis reserves a place in the early stages. The 
results of the conceptual analysis determine the feasibility of the project 
and the requirements to resolve the conceptual mismatches. Therefore, 
this analysis comes before the technical interoperability analysis and 
before designing and implementing the integration.  

Although specific interoperation requirements are not in the picture 
while developing interoperable software units, our research ideas 
encourage early proactive preparation for potential interoperations. 
This preparation, which results in documentation for the conceptual 
interoperability constraints of an interoperable unit, takes place either 
directly after developing the software unit or during its development life-
cycle, with attention given to updating the document whenever a 
change is introduced to the unit under development. This proactive 
preparation is considered as an investment that requires one-time effort
to serve many potential integrations. Of course, such prepared 
documents need to be maintained in order to keep them up to date and 
aligned with software-unit-related changes. Overall, this preparation 
applies for both providers of black-box units and owners of software 
systems with interoperation interest in mind (e.g., establishers of a
software ecosystem). In general, we expect such proactively prepared 
documents to reduce the cost and increase the quality of the conceptual 
analysis results.  

The methodical contributions of this thesis (i.e., proactive preparation 
and systematic analysis) will aid software architects and analysts of 
interoperable software units. We expect our contributions to have 
strong effects even when serving inexperienced architects or general 
software engineers due to our detailed guidance and automation 
support. Great architectural knowledge and expertise would be 
prerequisites if no automated support was used for analyzing low-level 
design documents (i.e., UML diagrams). 

The main software engineering activity supported by our contributions 
is analyzing conceptual and architectural documents (e.g., API and 
UML documents) of software units. This particularly includes extracting
the conceptual interoperability constraints of a software unit, 
documenting and sharing the constraints, comparing two software 
units’ constraints to detect their mismatches, and reporting the detected 
mismatches.  
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For our proposed proactive preparation of the COINs document for 
interoperable software units, we offer semi-automatic tool support for 
COIN extraction from UML diagrams. As previously described in 
Section 1.3, the tool automates the extraction based on our predefined 
COIN templates; however, it requires architects to select the 
interoperable elements of the software units under analysis. On the 
other hand, the ML-based extraction of COINs from NL text in API 
documents can be totally automated if the corpus is enriched with more 
labeled sentences from more API documents in order to increase its 
reliability in detecting the COINs accurately. 

We have a number of critical assumptions on which we base our 
contributions. If they do not hold, then the results produced in each 
analysis step cannot be guaranteed to be correct or complete. First, 
during the interoperability analysis of software units, these units are 
stable and have available up-to-date documentations (e.g., the 
architecture, low-level design, or API documents). Second, these 
documentations also need to be consistent with each other. This 
consistency is assumed among UML diagrams of the same structural 
type (e.g., both class diagram and object diagram agree on the 
multiplicity relationships), the same behavioral type (e.g., both 
sequence diagram and data flow diagram are aligned in representing 
the process), and the different types (e.g., a structural class diagram 
and a behavioral sequence diagram both agree on the functions a 
specific class can issue). Similarly, the different documents are 
assumed to hold consistent information (e.g., information in the API 
documentation complies with the UML diagrams). Third, we suppose 
that the UML notations are used in the correct way as specified by the 
Object Management Group (OMG). Fourth, with regard to accessibility,
we assume that architects have access to the in-house architectural 
documents of their own software units. Meanwhile, third-party clients 
are assumed to have access to some kind of shared documents about 
the black-box units, like API documentation, but not to architectural 
documents or code. 

1.5 Overview of Contributions 

In this section, we state the key contributions (C) of this Ph.D. thesis in 
four categories as described below. 

Foundation contribution. This category includes the theoretical 
scientific contributions that offer a basis comprised of concepts, 
properties, and relations upon which the rest of the contributions can 
be built. In this category, we have the following contribution:  

- C1: Conceptual model and a classification. Our “COIN Model” 
provides the foundation for the entire thesis work and explains how 
the conceptual interoperability constraints are notionally related to 

Assumptions
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interoperable software elements, software types, and mismatch 
types. By defining these relationships, we can determine which 
constraints need to be identified and mapped between two software 
units that are intended to interoperate in order to achieve an 
effective and efficient conceptual interoperability analysis. Based 
on it, we also provide a classification for the “Conceptual 
Interoperability Mismatch”. 

Methodical contributions. This category includes the contributions to 
software engineering methods that will assist specific roles in 
performing specific engineering activities. In this category, we have a 
number of contributions that are the building blocks of our “COINA 
Framework”, which aids conceptual interoperability analysis as 
follows: 

- C2: Proactive preparation approach for interoperable software 
units. This contribution aims at supporting software architects in 
the COINs extraction and documentation activities that are 
performed in-house for their own software units. This preparation 
serves both providers of interoperable software units and 
establishers of interoperable systems during the software 
development life-cycle. 

o C2.1: Documentation template for conceptual constraints.
Our “COIN Portfolio” is a documentation template designed to
support architects in maintaining the COINs of their system in
a standard and structured way. It allows consistency in
documenting the constraints among different interoperable
elements of the same software unit and among the different
software units. Providers of interoperable units can use this
portfolio as a means for explicitly sharing conceptual
information about their software units with clients, which in turn
will allow the clients to perform effective and efficient
interoperability analyses.

o C2.2: Extraction method for structured conceptual
constraints through formal templates for UML diagrams.
Our “COIN Templates” are formal rules for identifying specific
types of conceptual interoperability constraints from UML
diagrams of interoperable software units. Whenever a rule is
satisfied, a COIN instance is detected and can be documented
in the COIN Portfolio of its software unit. This is facilitated by
means of extraction algorithms.

o C2.3: Extraction method for unstructured conceptual
constraints by building a corpus and a machine learning
classification model. Our contribution “COIN Corpus” is a
repository for natural language sentences that we fetched from
a number of real API documents and manually labeled with one
of the COIN types that we defined in the COIN Model. Based
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on the corpus, we created our “Machine Learning COIN 
Classification Model”, which can automatically detect COIN 
instances in natural language text of API documents.  

o C2.4: Guidelines for improving API documentations. Our
proposed guidelines aim at enhancing the shared API
documentation with regard to the content and presentation of
conceptual interoperability constraints. These guidelines
increase the usability and usefulness of API documentation
from the point of view of the architects or analysts who perform
the conceptual interoperability analysis.

- C3: Systematic mapping approach for conceptual constraints 
to detect mismatches. This contribution aims at guiding software 
architects in their manual conceptual mismatches detection activity
between two software units. It starts by guiding the manual 
extraction of COINs for the two software units from their shared 
documentation (if their COIN Portfolios are not created proactively). 
Then it guides the manual mapping of the two units’ constraints to 
detect their conceptual mismatches. It mainly serves the interested 
party in building the interoperation during the design time and the 
development life-cycle of the integration project. 

o C3.1: Guidance for manual extraction of conceptual
constraints through cheat sheets. Our “COIN Cheat
Sheets” offer guidance for the manual extraction of the COINs
of interoperable software units as a perspective-based analysis
(if COIN Portfolios have not been created already). The sheets
describe the different types of COINs and their categories, from
different perspectives, along with examples and directions on
their locations in the software artifacts (i.e., software
requirements specification, UML diagram, and API
documents).

o C3.2: Algorithm-based guidance for manual detection of
conceptual mismatches through a cheat sheet. Our
mapping algorithm defines the process for comparing the
conceptual constraints (or COIN Portfolios) of two units in order
to find any conceptual mismatches between them. We support
architects with a “Mismatches Cheat Sheet”, which describes
the different types of conceptual mismatches and the potential
COINs causing them with examples.

o C3.3: Documentation template for conceptual
mismatches. Our “Mismatches List Template” is a
documentation template designed to support architects in
maintaining traceability between the detected mismatches and
the COINs causing them. It also facilitates consistency in
documenting the mismatches, which supports trade-off and
comparison among different analyzed interoperable software
unit candidates.
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Technical contributions. This category includes contributions that aim 
at realizing the methodical contributions to enable their efficient use by 
practitioners. In this category, we have contributions that demonstrate 
the feasibility of our COINA preparation through software tools for 
extracting the COINs as follows: 

- C4: Architecture add-in tool for semi-automatic extraction of 
conceptual constraints. We implemented our “CoinsExtractor 
Tool” as an add-in for Enterprise Architect. It implements our formal 
COIN Templates for extracting constraints from different UML 
diagrams, then documents them in our proposed COIN Portfolio 
documents. To enable this, an architect needs to determine the 
interoperable software elements that he seeks by finding and 
documenting their constraints.  

- C5: Web browser add-in tool for automatic extraction of 
conceptual constraints. This tool “COINer” is implemented as an 
add-in for the Chrome web browser and embeds our contribution 
“Machine Learning COIN Classification Model”. The tool allows an 
architect to select natural language sentences in an API document 
and to choose the COIN types he is looking for, and it automatically 
determines whether the sentences have such COINs. 

Empirical evaluation contributions. This category includes empirical 
studies that aim at evaluating the hypotheses regarding the benefits of 
the research ideas. Our contributions in this category are as follows:

- C6: A survey with practitioners, where we have confirmed at a 
statistically significant level the practical problems addressed in this 
thesis (i.e., the lack of guidance and the insufficient input for 
conceptual interoperability analysis). From another angle, the 
survey also shows the relevance and importance of the conceptual 
constraint types, which we capture in our COIN Model, for a 
successful conceptual analysis.

- C7: A multiple-case study, where we collected evidence on the 
comprehensiveness of our COIN Model regarding coverage of the 
conceptual interoperability constraints that can be described in the 
current publicly shared documentation of black-box software units. 
In particular, this study investigated a number of real API 
documentations. 

- C8: A multiple-run controlled experiment, where we confirmed 
our hypotheses that our systematic analysis method significantly 
increases the architects’ effectiveness (in terms of recall and 
precision) and efficiency (in terms of expended time) in detecting 
the conceptual constraints and mismatches of two software units.

- C9: A survey with practitioners, where we confirmed at a 
statistically significant level our hypotheses that our guidelines for 
improving the API documentation are perceived by practitioners as
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being capable of improving the usefulness and ease of use of API 
documentations. 

- C10: A small initial experiment, where we got an indication that 
our guidelines for improving the API documentation can actually 
improve the usefulness and ease of use of API documentations. 

In Figure 6, we map the foundation/methodical contributions to their 
related evaluation contributions. 

Figure 6 Relations among foundation/methodical contributions and evaluation contributions

1.6 Research Method 

In this section, we will describe the method employed in this Ph.D. 
research, which is summarized in Figure 7. 

Identifying the practical problem (exploring the state of the 
practice). To characterize the practical problems of conceptual 
interoperability analysis, we designed and performed an “Online survey 
on the difficulties of interoperability analysis practices and its input 
artifacts”. The goal of this study was to identify the problems faced by 
software architects and analysts when they perform interoperability 
analysis. The investigation explored problems such as experience with 
the conceptual constraints, insufficient conceptual information in shared 
documents, and lack of guidance and tool support for this task. The 
survey results confirmed the criticality of the explored problems that we 
aim at tackling in this thesis work. 

Identifying existing solutions and research gaps (exploring the 
state of the art). To identify and characterize the research works on 
solving conceptual interoperability difficulties, we designed and 
performed a “Scoping study on conceptual interoperability problems 
and solutions”. The study revealed that studies have been performed 
mostly on technical interoperability, while few have targeted conceptual 
interoperability. The identified solutions for conceptual interoperability 
problems were mainly reactive rather than proactive. These results 
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helped us in directing our research ideas and formulating our 
hypotheses.  

Developing the solution idea. After stating our research goals, we 
started by designing the research components we needed in order to 
achieve our solution ideas. Then we incrementally elaborated the 
abstract components with our concrete specification for the input, the 
processes, and the output. Our solution development approach 
included a “Multiple-case study” with experiments. One of its goals was 
to explore the potential advantages of utilizing machine learning (ML) 
techniques in automating the extraction of conceptual interoperability 
constraints from natural language text of API documents. The results of 
this study included our COIN Corpus, our ML COIN Classification 
Model, and guidelines for improving API documentation. In addition, we 
received regular feedback from senior software architects and software 
engineering researchers at Fraunhofer IESE throughout our Ph.D. 
work, which we used to enhance and refine our research ideas and 
components. By presenting our ideas and results to the Software 
Architecture community at several scientific conferences we got 
confirmation and support from experts on the value of our contributions 
and our research direction. 

Evaluating the solution idea. With regard to evaluating our solution 
ideas, we performed this evaluation on two levels: 

- On the research level, where we partially tested our internal 
hypotheses in controlled experiments. We designed and performed 
a multi-run experiment to evaluate our hypotheses regarding the 
systematic approach. Furthermore, we designed and performed an 
initial small experiment to evaluate our hypotheses regarding our 
guidelines for improving API documentation. 

- On the practical level, where we partially tested our external 
hypotheses in a survey and a multiple-case study. We designed a 
confirmative survey to evaluate our hypotheses regarding the 
perceived value of our guidelines for improving API documentation 
as perceived by practitioners. Besides, we used the collected data 
from our previously mentioned multiple-case study to check the 
comprehensiveness of our COIN Model in covering all types of 
existing constraints in current documentations in practice. 

1.7 Thesis Outline

In Chapter 2, we will introduce the background of this thesis work. This 
will start with a description of the sources of conceptual interoperability 
information, conceptual interoperability mismatches, and the machine 
learning and natural language processing techniques we used.   
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In Chapter 3, we will describe the state of the practice for conceptual 
interoperability analysis problems that we characterized through our 
survey with practitioners. The survey revealed problems related to 
practices and input documentation of interoperable software systems. 
We will describe the study design, the data analysis and its results, and 
the threats to validity. 

In Chapter 4, we will characterize the state of the art regarding 
conceptual interoperability constraints and problems that we obtained 
through our scoping study. We will describe the study design, the data 
analysis and its results, and the threats to validity. Furthermore, we will 
present important related work on the topic of identifying conceptual 
interoperability constraints and existing interoperability analysis 
approaches. 

In Chapter 5, we will present our COIN Model, which defines the 
different types of conceptual interoperability constraints. We will relate 
the types to the interoperable software elements and to the type of 
interoperating software unit. We will also mention the different types of 
conceptual mismatches that can be caused by the constraints. 
Furthermore, we will describe the standard templates that are our 
contribution for documenting conceptual interoperability constraints and 
mismatches. 

In Chapter 6, we will introduce our engineering contributions that we 
propose as the COINA Framework for supporting software architects in 
performing conceptual interoperability analysis. We will present each of 
the framework components, their methods, and the supporting tools in 
detail with an illustrative example. 

In Chapter 7, we will present the empirical evaluation studies that we 
used to test our hypotheses. We will start by refining our hypotheses, 
then we will describe how we partially evaluated them on the research 
level using controlled experiments and on the practical level using a
multiple-case study. For each evaluation study, we will describe its 
design, the data analysis and its results, and the threats to validity. 

In Chapter 8, we will summarize our contributions and results, discuss 
benefits and limitations, and finally provide ideas for future work.

Note that some of the chapters of this thesis have been published 
earlier by the author in a number of papers (i.e., [ATR14], [Abu14a] 
[ANR15], [AAR15], [AR16], [AAHR16], [AAR16], and [AANR17]). Some 
material from these papers has also been incorporated into this 
introductory chapter.
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2 Background

2.1 Introduction 

This thesis contributes a framework for analyzing the conceptual 
interoperability of software units. In this chapter, we will briefly explain 
the foundations on which we base our contributed framework as 
follows:  

In Section 2.2, we will introduce the basic concepts of the software
artifacts that we consider as the input for our conceptual
interoperability analysis framework in the context described in
Section 1.4.

In Section 2.3, we will clarify the fundamental principles of
interoperability mismatches, which we consider as the output of
performing our proposed conceptual interoperability analysis.

In Section 2.4, we will present the natural language processing and
machine learning techniques that we utilize in our framework to
support some activities of the conceptual interoperability analysis.

In Section 2.5, we will summarize the content of this chapter.

Some of the content presented in this chapter has been published in 
background sections of the author’s publications [AAR15, AR16,
AAR16].

2.2 Sources of Conceptual Interoperability Information 

Software Architecture 

The core artifact that preserve conceptual information about a software 
system is its architecture. Many definitions of software architecture can 
be found in the literature. One widely adopted definition of software 
architecture is given below [BCK03]:

Definition 4 – Software Architecture

The structure or structures of the system, which comprise software 
elements, the externally visible properties of those elements, and the 
relationships among them [BCK03].

This software artifact abstracts the details of the software unit on both 
the level of small building blocks and the level of the whole composed 
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system. It encompasses the design decisions about the software’s
structural and behavioral aspects in more detail than just natural 
language text. In fact, according to the Architecture Decomposition 
Framework, architecture captures information about data (e.g., data 
flows), functions (e.g., interfaces and connectors), deployment (e.g., 
communication paths), activities (e.g., operation processes), and 
technologies (technology usage) of the software system and its context 
both at runtime and at the development time of the software system [FI]. 
As the focus of our research is on runtime conceptual interoperability, 
we pay attention to the runtime information of the software system and 
its context in this framework. For example, on the function level we care 
about runtime layering information but not about development 
packaging or modules. 

Therefore, software architecture and low-level design documents are 
rich sources of information for architects and analysts regarding the 
software’s conceptual constraints and assumptions. In particular, within 
the context of this thesis, such documents are used by architects to 
determine the conceptual interoperability constraints that need to be 
shared with third-party clients to allow the conceptual analysis.

A widely used modeling language for software architecture is the 
Unified Modeling Language (UML) [Boo05], which allows describing the 
structure and behavior of a software with standard notations. For 
example, software structure can be described using class/object 
diagrams (which describe the data objects and their relations),
component diagrams (which show how components are wired to form 
larger components or systems), deployment diagrams (which model the 
allocation of artifacts to physical nodes), etc. Similarly, software
behavior can be described using sequence diagrams (which show the 
interactions and their order among actors and software objects), use 
case diagrams (which give an overview of the system functionalities),
activity diagrams (which capture the business processes or workflows),
etc. 

Application Programming Interface (API) Documentation 

The term API stands for “Application Programming Interface", which 
provides access to software functionalities at a very high level of 
abstraction level. That is, APIs allow software developers to reuse an 
existing software solution without knowing its implementation and 
without the ability to edit it (i.e., black-box interoperation). In its simplest 
form, an API can be defined as: 

Definition 5 – API

The standard contract provided by a piece of code (i.e., software unit) 
to another to enable their black-box interoperation. 
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There are different types of APIs in different application domains. These 
include, for example, platform APIs, which offer import of libraries to use 
their functions (e.g., Java SDK, AppleWatch APIs, Eclipse APIs, etc.) 
and web APIs, which offer services that can be accessed via their 
address on the World Wide Web (e.g., Google Maps APIs, Twitter APIs, 
SoundCloud APIs, etc.). These APIs cover a wide range of applications, 
such as social blogging, audio, software development, etc. 

To facilitate successful black-box interoperation with a software unit 
through an API, providers of the API share a public document specifying 
the offered services and how to use them. In particular, the API 
documentation describes the structure of exchanged input and output 
data (e.g., classes and variables), the interaction procedures, and 
sometimes illustrative usage scenarios and code snippets. Accordingly, 
this documentation is considered as an essential source of information 
for its users to learn how to use it [HBH+10]. API documentation can 
exist as files, websites, wikis, blogs, etc.  

Software Requirements Specification (SRS) 

In the software development lifecycle, the software requirements 
specification is the artifact that states unambiguously and completely 
what needs to be developed within the project. Based on the IEEE 
description of the SRS [IEE98], it can be defined as follows: 

Definition 6 – SRS

The standard specification document for a particular software product, 
which declares the functional and non-functional requirements along 
with usage context, interaction interfaces, and design constraints
[IEE98].

Often, the SRS document is written using free natural language text 
(e.g., documented in a MS Word file or a tabular MS Excel sheet) and 
may include scenarios and use cases (e.g., documented according to 
a structured or tabular template). For organizing the structure of SRS 
documents, there are a number of widely used templates, such as the 
IEEE standard 830 [IEE98], which is used for communicating developer 
requirements, and the Volere Template [RR07], which is used for 
communicating both users’ and developers’ requirements.  

An SRS for a software integration project is written to specify the 
desired interoperation requirements, constraints, and qualities. Hence, 
it provides a baseline for third-party clients against which they select an 
external software unit and determine if it meets their needs. Thus, we 
consider the SRS of an integration project as an important source of 
conceptual interoperability constraints expected by the clients of 
interoperable software units.
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2.3 Interoperability Mismatches of Software Units 

In the following, we will explain software mismatches in general and 
architectural mismatches in particular as they are the core of the 
conceptual mismatches we target in our analysis framework (i.e., the 
output of the conceptual interoperability analysis). 

Interoperability Mismatches

Analyzing the features of two separately developed software units can 
reveal different types of interoperability mismatches between them that 
can prevent their interoperation. These software mismatches may be
due to incompatible or conflicting features of the software units. For 
example, a software unit may exchange textual data in a specific file 
format (e.g., .txt file) that is different than the format used by another 
unit with which it is supposed to interoperate with (e.g., a .pdf file). Also, 
software mismatches may happen as a consequence of some
influential features of a software unit that are inappropriate for other 
interoperating units. For example, the programming language of a 
software unit can affect a desired quality (e.g., portability is better 
supported by units written in Java compared to those written in C) or
the expected input/output data (e.g., a unit written in C may exchange 
void, which is not a supported type in another unit written in Java). 

Interoperability mismatches stretch over different perspectives 
depending on the type of the features of the software units intended to 
interoperate. That is, mismatches may exist due to conflicts among 
influential features, including those of technical (e.g., different 
technologies and protocols), functional (e.g., interoperation needs not 
being met by offered units), conceptual (e.g., unaligned data models), 
developmental (e.g., software units developed with no built-in quality,
like testability, can affect the integration productivity), organizational 
nature (e.g., different policies for data privacy).  

Architectural Interoperability Mismatches

The previous description of software interoperability mismatches is too 
broad for the focus of this thesis. Therefore, we will here give a deeper 
explanation of the architectural mismatches that our research focuses 
on for the reasons discussed in Chapter 1.

Two of the critical reasons causing interoperability mismatches 
between software units are architectural constraints and design 
decisions (e.g., a software unit designed to be secure may influence the 
performance and usability, which are of higher interest for another 
software unit). Architectural constraints may cause mismatches 
between the structures of different units (e.g., control model and data 
manipulation), the relationships between units (e.g., interaction protocol 
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and exchanged data), or the global architectural structure (e.g., 
assumptions about the topology of the system communication)
[GAO95]. Architectural mismatches vary considerably with regard to the 
impact they have on the desired interoperation [EMG00] and 
consequently on the required effort to achieve it. Some can be easily 
resolved (e.g., inconsistent interfaces require mapping with the help of 
adapters or wrappers), whereas others may be more complex and 
expensive to handle (e.g., inconsistent data semantics may require a 
semantic-based middleware to enable meaningful interoperation 
among different units). This emphasizes the importance of performing 
conceptual interoperability analysis, for potentially interoperable 
software units, early in an integration project. 

2.4 Natural Language Processing and Machine Learning Techniques

NLP Techniques 

Communication using natural language (NL) is well suited for humans; 
however, it is difficult for machines to interpret and learn. Natural 
Language Processing (NLP) has emerged as a field in computer 
science that combines the usage of both Artificial Intelligence (AI) and 
Computational Linguistics (CL) to enable interaction between machines 
and human natural languages. Below we will briefly explain the main 
NLP techniques we have used in our research. 

Part-of-speech (POS) tagging [MS99, KM03] is also known also as 
“grammatical tagging” or “word tagging”. It is a technique that identifies 
the part of speech to which a term in a sentence belongs (e.g., noun, 
verb, pronoun, adjective, etc.). 

Phrase and Clause Parsing [Gro99] is also known as “chunking”. It is a 
technique that divides sentences into sets of words that are logically 
related (e.g., verb phrase and noun phrase). On top of POS tagging, 
this technique improves the syntax of an NL sentence. 

Typed Dependencies [DMMM+, DMM08] is a technique that represents 
dependencies between individual words through labels for grammatical 
relations (e.g., subject, indirect object, etc.). It provides a simple 
description of relations and does not require linguistic expertise to 
extract them from the text. 

Named Entity Recognition [FGM05] is also known as “entity 
identification”. It is a technique that identifies specific words and 
categorizes them based on predefined classes. These classes often 
have a higher level of abstraction and depend fundamentally on the 
semantic meaning of the words. 
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ML Techniques 

Machine learning is a branch of computer science that enables 
machines to do what they have not been explicitly programmed to do 
[SSBD14]. It includes a wide range of techniques including, but not 
limited to, “text classification” techniques. Text classification refers to 
automating the detection of patterns in the text of specific problem 
domains through algorithms that learn from offered training data. Below,
we briefly introduce the ML text classification techniques that we utilized 
in this thesis work. 

Text Classification (TC) [Seb02] is the process of labeling natural 
language sentences in textual documents with one or more predefined 
classes or themes. In this thesis, we utilize supervised ML, which relies 
on the exposure of text classifier algorithms to a training data set. We 
prepared this dataset by manually labeling sentences with one of our 
predefined classification classes. Our research includes use of the most 
effective text classifier algorithms, such as Naïve Bayes [Mur06],
Support Vector Machine [Joa98], [TK01]], Random Forest Tree [LW02],
K-Nearest Neighbor (KNN) [CH67], and others. The accuracy results of 
such algorithms depend on the quality and size of the training dataset 
[BB01].

The ML Text classification process consists of: 

- Building the classification model, where all features of the sentences 
in the dataset are identified and modeled mathematically. In our 
research, we used popular techniques for building our model: (1) Bag 
of Words (BOWs) [CL05] considers each word in a sentence as a 
feature; accordingly, a document is represented as a matrix of weighted 
values; (2) N-Grams [OJ12] considers each N adjacent words in a 
sentence as a feature, where (N > 0); (3) Term Frequency- Inverse 
Document Frequency (TF-IDF) [Rob04] is often used in text 
classification as a weighting factor to illustrate the importance of a word 
for a document in a dataset. 

- Evaluating the classification model, where the manually labeled 
dataset is divided into a training set and a testing set. The training set 
is used for training the ML classification algorithm on the features 
captured in the model, while the testing set is used for evaluating the 
accuracy of the classification. For our research, we used k-fold cross-
validation [K+95], dividing our ground truth dataset into k folds, meaning 
that, (k - 1) folds were used for training and one fold was used for 
testing. Finally, an average of k evaluation rounds was computed. The 
ML binary (or two-class) classification algorithms are all about finding 
the best classifier model that represents the distribution from which the 
data comes and that separates the two classes effectively. Finding this 
most appropriate model not only requires finding the most proper ML 
algorithm, but also it requires a computationally expensive tuning for 
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the algorithm's parameters. This is called optimization, which helps to 
get better classification results by choosing the best combination of 
values for the different algorithm parameters. This can be implemented 
using, for example, the Grid Search method [HCL+03], which is an 
exhaustive search process to find the best values from all possible 
combinations of the tuned parameters. Another option to do the 
parameter tuning is to adopt a randomized search [BB12]. 

2.5 Summary 

In this chapter, we have explained the fundamental concepts of input 
artifacts for conceptual interoperability analysis in the context of black-
box integration, software interoperability mismatches, and both the NLP 
and ML techniques used in this thesis work. In the next chapters, we 
will frequently refer to the fundamental concepts presented here.
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3 State of the Practice

3.1 Introduction 

It is important to collect practitioners’ experience and confirmation 
regarding current state of the practice problems related to software 
interoperability analysis. This shows us the relevance and significance 
of the practical problems we address in this thesis. This also directs us 
in shaping solution ideas that will have a valuable impact. Hence, we 
decided to perform a systematic explorative study in the form of an
online survey to identify the practical challenges related to 
interoperability analysis. It has been proven that this type of studies is 
appropriate for approaching a large number of participants and that it 
allows collecting a wide range of needed data (e.g., actual experiences 
or personal opinions) [DSM11] [Fow95]. 

3.2 Survey on the State of the Practice 

In this section, we will start by describing the research methodology of 
our survey study (Subsection 3.2.1), then present the results and 
discuss them (Subsection 3.2.2). Finally, we will present the threats of 
validity to the survey study (Subsection 3.2.3).

3.2.1 Research Methodology 

Goal and Research Questions 

We formulate our survey goal in terms of the GQM goal template 
[VSBCR02] as follows:

Goal: to explore the state of the practice of interoperability analysis for 
external software units for the purpose of characterizing its current state 
and identifying its difficulties with respect to its practices and input 
artifacts in the context of a survey from the viewpoint of architects and 
analysts as the basis for developing practically applicable 
enhancements towards efficient and effective interoperability analysis.  

We translate this goal into the following research questions (RQs): 

RQ1: How is interoperability analysis currently being performed by 
practitioners? 

RQ2: What are the difficulties experienced when performing 
interoperability analysis? 
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RQ2.1: with respect to its current practices? 

RQ2.2: with respect to its input (i.e., currently shared sources 
of interoperability-relevant information about external software 
units)?

Survey Design and Execution 

We designed this survey according to the guidelines proposed by 
[Dan11], [DSM11] [Fow95], and [Kva08]. 

Target Group. The target group of our survey consists of architects and 
software engineers with practical experience in interoperability analysis 
in software integration projects (including projects in which integration 
is a part). Accordingly, we invited 115 practitioners known for their 
experience in software integration directly via emails and asked them 
to distribute the call to whoever they deemed appropriate. We also 
posted the call for experts’ participation on websites of professional 
groups (e.g., LinkedIn special interest groups for architecture, software 
interoperability, and software integration). 

Questionnaire Structure. Based on our stated goal and research 
questions, we designed a questionnaire-based survey, which we 
supported with a 2-minute video [Abu16c] to introduce the concepts and 
terminologies of interoperability analysis that we use in order to ensure
correct understanding of questions and answers. The questionnaire 
was designed to collect information about the following aspects as 
depicted in Figure 8: 

– Current state of interoperability analysis practices and input
artifacts (RQ1), i.e., the respondents’ practical feedback on
performing the interoperability analysis task with regards to the
process, the responsible roles, the methods or tools used , and
typically available sources of information used by them.

– Perceived difficulties (RQ2 including RQ2.1 and RQ2.2), i.e., the
main difficulties that practitioners experience when analyzing the
interoperability of external software units especially on the
conceptual level. This includes the cost of the analysis and of
unexpected conceptual mismatches, the lack of knowledge and
guidance, the quality and availability of sources of information, the
need for tooling support, standard templates for documenting
analysis results, etc.

– Demographic information, i.e., the respondents’ experience in
performing interoperability analysis, the type of applications they
build and integrate, their position, organization type, sector, size,
and location.
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Figure 8 Questionnaire Design 

Type of questions. The questionnaire consists of fixed-set answer 
questions, including single-choice and of multi-choice questions. To 
avoid restricting the range of potential answers that respondents may 
provide, some questions offer the choice to enter a free text answer if 
none of the provided selections applies. Also, some questions have the 
option of answering “I don’t know” to avoid forcing an answer if there is 
a lack of knowledge. 

Questionnaire length. The designed questionnaire includes up to 26 
questions as we used filters to avoid overwhelming the participants with 
questions that may be irrelevant for their experience. Answering the 
questionnaire required between 10 and 15 minutes. The final version of 
the questionnaire is provided Appendix A.  

Pre-execution evaluation. To assess the quality of our survey, we 
had it peer-reviewed by two senior software engineers with expertise in 
interoperability and architecture to check the relevance and clarity of 
the questionnaire and its supporting video. After revising the survey 
according to the results of the peer review, one expert in empirical 
software engineering research assessed the quality of the questions 
with respect to the principles defined in [Kva08] and the ethical criteria 
stated in [Ass13]. As a result, some questions were re-categorized and 
shortened to improve understandability.  

Implementation. We implemented the survey using Limesurvey 
[Tea15] and deactivated it after six weeks. The final dataset is stored in 
a repository of the AGSE group of the University of Kaiserslautern. If 
the reader is interested in further anonymized analysis results, please 
contact the author.  

Pilot study. We performed a pilot study with four software engineering 
researchers (with a background in interoperability) and two computer 
science researchers (with no background in interoperability) to assess 
the understandability of the questions and to estimate the time required 
to answer them. We encouraged the six researchers to take notes on
any ambiguous words, uncertainties regarding the meaning of the 
questions or their answers, and to track the time they spent on filling 
out the questionnaire. As a result, two questions were classified as very 
complex, so we reduced their complexity by splitting them into logical 

Demographics and repondents' background

Interoperability analysis as-is state 
(RQ1)

Interoperability analysis difficulties 
(RQ2)

Practices
(RQ2.1)

Input artifact
(RQ2.2)
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subgroups. Note that we configured our online survey such as to record 
the time spent by each participant on the questions, which we found to 
be as reported by the participants themselves. 

Data Analysis 

We analyzed the data using MS Excel and IBM SPSS Statistics 23 
[Cor10]. Our descriptive analysis includes the median, mean, max, min, 
standard deviation, and frequency. As some of the questions were 
presented to the respondents conditionally, we explicitly report the total 
number of subjects (N) who answered each question. We further 
present statistical analysis that explores how significantly different the 
ordinal answers are from a specific point (e.g., a neutral 3 for questions 
with a 5-point rating scale) using the one-sample Wilcoxon signed-rank 
test [Woo08]. Also, we statistically analyzed the difference in the 
answers between two groups of respondents based on their 
interoperability analysis experience. For this, we used Pearson’s chi-
square (χ2) test for binary data and the Mann-Whitney (U) test for 
ordinal data. In addition, we ran a Spearman rho (ρ) test to check the 
correlation between the ordinal variables.

3.2.2 Results and Discussion 

In total, we got 73 complete responses for our survey questionnaire 
from the targeted group. However, we excluded nine responses as their 
demographic information showed that they neither had any year of 
experience in integration nor worked on any integration projects. This 
ensures that our findings are credible and based on actual experiences 
rather than inexperienced opinions. Accordingly, the final number of 
included respondents was N = 64. 

Next, we will first provide a brief overview of the demographic 
characterization of the respondents, and then answer the research 
questions by presenting the results we found based on the included 
responses.

Background Overview 

Software integration experience. The respondents’ experience in 
software integration varied in terms of their years of experience and the 
number of projects they had participated in (see Figure 9). The largest 
shares (35.9% and 30.2%) of years of experience were for “2-5 years” 
and “> 8 years”, respectively. Most respondents (25.4%) had
participated in more than five projects. Across the different integration 
projects, the respondents reported playing different roles. These roles 
were frequently reported to be programmers (71.4%), architects (54%),
system analysts (39.7%), project managers (34.9%), testers (23.8%), 
requirements engineers (19%), and technical writers (10%). Single 
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cases reported playing other roles (e.g., DevOps engineer, technical 
project manager, system expert, and risk assessor).

Figure 9 Respondents' experience in software integration 

Nature of integration projects. The respondents worked mainly in the 
domains of Information Systems (80.8%), Mobile Systems (30.1%), and 
Embedded Systems (26%). The respondents reported experiences in 
integrating open source software (OSS), commercial-of-the-shelf 
(COTS) software, web service APIs, and platform APIs, all with almost 
equal shares (54.5% on average for each type). The projects’ size was
mainly (40.6%) medium (i.e., 3 - 6 months, $250-750K, 4 - 10 team 
members) and the remaining share was divided almost equally between 
large projects (i.e., > 6 months, > $750K, > 10 team members) and 
small projects (i.e., < 3 months, < $250K, 3 - 4 team members).

Nature of work organizations. While, the respondents were mostly 
(37.1%) employed by enterprises (i.e., with > 1000 employees), very 
few (only 8.1%) were employed by large organizations (i.e., 251 – 999 
employees). The others were distributed equally (27.4%) between 
small (i.e., < 50 employees) and medium (i.e., 51 – 250 employees)
organizations. Among the many reported sectors (e.g., agriculture, 
health, finance, military, automotive, etc.), the software development 
sector was dominant. The data was collected internationally from 
several locations (e.g., USA, UK, Switzerland, Belgium, China, etc.), 
but the majority (32.8%) was from Germany.  

Interoperability Analysis: As-Is State in Practice (Answering RQ1) 

In this part, we will characterize the current state of the practice with 
regard to the interoperability analyses actually performed by the 
respondents to our survey.

Neglected interoperability analysis. To our surprise, we found that a
large group (42.2%) of the respondents stated that interoperability 

11

2 1

16

2 7 5

11

2 5 2
0

5

10

15

20

< 
2 

pr
oj

ec
ts

2 
–

5 
pr

oj
ec

ts

< 
2 

pr
oj

ec
ts

> 
5 

pr
oj

ec
ts

2 
–

5 
pr

oj
ec

ts

< 
2 

pr
oj

ec
ts

> 
5 

pr
oj

ec
ts

2 
–

5 
pr

oj
ec

ts

< 
2 

pr
oj

ec
ts

> 
5 

pr
oj

ec
ts

2 
–

5 
pr

oj
ec

ts

< 2 years > 8 years 2 – 5 years 5 – 8 years

Nu
m

be
r o

f r
es

po
nd

en
ts

Respondents' experience in software integration 



State of the Practice 

40

analysis did not take place at all in their integration projects. These 
respondents (N = 27; 42.2%) attributed this behavior to different 
reasons, including:  

R1: There is not enough knowledge and experience about it (37%).

R2: Priority is given to other tasks, e.g., coding and testing (37%).  

R3: Tight schedule and limited resources (29.6%).  

R4: It is hard to perform (18.5%).  

R5: Unit and integration testing are performed instead (18.5%).

R6: It is not that necessary (14.8%).

Furthermore, some respondents independently provided their reasons 
for not performing interoperability analysis. For example, one 
respondent stated that, in the context of integrating software units into 
ecosystems, they could replace this interoperability analysis with some 
negotiation on business rules and software interfaces. This shows a 
business-oriented analysis regarding interoperability, which cannot 
reveal conceptual software mismatches by itself. Another respondent, 
who also selected R6, reported that in his unit they had decided to 
proceed with integrating units only if they were implemented using the 
same implementation technologies. This indicates a probable 
awareness problem regarding the consequences of ignoring early 
interoperability analysis.  

Looking at the demographic characteristics of these 27 participants, we 
found that the majority were working in small organizations with fewer 
than 50 employees (35%) on medium-size integration projects (40%) 
with less than 5 years of integration experience (61.53%). Note that the 
only statistically significant factor correlated to this group of participants 
(i.e., Spearman’s rho ρ = 0.307, p-value = 0.015) was their reported 
estimation regarding the rather expensive cost of the analysis. This 
indicates that it could be the cost of the analysis that discourages 
practitioners from performing it.

Immature, unstandardized, unsystematic interoperability analysis.
The rest of the respondents (N = 37; 57.8%) stated that interoperability 
analysis actually took place in their integration projects. 

When? The responses show that the majority (67.6%) performed it at 
the beginning of the integration projects and before starting the 
technical implementation. However, many other respondents (24.3%) 
stated that interoperability analysis happens during the technical 
implementation. Such an approach would obviously require reworking 
the implemented parts of the integration if the analysis shows the 
existence of more mismatches. Through statistical analysis, we found 
that the analysis time was significantly correlated to integration 
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experience in terms of number of years (i.e., Spearman’s rho ρ = - 
0.608, p-value = 0.000) and number of projects (i.e., Spearman’s rho ρ 
= - 0.679, p-value = 0.000). That is, experienced analysts recognized 
the importance of early analysis. Very few respondents (only 2.7%) 
reported that analysis takes place after the technical implementation, 
which is, in fact, the worst time (in terms of rework consequences) to 
detect conceptual mismatches. 

Who? The roles responsible for performing the interoperability analysis 
task varied. However, architects were most prominent (see Figure 10)
among the roles. We observed that unlike the other roles, testers were 
never reported to assume responsibility for the analysis on their own. 
Some of the respondents chose one role, while most (72.9%) selected 
at least two roles, which indicates a form of collaboration on the analysis 
task. In fact, it was explicitly reported that collaboration might happen 
between technical managers and the engineering or DevOps team. 
Also, collaboration between domain experts was reported by one 
respondent, which would be of great value for analyzing the conceptual 
level of interoperability. Regarding the size of the analysis team, only 
three respondents stated that this depended on the project type and 
size. However, 62.2% said it was performed by a small team (i.e., < 5 
members) although the project size ranged from small to large. 
Unexpectedly, 66.6% of the respondents who stated that it was 
performed by exactly one person worked on large projects.   

Figure 10 The roles responsible for performing interoperability analysis 

What? Digging deeper, we asked the practitioners to specify the types 
of information they targeted during the interoperability analysis task. 
The answers showed that technical aspects were dominant. 
Specifically, 75.7% targeted communication constraints (e.g., 
networking protocols, message formats, etc.) and 64.9% targeted the 
technical syntax (e.g., argument order, data types, etc.). Fewer 
respondents (58.1% on average) reported being interested in semantic 
constraints (e.g., terminologies, goals, rationale, etc.) and behavior 
constraints (e.g., pre-/post-conditions, invariants, interaction protocols, 
control flow, etc.). Minor shares of attention (48.6% on average) were 
given to context, structure, and quality. As expected, the covered 
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information aspects were less for those who reported that 
interoperability analysis was performed by one person rather than by a
team. For example, one respondent indicated that the analysis was 
performed by one developer and the only information targeted was the 
technical communication. Statistically, the significantly correlated factor 
to the information targeted during analysis was the responsible role 
(i.e., Spearman’s rho ρ = 0.493, p-value = 0.002). For example, 
architects and developers were the main roles who targeted semantic 
and behavior information. Furthermore, we found a statistical 
significance in the correlation between the years of integration 
experience and the targeting of semantic information (i.e., Spearman’s 
rho ρ = 0.333, p-value = 0.008).

How? To better assess the current situation, we asked about the input, 
process, and output documentation of the interoperability analysis. The 
survey confirmed our expectation that API documentation was the main 
available input artifact and source of information as stated by 78.4% of 
the respondents. Other available sources of information included high-
level architecture, requirements specification, and source code. 
However, these apply to white-box integration (e.g., open source 
software projects) rather than black-box integration (e.g., commercial 
COTS). One respondent reported that contacting the team members of 
the external software unit was his source of information due to a lack of 
shared artifacts.  

With respect to the support used for performing the interoperability 
analysis, we found that about 30% of the practitioners with knowledge 
about this issue had no support. Two respondents declared that they 
did the analysis in an ad-hoc manner, focusing on identifying the gaps 
between the integration requirements and the capabilities offered by the 
external software units. On the other hand, 13.5% used analysis models 
and frameworks, 10.8% followed guidelines, 8.1% performed 
systematic analysis, 8.1% used a template, and 5.4% had tool support. 
However, the respondents did not give any further information, details, 
or references for the reported support, with two exceptions. One added 
that the guidelines they followed had been developed internally and the 
other one added that they also had an internally defined process to 
follow. With regard to documenting the analysis results, we found that 
about 30% of the practitioners did not document the results of their 
interoperability analysis. This documentation status had a statistically 
significant correlation with integration experience in terms of the 
number of projects that the participants had worked on (i.e., 
Spearman’s rho ρ = -0.438, p-value = 0.009). Consequently, there was 
a loss of information that would support decision traceability within a 
project as well as a loss of knowledge that would allow learning from 
experiences and cases across integration projects.
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Problems in Performing Conceptual Interoperability Analysis (Answering RQ2) 

Here we present the evidence collected from practitioners on the 
relevance of the practical problems that are related to interoperability 
analysis. Then, we will shed light specifically on those problems that 
are related to the conceptual level of interoperability analysis. We
collected data about perceived problems from the entire sample size (N
= 64). However, for the questions that depend on actual experience with 
interoperability analysis (i.e., RQ2.1 and RQ2.2), we differentiate 
between the results obtained from those who claimed to perform 
interoperability analysis (actual experiences) and those who did not 
(opinions). 

High cost of interoperability analysis. In Figure 11, we depict the 
cost of interoperability analysis reported by the respondents who had 
knowledge about it (N = 43). The largest share of the responses shows
that interoperability analysis accounts for 10% to 30% of the total cost 
of integration projects. Moreover, a portion of the respondents (N = 9) 
stated that the analysis would range between 30% and 50%. Obviously, 
such cost ranges are relatively high taking into account the other 
development activities included in an integration project (e.g., 
requirements analysis, design, implementation, testing, etc.). In one 
case, a respondent stated that it would even be worse and would reach 
51% to 70% of the total cost. Remarkably, this respondent was one of 
those who reported performing the analysis during the implementation 
of the integration.  

Few responses (N = 12) indicated that the cost of interoperability 
analysis would be less than 10% of the total cost of integration projects. 
Most of these respondents had rather low integration experience (i.e., 
they had worked on 2 - 5 projects). Some respondents (N = 21) did not 
provide an answer due to a lack of knowledge or traceability information 
about the cost of interoperability analysis. For example, one respondent 
stated in the comment box that they did not track the cost of the analysis 
independently, but rather accumulated it within the whole project cost. 
Another respondent reported that, in the context of software projects 
that were not dedicated to integration only, the costs for interoperability 
analysis varied depending on the size of the integration requirements 
compared to the total project requirements. No significant correlations 
were found between the cost of the analysis and the respondents’ 
demographic features. 
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Figure 11 Cost for interoperability analysis reported by practitioners with knowledge 

Frequently undetected conceptual interoperability mismatches.
The survey respondents who had knowledge about the frequency of 
integration problems related to undetected conceptual mismatches (N
= 59) stated that this problem was most likely to happen. The majority 
(52.54%) stated it happened sometimes, while 30.51% said that it was 
a common issue. Only three respondents stated that unexpected 
conceptual mismatches were always happening. Very few (N = 7) 
claimed that this problem was rare and none said that it was never a 
problem. Statistically, the responses show significant agreement 
regarding the existence of the problem of undetected conceptual 
mismatches (see Table 1).  

Table 1 Frequency of problems related to undetected conceptual mismatches 

Median Mean Standard 
deviation

Test statistics b

Z P

Conceptual mismatch 
frequency a 3 3.57 1.145 470 0.000***

a Response scale for frequency from 1 (Never) to 5 (Always)
b One-sample Wilcoxon signed-rank test H0: Median (all respondents) = 3 
(sometimes); * p < 0.05 ; ** p < 0.01, *** p < 0.001

Expensive resolution for unexpected conceptual interoperability 
mismatches. Those respondents who had knowledge about the 
resolution cost (N = 47) reported rather high additional costs for 
resolving undetected mismatches. As seen in Figure 12, the majority of 
the respondents agreed that the total integration project cost increased 
by 10% to 30%. Furthermore, a considerable portion of them (more than 
a third) agreed that the added cost would even be 31% to 50% of the 
project cost. Note that the few respondents who said that conceptual 
mismatches were a rare cause of problems still agreed that they were 
expensive (e.g., one of them stated that it would cost > 70%). 
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Figure 12 Additional project cost for resolving unexpected conceptual mismatches

Problems Related to Practices of Interoperability Analysis 
(Answering RQ2.1) 

The aim of this question was to reveal any significant difficulties faced 
in performing interoperability analysis with respect to current practices. 

Perceived need for better practical support for performing 
interoperability analysis. We offered the survey participants a list of 
practice-related difficulties (D) that would impede performing 
interoperability analysis and asked them to select which ones they 
considered to be the main ones. This list included the following: 

D1: Lack of focus on detecting "conceptual" mismatches compared to 
"technical" mismatches 

D2: Lack of support for traceability between interoperability analysis 
activities and results (i.e., within a project and among projects) 

D3: Lack of standard templates for consistent documentation of 
interoperability analysis results 

D4: Lack of interoperability analysis guidelines and best practices for 
practitioners 

D5: Undirected collection of information about external software units 
(i.e., no plan or predefined data elements) 

D6: Posterior collection of information about the external software unit 
(i.e., reactive collection based on rising problems along the project) 

D7: Manual effort in analyzing the description of external software units 
and in documenting the analysis results 

According to the responses (N = 64), D4, D7, and D1 had the highest 
agreement among practitioners as seen in Table 2. This provides 
evidence on the need for helping interoperability analysts and architects 
identify conceptual mismatches by providing practical guidelines and 
automation tools. Furthermore, D2 and D3 also had a considerable 
amount of agreement. Obviously, these two essential difficulties are 
related, as the ability to trace interoperability analysis results requires 
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documenting them. Accordingly, supporting practitioners with standard 
documentation templates would serve the aforementioned traceability 
need along with other benefits such as consistency and readability. 
Although D5 and D6 got the least shares of agreement, there were still 
practitioners who agreed on the importance to overcome them. This 
indicates that directed analysis with proactive preparation can enhance 
the analysis experience and the results for some analysts and 
architects. 

Table 2 Perceived difficulties of interoperability analysis practices 

Difficulty (D) D1 D2 D3 D4 D5 D6 D7

Total agreement 25 24 23 26 17 9 26

Agreement 
percentage % 39.06 37.50 35.94 40.63 26.56 14.06 40.63

Test statistics a
χ2 .080 .961 3.025 6.723 .225 .337 .249

p .777 .327 .082 .010* .635 .562 .618

Test statistics b
ρ -.035 .123 .217 .324 .059 -.073 -.062

p .781 .335 .084 .009** .641 .569 .624

a Pearson’s chi-square (χ2) test H0: Agreement percentage (respondents who performed 
interoperability analysis) = Agreement percentage (respondents who did not perform 
interoperability analysis)
b Spearman’s rho (ρ) test H0: There is a correlation between the agreement percentage 
and the respondents’ group (performed interoperability analysis or not); * p < 0.05 ; ** p 
< 0.01, *** p < 0.001

After a more thorough investigation, we found one statistically 
significant difference between the agreement percentages on D4 of the 
two groups of surveyed practitioners (i.e., those who performed 
interoperability analysis in their software integration projects and those 
who did not). In fact, this difference was also justified by the statistical 
significance of the correlation between the group type and the 
agreement on D4.  

As visualized in Figure 13, there were some other percentage 
differences; however, they were not statistically significant. For 
example, D2 and D3 had more votes by practitioners inexperienced in 
performing the analysis task (21.12%, and 12.01%, respectively). Thus, 
we conclude that all reported difficulties are important for both groups. 
However, overcoming D4 would be of higher value for practitioners with 
no or low experience in interoperability analysis.  
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Figure 13 Distribution agreement on the difficulties of interoperability analysis practices for each 
group of respondents 

Problems related to the Input Artifacts of Interoperability Analysis 
(Answering RQ2.2) 

The aim of this question was to reveal any significant difficulties faced 
in performing interoperability analysis with respect to current input 
artifacts. This includes the content and presentation of the input. 

Perceived insufficiency of shared information. According to the 
respondents with knowledge about the current input artifacts of 
interoperability analysis (N = 59), they mostly (37.50%) reported it to be 
“3: Not sufficient”. In other words, on the 5-point Likert scale, the main 
rating was 2: insufficient. Table 3 shows the median, mean, and 
standard deviation. It also presents the significance of the insufficiency 
problem of input artifacts. Furthermore, there was statistically significant 
agreement from both groups of respondents (i.e., those who performed 
interoperability analysis and those who did not) on the input 
insufficiency problem. 

Table 3 Perceived sufficiency of the input artifacts of the interoperability analysis task 

Median Mean Std. 
Deviation

Test statistics b Test statistics c

Z P U P

Perceived 
sufficiency of 

input artifacts a
3 2.98 1.25 -4.76 0.000*** 452 .497

a Response scale from 1 (not sufficient at all) to 5 (very sufficient)
b One-sample Wilcoxon signed-rank test H0: median (all respondents) = 4
c Mann-Whitney (U) test H0: median (respondents who performed interoperability 
analysis) = median (respondents who did not perform interoperability analysis); * p < 
0.05 ; ** p < 0.01, *** p < 0.001
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Perceived need for enhancing conceptual information content. 
The respondents (N = 64) voted for what they perceived as required 
enhancements for the content of input artifacts used in the 
interoperability analysis task. We offered a list of interoperability-related 
content (C) and asked the respondents to select what they considered 
to be important for enhancing the content related to them. This list 
included the following: 

C1: Communication constraints (e.g., networking protocols, message 
formats, etc.) 

C2: Syntax constraints (e.g., argument order, data types, etc.) 

C3: Semantic constraints (e.g., glossaries, goals, rationale, etc.) 

C4: High-level architecture view (e.g., architecture style, patterns, etc.) 

C5: Low-level design decisions (e.g., inheritance, synchronicity, 
concurrency, etc.) 

C6: Behavior constraints (e.g., pre-/post-conditions, interaction 
protocols, control flows, etc.) 

C7: Context constraints (e.g., stakeholders, use cases, etc.) 

C8: Quality constraints (e.g., data precision, service performance, etc.) 

Based on the responses (N = 64), C4 got the biggest share of the
practitioners’ interest (see Table 4). This evidently indicates the serious 
need to enrich shared documents about interoperable software units 
with high-level architecture to improve the analysis. Next, C1 and C6 
got substantial agreement, which gives them high priority, too. Note that 
C1 is a technical type of content, while C6 is conceptual. Afterwards,
C3, C8, C2, and C5 got convergent large shares of the respondents’ 
agreement. This shows there is awareness of the need to improve the 
quality, semantics, syntax, and low-level design information of 
interoperable units. Although C7 got the lowest share of agreement, 24 
practitioners still agreed that it is important to be enhanced. These 
results denote potential improvement for interoperability analysis 
results when the content issues are resolved.  

A more thorough investigation showed us that there was one 
statistically significant difference between the agreement percentages 
on C7 from the two respondent groups (i.e., those who performed 
interoperability analysis in their software integration projects and those 
who did not). In addition, there was a statistical significance of the 
correlation between the group type and the agreement on C7.   
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Table 4 Perceived need for enhancing the content of input artifacts for interoperability analysis 

Content problem 
(C) C1 C2 C3 C4 C5 C6 C7 C8

Total agreement 37 29 31 39 27 36 24 31

Percentage% 57.81 45.31 48.44 60.94 42.19 56.25 37.50 48.44

Test 
statistics a

χ2 .098 2.705 2.430 .568 .098 1.246 4.651 1.108

p .755 .100 .119 .451 .755 .264 .031* .293

Test 
statistics b

ρ -.039 -.206 -.195 -.094 .039 -.140 -.270 -.132

p .759 .103 .123 .459 .759 .272 .031* .300
a Pearson’s chi-square (χ2) test H0: agreement percentage (respondents who 
performed interoperability analysis) = agreement percentage (respondents who did not 
perform interoperability analysis)
b Spearman’s rho (ρ) test H0: There is a correlation between agreement and 
respondents’ group (performed interoperability analysis or not); * p < 0.05 ; ** p < 0.01, 
*** p < 0.001

Figure 14 visualizes the percentage differences among more content 
types; however, they are not statistically significant. For example, C2 
and C3 had more votes by practitioners experienced in performing the 
analysis task (almost 20% each). We conclude that all content items 
are important for both groups, but interoperability analysis experts 
perceived them to be more important (especially C7) compared to 
inexperienced respondents. 

Figure 14 Distribution of agreement on perceived content problems of input artifacts for 
interoperability analysis per respondent group

Perceived need for enhancing conceptual information 
presentation. According to the respondents (N = 64), some 
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enhancements are required for the presentation of the input artifacts 
used in the interoperability analysis task. Out of the list of presentation 
enhancements (P) that we suggested in the survey, the respondents 
voted for those they perceived as being the most important ones. This 
list included the following: 

P1: Mixing conceptual and technical constraints without clear borders 
between them 

P2: Unstructured verbose text 

P3: Lack of easy-to-read process diagrams (e.g., flowcharts) 

P4: Inconsistency in reporting constraints for the different data items 
and services  

P5: Level of formality too low, which prevents potential automation of 
the analysis 

Based on the responses (N = 64), P1 and P3 got the highest agreement 
in equal amounts of the practitioners’ interest (see Table 5). This points 
out a critical need to improve the structure of the information shared 
about interoperable software units in order to clearly differentiate 
between conceptual and technical information. Moreover, an abstract 
process view could enhance these documents. Afterwards, the 
respondents voiced considerable agreement on P4 and P2, which 
shows that structure and consistency in presenting content among 
equal elements improve the usefulness of shared artifacts. Although P5 
got the lowest agreement by a large number of practitioners, 20 
practitioners still agreed that it is an important presentation issue. 
Apparently, resolving all the presentation problems for interoperability 
analysis input artifacts on which the respondents agreed would add 
value to their users. 

Table 5 Perceived need for enhancing the presentation of input artifacts for interoperability 
analysis 

Presentation problem (P) P1 P2 P3 P4 P5

Total agreement 30 25 30 27 20

Agreement percentage% 46.88 39.06 46.88 42.19 31.25

Test statistics a
χ2 .706 .055 4.854 .040 .616

p .401 .814 .028* .841 .432

Test statistics b
ρ -.105 .029 .275 -.025 -.098

p .409 .818 .028* .844 .440
a Pearson’s chi-square (χ2) test H0: agreement percentage (respondents who 
performed interoperability analysis) = agreement percentage (respondents who did 
not perform interoperability analysis)
b Spearman’s rho (ρ) test H0: There is a correlation between agreement and 
respondents’ group (performed interoperability analysis or not); * p < 0.05 ; ** p < 
0.01, *** p < 0.001
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The statistical test results showed that there was one statistically 
significant difference between the agreement percentages on P3 of the 
two respondent groups (i.e., those who performed interoperability 
analysis in their software integration projects and those who did not). 
Moreover, a statistical significance of the correlation between the group 
type and the agreement on P3 was found. Figure 15 offers a 
visualization of all percentage differences for all presentation issues, 
but only P3 has statistical significance. Hence, we conclude that 
enhancing the presentation of the content of input artifacts for 
interoperability analysis would be of value for both experienced and 
inexperienced analysts. However, inexperienced ones would 
appreciate it more if the processes were abstracted in diagrams rather 
than in unstructured text. 

Figure 15 Distribution of agreement on perceived presentation problems of input artifacts for 
interoperability analysis per respondent group 

3.2.3 Threats to Validity 

In this section, we will present the internal and external threats to the 
validity of our survey study. 

Internal validity (content validity). As described earlier in the survey 
design (see Section 3.2.1), we did multiple peer reviews with experts in 
software architecture, software engineering, and empirical research. 
Furthermore, we evaluated the survey in pilot studies to assess the 
understandability of the questionnaire. 

External validity (representative sample). The final number of 
included responses was (N = 64). These included software architects 
and engineers with integration experience from different organizations, 
industrial domains, and locations. Thus, we assume that our results are 
very likely representative for the state of the practice of interoperability 
analysis as of June 2016. However, for better generalization and 
observations over time, further surveys with a larger sample size are 
required. 

51,35%

37,84%

35,14%

43,24%

35,14%

40,74%

40,74%

62,96%

40,74%

25,93%

P1

P2

P3

P4

P5

Perceived presentation problems per respondents group

Interoperability analysis not performed Interoperability Analysis performed
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External Validity (completion rate). As peer reviews considered the 
questionnaire to be too long, we shortened it to increase the completion 
rate for our questions. Also, to ensure that reliable responses would be 
collected that are based on genuine experience, we had conditional 
appearance of questions and we offered the option to answer “I don’t 
know” to questions referring to knowledge rather than opinions. As a 
result, we got completely answered questionnaires from all 
respondents.

3.3 Summary and Conclusion 

In this chapter, we presented a consolidated description of the current 
state of the practice of interoperability analysis. We started by
describing the as-is situation, which revealed that 30% of practitioners 
do not perform interoperability analysis in their integration projects. The 
main reasons behind this were found to be a lack of knowledge about 
how to perform it and a lack of awareness regarding its importance, 
which leads to prioritizing other tasks over it. This consequently 
increases the risk of unexpectedly facing conceptual mismatches late 
in an integration project. On the other hand, practitioners who 
performed interoperability analysis showed us that the current state of 
interoperability analysis was immature. More specifically, there was no
standard or systematic activities being followed (e.g., some performed 
interoperability analysis during the implementation rather than before it) 
and there was no comprehensive investigation to find interoperability 
information during the analysis (e.g., very few of the practitioners with 
little experience targeted conceptual information).  

Afterwards, we presented the evidence collected on the practical 
relevance of the problems addressed by this Ph.D. thesis. In particular, 
there was agreement on the high cost of performing interoperability 
analysis. Besides, there was significant agreement on the frequency of 
unexpected conceptual interoperability mismatches. This kind of 
mismatches was also reported to be expensive to resolve. Furthermore, 
we identified the exact difficulties related to both the practices and the 
input artifacts of the conceptual interoperability analysis task. For 
example, a significant difficulty reported in the context of practices was 
the lack of guidelines and best practices for interoperability analysis that 
practitioners could use. Also, input artifacts were considered 
significantly insufficient for the analysis task, especially on the 
conceptual level (e.g., context constraints).

To sum up, this chapter confirms the practical problems we stated in 
Section 1.2 and paves the way towards presenting our solution ideas 
and improvement hypotheses in the following chapters.
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4 State of the Art

4.1 Introduction 

As we described in the introduction (Chapter 1) and as confirmed by 
practitioners in the state-of-the-practice study (Chapter 1),
interoperability analysis is not a trivial task and conceptual 
interoperability mismatches are frequent and expensive to resolve. This 
chapter presents related work in the literature as follows:  

In Section 4.2, we will present our state-of-the-art scoping study,
which we used to gain in-depth information about the types of
interoperability-related architectural mismatches and their proposed
solutions in the literature. Note that this section has been published
by the author of this thesis in [ATR14].

In Section 4.3 and Section 4.4, we will describe the work related to
the focus of this thesis, which includes conceptual interoperability
foundations, respectively analysis approaches for software units.

In Section 4.5, we will summarize the limitations of existing work on
conceptual interoperability foundations and analysis approaches,
and describe our research directions.

4.2 Scoping Study on the State of the Art 

In this section, we start by describing the research methodology of our 
scoping study (Subsection 4.2.1), then we will present the results and 
discuss them (Subsection 4.2.2). Finally, we will present the threats of 
the validity of the survey study (Subsection 4.2.3).

4.2.1 Research Methodology 

In this study, our aim was to systematically investigate the nature and 
extent of software architecture research regarding interoperability 
problems and before-release solutions in information systems. The 
purpose was to collate, summarize, and disseminate research findings, 
and identify research gaps. Therefore, we performed a scoping study 
following the process proposed by Petersen et al. [PFMM08] along with 
a data extraction form. Unlike systematic literature reviews [Kit04], we 
aimed at a broad analysis of the literature rather than an in-depth 
analysis with quality assessment for selected papers. All materials of 
this study are available at the scoping study web page [Abu14c]. 
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Goal and Research Questions 

The goal of this scoping study was to identify architectural problems 
and before-release solutions of interoperability in the context of ISs from 
the viewpoint of researchers and software engineers. This goal was 
translated into the following research questions: 

RQ1: Which levels of interoperability are handled in the literature with 
architectural solutions?  

This question intends to determine the extent to which architecture 
research addresses interoperability in terms of the levels of the LCIM 
model. 

RQ2: What are the architectural problems faced when building 
interoperability among ISs?

This question intends to identify the issues and key drivers that need to 
be considered when designing ISs to support the desired 
interoperability property. 

RQ3: What are the architectural solutions for handling the identified 
problems?  

This question intends to identify the architectural design decisions and 
activities proposed in the literature for handling the identified 
interoperability issues. 

RQ4: How are architectural solutions for interoperability evaluated? 

This question intends to explore the evidence provided about the quality 
of the identified solutions in terms of the evaluation method used. 

RQ4.1: What interoperability measures are used to evaluate the 
architectural solutions?  

This question intends to investigate interoperability metrics used 
as part of the evaluation. 

Data Sources and Search Strategy 

In accordance with the recommendations of Dybå et al.  [DKJ05], we 
looked for published papers in journals and conference proceedings of 
the following databases: IEEE Xplore, ACM Digital Library, Springer 
Digital Library, Google Scholar, and Science Direct. Having the data 
sources selected, we performed trial searches using various 
combination of search terms derived from our research questions. 
Based on the results we defined our search terms as: (T1) 
Interoperability AND Architecture, (T2) Interoperation AND 
Architecture, (T3) Interoperability AND Architectural Design, and (T4) 
Interoperation AND Architectural Design. The search process was 
carried as follows: 
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Stage 1: Pilot search the databases using the defined terms T1 to T4 
separately and then combined with the “OR” operation to remove 
duplicates. It was applied to the titles and abstracts (4128 studies). 

Stage 2: As abstracts from stage 1 showed irrelevance to the research 
questions, the database search was refined to be applied on titles only 
(246 studies). 

Stage 3: Inclusion/exclusion criteria, described next, were applied to
the 246 studies based on keywords, abstracts, and conclusions (22 
studies). 

Inclusion and Exclusion Criteria 

A study got included if it met all the inclusion criteria (I) and none of the 
exclusion criteria (E); otherwise it got excluded. These criteria were: 

I1: Studies with the main focus on interoperability problems and 
architectural solutions in ISs. 

I2: Studies with architectural solutions to support interoperability before 
release. 

E1: Studies written in languages other than English.

E2: Gray studies with an unclear peer-review process (e.g., technical 
reports, short papers, keynotes, abstracts, etc.).

E3: Secondary studies about interoperability problems and solutions 
(i.e., work related to this research).

E4: Studies with minor interest in architectural aspects regarding 
interoperability.

E5: Studies proposing solutions for specific projects under restricted 
settings and conditions that cannot be generalized to ISs.

Two researchers separately applied the criteria to the studies. If 
discrepancies were found between the results, discussion sessions 
were held and consensus-based decisions were made. The search was 
conducted in November 2013 and had no timeframe limitations in order 
to allow getting a broader coverage of studies related to our research 
questions. Note that we did not contact the authors of included studies 
to seek unpublished evaluation or other related research. 

Data Extraction Strategy 

One researcher extracted the data from the 22 included studies and 
another researcher checked it against the studies to ensure 
completeness and correctness of the extraction (see data extraction 
form in Appendix B). 
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Data Analysis 

Qualitative data analysis was performed using an initial coding scheme 
in a tabular form including interoperability problems, interoperability 
levels, architectural solutions, architectural components, and evaluation 
types. The coding scheme provided a definition of concepts, categories, 
and criteria, which guided the translation of raw data into descriptions 
that answer the research questions. 

4.2.2 Results and Discussion 

Demographic Overview 

The identified 22 primary studies were from a diversity of application 
domains (e.g., eGovernment, eCommerce, eLearning, geography, 
military, and biomedical systems). As seen in Figure 16, a small 
increase in the number of studies on interoperability can be observed 
after 2004.  

Figure 16 Year-wise distribution of selected studies 

Studies were conducted in academic and industrial environments with 
10 of 22, 45%, of the studies were performed in collaboration between 
the two. Almost all studies (21 of 22, 95%) were published at 
conferences, while one study appeared in a journal. Remarkably, there 
is no dominating conference publishing many studies on 
interoperability-related architectural problems and solutions, i.e., each 
conference published one study, except for one which published two 
studies. One conference named “Distributed Applications and 
Interoperable Systems” was dedicated to software interoperability.

Interoperability-related Architectural Problems and Solutions 

RQ1: Which levels of interoperability are handled in the literature 
with architectural solutions?

To determine the interoperability concerns of each study, we analyzed 
its keywords F5, its objectives F6, its problem description F8, and its 
solution advantages F15. Afterwards, we compared these concerns to 
the description of interoperability levels according to the LCIM model 
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[Tur05]. Figure 17 illustrates the distribution of the handled levels of 
interoperability over the included studies. Some studies addressed 
more than one level, e.g., S3 addressed both the semantic and 
pragmatic levels. Note that the semantic level has the largest share of 
the studies’ focus with a growing interest over the years, while the 
pragmatic level has a low share and disappeared after 2007. Syntactic 
and technical levels have convergent shares. In recent years, especially 
in 2012 and 2013, the technical level has caught the attention of inter-
Cloud systems researchers (S18 and S22). Both the dynamic and 
conceptual levels got no share in the studies at all. 

Figure 17 Interoperability-level distribution over selected studies 

RQ2: What are the architectural problems faced when building 
interoperability among ISs? 

For each study, we examined the interoperability problem it addresses 
from the problem description F8. Then we mapped each problem to the 
corresponding level of the LCIM model that shares and includes its 
concerns. Synthesizing the problems of all studies, we identified eight 
distinct architectural issues, with seven of them being related to LCIM 
levels as seen in Table 6.

Table 6 Overview of LCIM levels with the problems and solutions identified in the studies 
Interoperability Level Problem ID Solution ID Study ID

Technical P3

Sol5 S4

Sol7 S9, S16, S17, S18, S20, 
S22

Sol10 S8

Syntactical
P2

Sol5 S6
Sol7 S15, S16, S20
Sol8 S3
Sol9 S9

P5 Sol6 S4
P7 Sol13 S1

Semantic P1

Sol1 S14, S21
Sol2 S3, S5, S10, S12, S13
Sol4 S11
Sol3 S16, S19, S20

P6 Sol11 S2

Pragmatic P4 Sol2 S3, S11
Sol5 S6
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n/a P8 Sol12 S7

P1: Semantic heterogeneity of data is the most common problem 
(occurrence number (N) = 11).  It concerns architects designing 
interoperable systems that correctly interpret the meaning of data 
elements being exchanged among them. For example, the authors of 
(S11) investigated designing interoperability among different GIS 
systems and stated that it was a challenge due to the growing number 
of heterogeneous spatial data sources with semantic differences.  

P2: Syntactical heterogeneity of data has been reported frequently 
(N = 7). It requires architects to take into account the differences in data 
types, formats, and modeling languages of interoperating systems. For 
instance, in (S6), Carvalho et al. stated that exchanging geographic 
data among different layers of GIS required resolving its different 
representations first. 

P3: Heterogeneity of communication protocols, platforms, and 
technical standards is considered a serious architectural problem (N 
= 7). It is essential for interoperability to make design decisions that 
enable the system to establish communication with systems having 
different technical properties. In (S9), Rabhi observed that developing 
cooperation among financial market systems required enormous effort 
due to their variant technologies, communication interfaces, and 
network protocols.  

P4: Heterogeneity of data context has been reported as a problem in 
the context of financial and GIS systems (N=3). It is important for 
architects to reflect on the context in which the designed system’s 
functionalities and data can be used to assure meaningful 
interoperability. For example, (S11) describe possible context 
heterogeneity in interpreting a domain value of a CropType attribute in 
the designed system. While in one country it could be “Wheat”, in 
another one it might be “Corn”.

Other stated problems include P5: Heterogeneity of method 
signatures; P6: Misunderstanding of the semantic meaning of 
interoperability; P7: Redundancy of data; and P8: Inadequacy of 
architecture framework for supporting interoperability. 

RQ3: What are the architectural solutions for handling the 
identified problems?  

For each study, we studied the interoperability solution it proposed from 
the architectural solution F10, its components F11, and the technology 
used F12. Then we mapped the solutions to the identified problems in 
RQ2 (see Table 6).  

Sol1: Standards address semantic interoperability problems, e.g., 
(S21) unambiguous semantic metadata is achieved through a standard-
based metadata repository, which provides a formal description of the 
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meaning of data types used in classes and attributes of data systems. 
Also, (S14) proposes standard-based modeling for processes and data 
between collaborating organizations. 

Sol2: Ontologies solve semantic and context-related interoperability 
problems. For example, (S13) proposes an ontology-based blackboard 
architecture to facilitate user retrieval of the correct service offered by 
an eGovernment system based on the user’s needs with less effort by 
modeling the basic concepts of services from a user perspective. 

Sol3: Semantic mediators align semantically related concepts. We 
identified three identified forms of mediators: formal-methods-based 
mediators align the behavior of systems using their LTS models (S16), 
thesaurus-based mediators mediate concepts using knowledge 
structures simpler than ontologies (S19), and standard-based 
mediators facilitate standardized information exchange and 
orchestration (S20). 

Sol4: Wrappers encapsulate local data sources in an export schema 
comprising the main concepts of the real-world entities. As described in 
(S11), a wrapper receives queries from interoperating systems and 
translates them into a local form to enable processing them and to 
retrieve the required information from the local system. 

Sol5: Adaptors embed the connection state and the logic into one or 
more external systems, e.g., they can encapsulate a telnet-based 
connection into a remote Unix host (S4). Also, (S6) proposes using 
adaptor components to transform data among the interfaces of different 
GIS devices. 

Sol6: Facets provide different implementations for a standard interface 
of an action. Hence, the action can be invoked by different system types 
through its corresponding facet. In (S4), these facets are automatically 
generated by specialized tools. 

Sol7: Middleware handles heterogeneities in communication protocols 
and data formats. In (S16), Bennaceur et al. present how an on-the-fly 
middleware component dynamically resolved the heterogeneity of data 
formats in messages being exchanged between distributed systems.  

Sol8: External data models are concerned with representing all 
sources of data that the system may exchange with other interoperating 
systems. In (S3), the authors give examples of external data, including 
relational database sources, XML sources, HTML web wrapper 
sources, and computational procedures modeled as relations. 

Sol9: Internet data formats are proposed for use on the data level of 
distributed systems to ensure wide applicability of the associated 
components (S9), i.e., using XML and its variants like FIXML with 
CORBA for handling the communication.  

Sol10: Technical reference models provide guidance for 
expeditiously selecting technical standards using a common 
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vocabulary. According to (S8), this fosters interoperability by providing 
appropriate system standard profiles. 

Sol11: Semantic reference models provide guidance for developing 
semantic interoperability capabilities in systems by fulfilling a set of 
semantic requirements. In (S2), these requirements are categorized as
policy and governance, organization, and technology.  

Sol12: Enterprise architecture frameworks provide a systematic 
blueprint to build interoperability among enterprise IS. In (S7), the 
identified framework resolves weaknesses determined comparatively in
legacy enterprise architecture frameworks. 

Sol13: Central repositories allow cooperative sharing of information 
among systems. For example, (S1) proposes using a central repository 
for applications installed on a phone device to enable sharing of 
resources and context data among them. 

A recurring theme we observed in the findings is basing the identified 
solutions on the service-oriented architecture style (SOA) and 
implementing it with web service technology. This theme is reported in 
nine studies (S5, S6, S10, S12, S13, S14, S17, S18, and S22). Also, 
we found that the different solutions are not associated with any 
particular application domain or research field, i.e., they are applicable 
in general ISs. 

Evidence on the quality of existing solutions 

RQ4: How are architectural solutions for interoperability 
evaluated? 

As seen in Figure 18, 8 of the 22 identified studies did not provide any 
evaluation of their proposed solutions. Because of the lack of empirical 
evidence regarding the quality of the identified solutions, it was not 
possible to determine their effectiveness. 

Figure 18 Distribution of evaluation method over selected studies 
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RQ4.1: What interoperability measures are used to evaluate the 
architectural solutions?  

None of the studies included in this scoping study used interoperability 
metrics to appraise whether it has been achieved in the systems. 
Studies with empirical evaluation focused only on assessing 
performance in terms of query execution time (S1), feasibility in terms 
of understandability and ease of development of the concepts (S7), and 
validity in terms of overcoming the interaction and application 
heterogeneity (S16). It is noteworthy that neither (S7) nor (S16) was 
accompanied by quantitative data. 

Studies with toy examples described their solutions’ benefit in light of 
different interests: (S2) argues that their solution provides a good basis 
for evaluating the maturity level of the semantic interoperability 
capability of agencies; (S3) shows that their solution allows context 
mediation without the rigidity imposed by changing the original context 
models; (S13) explains how end-users are provided with appropriate 
interfaces for published services; (S17) illustrates how groupware 
requirements diversity could be more easily fulfilled by controlling 
concurrency access to shared documents; (S19) clarifies the feasibility 
of achieving semantic interoperability with simpler structures rather 
than ontologies; (S20) claims gains in adaptivity, flexibility, and security; 
and (S21) presents the feasibility of making data semantically 
interoperable using ontologies and standards.  

Studies with no evidence claim to achieve autonomy, flexibility, and 
extensibility (S11) and to allow optimized provisioning of computing, 
storage, and networking resources (S18). No reflection of such claims 
was found in the given examples. 

Discussion 

The study results reveal that architectural problems and solutions 
related to software interoperability have been studied especially on the 
syntactic and semantic levels over the last fifteen years. However, only 
a few studies proposing solutions to the higher LCIM levels have been 
published. Also, the results demonstrate the low evidence level of the 
studies as the quality of the proposed solutions was not properly 
evaluated in the papers included in our scoping study. Consequently, 
we want to draw attention to the following issues that should be 
overcome to advance the research area:  

Architectural basis for higher levels of interoperability. This 
scoping study demonstrates that research efforts have not addressed 
the dynamic and conceptual levels of interoperability yet. In fact, 
standalone architectural solutions are not adequate by themselves to 
comprehensively solve the aforementioned high levels. That is, a 
broader interdisciplinary view is needed, involving organizational, 
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managerial, and advanced technical decisions made, e.g., with the help 
of artificial intelligence methods and technologies. Accomplishing this 
interdisciplinary solution effectively requires the support of a mature 
architectural basis. For example, unaligned models of business 
processes would be handled better if constraints such as the ambiguity 
of dynamically exchanged business data had already been handled 
using mature architectural solutions. Accordingly, we emphasize the 
importance of reaching a reasonable degree of architectural maturity in 
backing interoperability on its higher levels. As indicated by [GCN09],
achieving a clear interoperability maturity level determines the 
strengths and weaknesses of systems in terms of their likelihood to 
interoperate, and hence defines the improvement priorities on the path 
towards successful interoperability.  

Prior architectural solutions to support interoperability before 
release. The results show that researchers tend to deal with 
interoperability problems after facing them, i.e., they propose expensive 
posterior solutions [GMM07]. In contrast, adopting prior architectural 
solutions can save time and effort; e.g., designing and implementing an 
interface adaptor for a system under construction is less expensive than 
modifying a released system and integrating it with new components 
[GMM07]. Therefore, it is necessary to push the wheels of research in 
the direction of prior architectural solutions for interoperability. 

Architectural practices to support software interoperability. In this 
study, only architectural design decisions were found in the area of 
software architecture. However, software architecture includes other 
activities that affect system characteristics, like architectural analysis, 
synthesis, evaluation, and documentation [HKN+05]. It is thus of 
significant importance to direct such activities towards improving the 
interoperability potential of ISs and facilitating its tasks. For instance, it 
would be useful to have studies about best practices for evaluating 
design patterns with regard to interoperability. Also, studies about 
architecture documentation activities that introduce specialized 
interoperability views could be helpful in analysis phases. Hence, 
research on architectural activities supporting interoperability is 
required.  

Empirical evidence on the quality of proposed solutions. Based on 
our collected data, the majority of the identified architectural solutions 
have not been associated with reliable validation. This can lead to 
difficulties for practitioners to properly adopt interoperability solutions 
and to systematically enhance them in future works. Thus, it is 
important to provide trustworthy evidence such as empirical evaluations 
to increase the reliability of a solution and encourage its adoption. Such 
evaluation should analyze a solution with respect to its achieved 
interoperability level, its costs, and any other claimed benefits. The 
experience reported in the field of evidence-based software 
engineering explains the necessity of empirical evaluation to enable fast 
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adoption of good practices, improve product quality, and minimize 
project failures [DKJ05]. 

Comparisons among interoperability-related architectural 
solutions. The results show that the identified interoperability-related 
architectural solutions had not been compared to the solutions already 
existing in the literature. This is absolutely acceptable if solutions aim 
at solving interoperability problems that have not been addressed 
before. However, proper justification for the preference of adopting a 
new solution over others addressing the same problem would be 
needed. Specifically, we call for comparing the experimental results of 
new solutions with results obtained from previous ones. A similar 
recommendation has been proposed by Aleti et al. [ABG+13] in the 
context of building new software architecture optimization methods. 
Moreover, it would be of additional help if trade-offs of the solutions 
were declared, too. 

Interoperability metrics for assessing solutions. The included 
studies are inconsistent in estimating the benefits of their solutions, i.e., 
they differ in both the qualities they assessed and the metrics they used. 
This lack of consistency impedes comparing the solutions and thus we 
were unable to infer the architectural characteristics that influence the 
interoperability property of systems. Another issue is that some studies 
measured interoperability using indirect metrics that have an unclear 
relationship with interoperability, e.g., autonomy, resource provisioning, 
security, and concurrency. Hence, the reporting bias represented in 
both inconsistency and indirectness should be overcome by using valid 
and reliable measures of interoperability. These measures include 
interoperability models like the Levels of Information Systems 
Interoperability (LISI) model [oDCIWG98], the Operational 
Interoperability Model (OIM) [CJ99], the LCIM [Tur05], the System of 
Systems Interoperability (SOSI) model [MLM+04], and others. Using 
these interoperability models would be a good basis for reporting the 
results of previously discussed empirical evidence and for making 
comparisons on the quality of interoperability solutions. However, it 
would be of even greater benefit to come up with metrics that can 
precisely quantify system interoperability and clearly draw the lines 
between the semantic, pragmatic, and conceptual levels. 

By combining empirical evaluation, consistency in reporting the results, 
and directness in assessing the achieved interoperability in
interoperability solutions, the strength of evidence for these solutions 
would definitely improve. Thus, estimations of the effectiveness and 
interoperability achieved when adopting these solutions would be more 
certain and trustworthy. 

Reference rules for selecting appropriate interoperability-related 
architectural solutions. Currently, various interoperability-related 
architectural solutions have been identified, some of which address 
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similar problems. Therefore, it is important to provide guiding rules that 
define interoperability problems and assign them to their most suitable 
architectural solutions. For example, it would be a valuable assistance 
for junior interoperability architects facing a semantic data 
heterogeneity problem to have precise directions on how to choose 
from alternative solutions such as ontology-based, standards-based, 
and thesaurus-based mediations. Designers of such rules certainly 
need to carefully take into account the different factors that may 
influence the effectiveness of adopting a specific solution. These factors 
include available resources, modularity and dependency of system 
components, targeted interoperability level, system domain, project 
size, developers’ experience, etc.

Tool support for interoperability. Another useful support for 
practitioners designing and building interoperability would be to aid 
them with software tools that can automatically identify potential 
interoperability problems between two systems from their architectural 
models. Such tools would be even more helpful if they were to also 
suggest plausible architectural solutions for the detected problems 
using the aforesaid guidelines. For example, this could be implemented 
as a plug-in to an existing software architecture modeling language 
(e.g., UML) that provides an interoperability view, reports architectural 
mismatches, and supports resolving these mismatches. 

4.2.3 Threats to Validity 

Researcher bias. (1) To prevent bias in the conducting of this study, 
the selection criteria and the data extraction protocol were derived from 
the research questions and reviewed by an independent researcher. 
For the same purpose, the study selection was performed by two 
researchers. (2) To ensure correct inference in extracting data from 
studies with poor or insufficient description, data extraction was 
performed by one researcher and reviewed by another with discussions 
as needed. (3) To increase the confidence about the outcome of 
interpreting the qualitative data, the analysis results were reviewed and 
discussed until agreement was achieved between the two researchers. 
This was important in cases where interoperability was described using 
different or no models. (4) To ensure transparency and replicability of 
the study, the data and the results of each step were documented. 

Publication bias. Although we performed our search in large electronic 
databases, we did not contact any authors to identify unpublished 
evaluation or other related research. Also, even though the search 
terms were derived from the research questions, software engineering 
keywords are not standardized. Consequently, relevant studies might 
be missed due to our choice of search terms. For these reasons, we do 
not claim to generalize the results for the whole research field. 
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However, this research covered a significant part of the literature and 
provided valid results. 

4.3 Conceptual Interoperability Foundations 

In this section, we will describe the related work that lays out the current 
basis and characterizations for conceptual software interoperability, 
from which interoperability-related activities and artifacts are derived. 
Although interoperability is a software property that enables actual 
reuse, these two terms (i.e., interoperability and reuse) have been used 
interchangeably in practice. Hence, we cover related work using both 
terms as keywords. 

Interoperability standards. There is a wide range of standards for 
software interoperability and integration. A given standard only 
specifies some aspects of interoperability, which are mainly technical 
rather than semantic. For example, to allow exchange of data between 
information systems in the healthcare domain, standards have been 
proposed for communication, such as Health Level Seven (HL7) and 
Digital Imaging and Communications in Medicine (DICOM); for 
terminology, such as ICPC-2 and SNOMED CT; for documentation, 
such as IEEE 1073 Point of Care Medical Device Communication: for 
management, such as HL7 Clinical Context Management (CCOW); and 
many others [B+10]. However, all these standards lack the ability to 
achieve semantic interoperability. Also, standards may require domain-
specific knowledge to use them. For example, in health information 
systems, many integration standards are based on generic technology 
standards, but they still require some healthcare know-how [MT08].

Interoperability and reuse models. Multiple classification models 
have been built for defining and organizing interoperability levels in 
software systems. These models help to define the compatibility level 
between systems and the amount of effort required to enable them to 
work together. For example, Vallecillo et al. [VTH99] present a 
classification for the interoperability of object-oriented software 
components into signature, configurations, semantics, interaction 
constraints, and quality. Also, Putman and Hybertson [VHT00] propose 
an interaction framework for object interoperability based on software 
architecture views. This framework supports interoperability between 
distributed systems and includes views for object relationships, 
interfaces, binding connectors, cross-domain interceptors, and 
behavioral semantics of the interaction. Independent of the 
programming type, interoperability models exist for information 
systems, such as the Levels of ISs Interoperability (LISI) [oDCIWG98] 
and the NC3TA Reference Model for Interoperability (NMI) [Pow08].
While, these two models are more focused on the technical aspects, a
well-known and widely used model of interoperability is the Levels of 
Conceptual Interoperability Model (LCIM) [Tur05]. The LCIM focuses 
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on conceptual interoperability of information systems from the 
perspective of their data sharing capabilities. It encompasses seven 
levels of interoperability (i.e., No Interoperability, Technical, Syntactic, 
Semantic, Pragmatic, Dynamic, and Conceptual) with no specific 
attributes described under them. Another important model, which we 
consider the main model related to our work in this thesis, is the Reuse 
Model proposed by Basili and Rombach [BR91]. This model allows 
capturing reuse candidates and requirements with a set of 
characteristics that include dimensions for the reuse object (i.e., name, 
function, use, type, granularity, and representation), its interface (i.e., 
input, output, and dependencies), and its context (i.e., application 
domain, solution domain, and object quality). Other dynamic aspects 
that describe the behavior of reusable objects are not covered by this 
model.  

Interoperability mismatch classifications. Researchers have 
proposed various classifications for component interoperability errors 
and mismatches. For example, a classification schema structuring 
interaction incompatibilities has been proposed by [YTB99], which 
includes a dimension for syntactic and semantic aspects and a 
dimension for the system and the environment. Also, [BOR04] provides 
four models. The first is based on a linguistic classification scheme for 
errors (i.e., including syntax, static semantic, and dynamic semantic). 
The second is based on a Hierarchical Interface Model [BJPW99] (i.e., 
contracts are classified into syntactic, behavior, synchronization, and 
quality). The third is based on enhancing the interface classification in 
two dimensions (i.e., functional and nonfunctional with interface 
granularity). The fourth model is based on the Unified Software 
Component Specification Framework (UnSCom) [Ove04]. This 
UnSCom was proposed for specifying components from different 
development perspectives with an orthogonal distinction among three 
design views (i.e., static, operational, and dynamic). In addition, some 
works deal with classifying architectural mismatches, such as [GAO95],
[Sha95], and [GAACB95].  

Other proposed models and classifications of interoperability cover 
broad aspects that are beyond the focus of this Ph.D. work. They 
include models and classifications for enterprise interoperability, such 
as [Che06]  (which proposed a three-dimensional enterprise 
interoperability model that inspired us to build a dedicated dimensional 
model for software interoperability) and [GCN09], heterogeneity 
classifications that include middleware and network layers [BPGG11],
and classification of components based on enumerated and faceted 
classification schemes for library search purposes [PD91]. 
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4.4 Conceptual Interoperability Analysis 

In this section, we will explore related work in the literature concerning 
current methods and approaches for analyzing interoperability between 
two software units. As in the previous section, we will cover related work 
using both interoperability and reuse as keywords. 

4.4.1 Identification of Conceptual Interoperability Constraints 

Extracting conceptual constraints in black-box interoperation 

Mining API documentation. A number of static approaches have been 
proposed to mine limited types of interoperability constraints from API 
documentation using NLP and rule-based techniques. For example, Wu 
et al. [WWL+13] infer dependency constraints of parameters, Pandita 
et al. [PXZ+12] infer pre- and post-conditions of methods, and Zhong et 
al. [ZZXM09] infer resource specifications. Dekel and Herbsleb [DH09] 
extracted method constraints and pushed them into programming 
editors. 

Mining software executions. There are also dynamic approaches for 
extracting software constraints from the execution. By running test 
suites, Nimmer and Ernst [NE02] infer software invariants, while Gabel 
and Su [GS12] infer temporal constraints. Gao et al. [GWZH14] infer 
data preconditions from API signatures, error messages, and testing 
results. Betrolino et al. [BIPT09] learn a behavioral service protocol by 
observing its execution. The accuracy of the results in these 
approaches depends in part on the quality and completeness of the test 
cases. The analyzed executions must also fully characterize all possible 
executions of the service in order to be credible. 

In-house mining of UML diagrams. There are a few studies that 
propose tools to support interoperability analysis. Integration Studio 
(iStudio) [Bhu07] automates the interoperability assessment of COTS-
based architectures and recommends possible resolutions for 
mismatches, while iStudio depends on a completely manual 
specification for the architectural interfaces. Ullberg et al. [UFBJ10] 
propose a tool for enterprise architecture models that supports 
specifying assessment theories in Pi-OCL to be used in interoperability 
analysis. Buschle's tool [BJS13] focuses on supporting decision-making 
regarding information technology in enterprise architecture models by 
analyzing many properties including interoperability.  

On a broader scope, other works propose retrieving information using 
machine intelligence to assist software architects in different tasks. 
Anvaari and Zimmermann [AZ14] retrieved architectural knowledge 
from documents for architectural guidance purposes. Figueiredo et al. 
[FDRR12] and Lopez et al. [LCAC12] searched for architectural 
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knowledge in emails, meeting notes, and wikis for proper 
documentation purposes. Although, these are important achievements, 
they do not meet our goal of assisting architects in interoperability 
analysis tasks.  

4.4.2 Identification of Software Mismatches in Black-Box Contexts 

Conformance checking. This method has an active research field with 
techniques for enforcing design-by-contract [Mey92]. Many studies, 
such as [CD00], [DW98], [Kin99], and [Han99], propose preparing 
technical contracts and interfaces for software units to assess their 
conformance with units. Conformance checking techniques allow 
function authors to formally specify their methods’ pre- and post- 
conditions, and object invariants for performing static [RB10] or 
dynamic [HBH+10] analysis. Some works like Bastide’s [VHT00] 
propose formal specifications for the behavior of interoperating objects 
by using Petri nets as an example. On the same path Canal et al. 
[VTH99] propose using an extension for interface description 
languages (IDL) that uses a subset of π calculus for describing objects’ 
service protocols. [TN99] proposes presenting software features using 
special component description languages (CDL) instead of IDL, which 
specify technical contracts (i.e., invariants, pre- and post-conditions) 
along with context dependency and component relationships. Similarly, 
Gaspari et al. [VTH99], propose using a Unified Problem-solving 
Method description language (UPML) for specifying reusable 
components in a way that an intelligent broker can semi-automatically 
select a proper reusable library. Also, Ruiz et al. [VHT00] propose 
tackling object interoperability by using certificates that were granted to 
components after passing specific tests and then saved in a repository 
of certificates. Other technology-specific works focus on creating 
dynamic behavioral interfaces of software units. For example, [Mik99] 
proposes mathematical representations for object-oriented client-
server interactions. Another type of common technical interfaces are 
network interfaces, such as the WSDL documents published for web 
services. Although these works are useful for detecting conformance 
violations automatically, most of them are manual-based solutions and 
focus on technical constraints rather than conceptual ones. For 
instance, the contracts proposed in [RB10] were designed to check only 
null values, value range, and object size. 

Reuse and COTS analysis. Several approaches have been proposed 
for finding component mismatches, typically with the help of general 
rules. For example, Bhuta [Bhu07] proposes creating component 
definitions for technical and architectural assumptions manually, then 
applying mismatch detection rules to these definitions. Abdullah [AA96],
Gacek [Gac98], and Egyed et al. [EMG00] propose detecting 
architectural mismatches based on formalizations of architectural styles 
and their underlying features. In fact, other studies such as [PKG99] 
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state that characteristics based solely on style properties might not 
expose conflicts with enough detail to aid resolution. Further studies, 
such as [DGP02] and [UY00], define architectural features and 
assumptions that need to be investigated to detect component 
mismatches. From a different perspective, Kontino et al. [KCB96] 
suggest evaluating COTS based on integration goals and their factor 
refinements. Similarly, Alves et al. [AFCF05] define types of COTS 
mismatches based on the degree to which they fulfill goals and 
functional requirements. Moreover, Franch et al. [FC03] and Carvallo et 
al. [CFGQ04] propose using quality models to evaluate COTS.  

A lot of work has been performed with a focus on the technical 
interoperability level, which is not within the scope of our Ph.D. thesis 
research. For example, model-based approaches have been proposed 
to overcome heterogeneous middleware solutions, e.g.  [BRLM09] and 
[BGRB11]. Also, technical interoperability platforms with APIs for 
developing interoperable software has been proposed, e.g. by 
[GBS03]. Beyond these, dynamic synthesis for emergent connectors 
[SG03] [AINT07]] [IBB11] [BPGG11] have been proposed to mediate 
the interaction protocols executed by network systems.  

Testing-based analysis. These techniques, such as [HBH+10] are 
useful for detecting software mismatches; however, they require the 
creation of complete, high-quality test suites and the launch of 
interoperation for each test. Besides, intensive testing is not always 
feasible due to invocation costs. Some methods consider prototyping 
for component analysis by simulating its usage within other systems 
[LBCC08]. As this requires component acquisition, learning, and 
evaluation, it is expensive and limits the number of analyzed 
components. Similarly, model-based interoperability testing and 
frameworks [BP] [GBPS14] have been proposed for the web service 
technology. However, this solution is designed for a single technology 
and requires detailed models (i.e., technical interface using WSDL and 
behavior using BPEL) to generate automated tests. 

4.5 Summary and Conclusion 

In this chapter, we have presented related work found in the literature 
about conceptual interoperability problems, solutions, models, and 
analysis approaches that is close to our research ideas described in 
the introduction (Section 1.3). Below, we will summarize the analysis of 
these related works and discuss their research gaps in insufficiently 
addressing the problems we described earlier in Section 1.2 and in the 
findings of our state of the practice survey in Subsection 3.2.2. 

We found that there is no single approach or framework to which we 
can compare our intended contributions. Instead, we found many works 
related to each of our ideas, which partially lay the foundations for this 
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thesis work. The main contribution of this Ph.D. thesis is in the area of 
software interoperability analysis. That is, we introduce a framework for 
supporting providers and clients of interoperable software units in 
performing conceptual interoperability analysis. 

The basis for our research is a model for the conceptual interoperability 
constraints (COIN Model). As described in Section 4.3, existing 
interoperability standards are domain-specific (i.e., they focus on 
limited business or technical levels), unsustainable, and usually need 
to be complemented with additional standards or project-specific 
conventions [MT08]. On the other hand, current interoperability models 
and classifications have established a strong basis for this property, but 
they are abstract classifications for the concept and do not support the 
purposes and activities of practical analysis. That is, none of them 
specifies precisely what each classification level would include in terms 
of constraints that restrict the software units that are intended to 
interoperate. Besides, the existing models do not relate the 
classifications to the types of mismatches they cause. Hence, these 
models have not found their way into practical approaches for 
conceptual interoperability analysis. This is why we extend this work 
into a comprehensive model for conceptual interoperability constraints 
with fine-grained attributes. In addition, we provide detailed guidance 
on how to practically benefit from this model as a reference for 
supporting different conceptual interoperability analysis activities 
(including documenting relevant information about interoperable 
software units and checking specific constraints of external software 
units).  

The core of this thesis is the conceptual interoperability analysis 
(COINA) framework. As described in Section 4.2, the majority of current 
research works focus on the technical level of interoperability with a 
reactive kind of architectural solutions with limited automation support.
We introduce a proactive, tool-supported framework for supporting 
interoperability analysis with a focus on the conceptual level. Both our 
COIN Model and the COINA Framework are domain- and technology- 
independent. 

A key component of our COINA Framework is its support for architects 
and interoperability analysts in extracting conceptual interoperability 
constraints from the in-house architecture documents of their own 
software units and from the shared documentations about external 
software units. All works related to this idea follow the same trend of 
assigning the third-party clients the responsibility for extracting the 
conceptual constraints for interoperable units. We propose proactively 
preparation of such information by the owners of the interoperable 
software in order to reduce the cost expended by each third-party 
system for inferring these constraints and to raise the value and 
competitiveness of interoperable software. We extend and stretch the 
related works to extract a comprehensive set of conceptual 
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interoperability constraints based on our COIN Model. Furthermore, we 
semi-automate the process and utilize machine learning capabilities to 
decrease the manual effort and make our approach practical and 
usable. 

Another key component of our COINA Framework is to support 
architects and analysis in detecting conceptual interoperability 
mismatches between two software units early in a project. Most of the 
presented related works regarding this idea (see Subsection 4.4.2)
propose manual specifications for interfaces, which mainly focus on 
method contracts (i.e., invariants, pre- and post-conditions). Also, some 
of the related works are domain- or technology-specific and some entail 
high cost (e.g., for prototyping and running test suites). These works 
inspired us to propose our systematic, guided approach for detecting a 
comprehensive set of conceptual interoperability mismatches. Our 
algorithm-based approach directs practitioners in mapping the detected 
conceptual interoperability constraints in order to identify any existing 
conceptual mismatches.  

In summary, we provide a comprehensive model for conceptual 
interoperability constraints, which in turn lays the foundation for our 
analysis framework. This framework provides guidance for architects 
and analysts to help them perform simple, efficient, and effective 
conceptual interoperability analysis with reusable output.
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5 The Conceptual Interoperability Constraint (COIN)
Model

5.1 Introduction 

In this chapter, we introduce our Conceptual Interoperability 
Constraints (COIN) Model, which builds the notional relations among 
the conceptual interoperability constraints and the interoperable 
software elements, software types, and mismatch types. The model 
addresses the theoretical research problem described in Section 1.2
(i.e., R.P1: Lack of theoretical foundation that defines the conceptual 
interoperability constraints and their related mismatches for software 
units). The model extends the Reuse Model of Basili & Rombach 
[BR91] with a particular focus on the conceptual, non-technical 
characteristics of interoperable software units. 

The COIN Model is the foundation for the remainder of this thesis work. 
In particular, it directs the related activities of conceptual interoperability 
analysis including (1) the search for the conceptual constraints that 
need to be identified for two software units that are intended to 
interoperate, (2) the identification of conceptual mismatches and their 
impact based on the constraints causing them, and (3) the 
documentation of the results of (1) in a standard, structured document, 
which we call the COIN Portfolio, for each system. Note that some parts 
of this chapter have been published by the author of this thesis in
[ANR15], [AAR15], and [AR16].   

In Section 5.2, we will start by defining the term “COIN”, then
introduce the COIN Model and its relations with various aspects.

In Section 5.3, we will characterize the COIN Model in its three
dimensions and specify its attributes in detail. Afterwards, we will
connect the COINs with the conceptual mismatches they cause.

In Section 5.4, we will present our proposed “COIN Portfolio” and
“Mismatches List Template”, which are documentation templates for
conceptual constraints and mismatches that maintain information in
a standard and structured way.

In Section 5.5, we will summarize the presented model and its value
for the subsequent chapter.
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5.2 Model Overview 

In this section, we will give a brief overview of the COIN Model, its 
aspects, and relations, which offers a proper reference that can be used 
for the detailed explanation in the next section. 

First of all, we define the conceptual interoperability constraints 
(COINs) of a software unit as follows: 

Definition 7 – Conceptual Interoperability Constraints (COINs)

These are the conceptual, non-technical characteristics of a software 
unit that, if mis-assumed, may lead to conceptually wrong, 
meaningless, or improper interoperation results.

Directly conflicting or indirectly influential COINs between two software 
units that are intended to interoperate lead to conceptual mismatches 
as described in detail in Section 1.1. In other words, successful 
integration requires identifying and satisfying the units’ COINs.

From a model theory point of view, the COIN Model bridges the gap 
between the abstract classifications of conceptual interoperability (see 
Section 4.3) and concrete real-world elements of interoperable 
software units in specific interoperation contexts. Thus, it offers a solid 
basis for our methodical ideas of supporting the conceptual 
interoperability analysis tasks presented in Chapter 6. Moreover, the 
model is general and can be used to support interoperability analysis 
in the context of different integration projects. That is, it supports 
analyzing the interoperability of either black-box or white-box software 
units. 

For all roles involved in software integration projects, the COIN Model 
directs the understanding of the conceptual interoperability constraints 
and their impact on integration projects. Hence, the model can be used 
to guide the tasks of identifying the COINs, analyzing their impact,
resolving their associated conceptual mismatches, estimating the cost 
of satisfying them, or testing the implemented integration. It can also 
be used as a reference for researchers interested in classifying 
constraints found in different artifacts of an interoperable software unit. 
The simplicity of the model enables its users to remember it and use it 
as a mental guide. 

The COIN Model relates the most important aspects regarding COINs. 
It defines the categories of conceptual interoperability constraints (i.e., 
syntax, semantic, structure, dynamic, context, and quality). It also 
relates the constraints to elements of the interoperable software (i.e., 
data, function, and system) and applies them to specific types of 
software units (e.g., IS, ES, MS, etc.). The model also shows that a 
constraint has a value (i.e., qualitative and/or quantitative) and a 

What are 
COINs?

Why a 
COIN
Model?

What does 
the model 
cover?

Who 
benefits 
from the 
model?
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significance weight (i.e., high, medium, or low). Furthermore, the model 
states that a constraint can be associated with different categories of 
the conceptual mismatches that it can cause (i.e., direct, indirect, or 
potential). Figure 19 summarizes the main aspects of the COIN Model 
and its relations. 

Figure 19 The main aspects of the COIN Model 

Although we claim to build a comprehensive model, we do not claim 
that it is complete. Accordingly, we introduce not only fine-grained types 
of COINs and mismatches, but also coarse-grained COIN and 
mismatch categories to allow extending the model with whatever may 
emerge to be a conceptual interoperability constraint or mismatch for 
future software units. 

5.3 Model in Detail 

In this section, we will introduce in detail each of the aspects of the 
COIN Model. We will explain the dimensions of a COIN 
(Subsection 5.3.1), its detailed attributes (Subsection 5.3.2), and its 
associated types of conceptual mismatches (Subsection 5.3.3).

5.3.1 Principal Dimensions 

Defining the dimensions of the COIN concept helps us categorize its 
fine-grained types and grouping them according to the integration 
context. Thus, the users of the COIN Model can focus on the necessary 
conceptual constraints that are relevant for the context of their 
integration project. Our proposed COIN Model has three main 
dimensions that extend and enhance the Reuse Model [BR91] and the 
Model for Enterprise Interoperability [Che06] to fit the purposes and 
tasks of software interoperability. 
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Chen et al. [Che06] state that enterprise interoperability is defined in 
terms of interoperability barrier categories, enterprise levels, and
approaches for developing interoperability. However, this 
categorization is too broad and abstract for our interest in software 
interoperability. We rather need consideration of the interoperable 
elements of a software system or unit, the type of external
interoperating software units, and detailed categories for the 
conceptual interoperability constraints. Basili and Rombach [BR91]
defined a characterization scheme for reuse candidates, reuse 
requirements, and reuse processes, which we extend with our three 
dimensions.

Figure 20 The three dimensions of our COIN Model 

As shown in Figure 20, the three dimensions of the conceptual 
interoperability constraints (namely, interoperable element, conceptual 
category, and interoperating unit type) are independent. For example, 
a COIN can belong to the context category and be about a data 
element. The intersection of the dimensions defines the subset of 
conceptual interoperability constraints that users of the model should 
pay attention to in their integration projects. An example is the 
intersection of the quality category with the function element exchanged 
with a software unit of the type embedded system. In such a scenario, 
special quality constraints would be of interest to the user (e.g., safety, 
power consumption, etc.). On the other hand, if the user is 
interoperating with an information system, other quality constraints
would be of higher interest (e.g., security, response time, etc.). Next, 
we will discuss each of the dimensions in more detail. 

First Dimension (Interoperable Software Element) 

As software interoperation can take place at different elements of a 
software unit, for our COIN Model we define the following three 
categorizations of COINs based on the interoperable elements: 
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- Data COINs: These refer to the conceptual constraints regarding
the data that need to be satisfied in order to have a successful and
meaningful data exchange between two software units. For
example, these constraints may declare the meaning of the data,
define relations between data elements, or even specify the
qualities of exchanged data in terms of resolution, security, etc.

- Function COINs: These refer to the conceptual constraints
regarding the functions or services that need to be satisfied in order
to allow successful and meaningful exchange of functions between
two software units. For example, these constraints may declare the
goal of a function, state its pre- or post-conditions, announce its
interaction protocol, or even specify functional qualities like
performance, availability, etc.

- System COINs: These refer to the conceptual constraints imposed
by the overall software unit (i.e., the software system) that offers
the exchange of data or functionalities. These constraints must be
satisfied to allow overall success in building interoperation between
software units. For example, these constraints may specify the
system goals and the end users intended to benefit from the offered
functions, define usage and development contexts and
environments, announce general qualities that apply to all offered
functionalities and data, etc.

Such clear and direct relations between the conceptual constraints and 
the interoperable elements can improve software integration projects. 
They will, for instance, help interoperability analysts structure the 
identification of the conceptual constraints of a software unit. They also 
help to trace mismatches back to their source elements.

Second Dimension (Interoperability Category) 

Conceptual interoperability constraints are not about syntax and 
semantic constraints as categorized by some models. They rather 
include a number of categories that we derived from various literature 
sources and problem statements. The categories of conceptual 
constraints that we propose are as follows:  

- Syntax COINs: These state the concept-packaging methods and
the lexical references of exchanged data, functions, and the
system. For example, they state the terminology used or the
conceptual modeling language that interoperating units need to
agree on.  Examining the syntactic match paves the way towards
investigating the semantic one.

- Semantic COINs: These express the meaning-related constraints
of the syntax used. For example, they may state that the measuring
unit for calculating a distance service is kilometers, not miles. They
also state the semantic meaning of input, output, and service goals.
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Moreover, semantic COINs could include domain references (e.g., 
reference ontologies) that encode the meaning of exchanged data 
and service goals. However, as no reference ontology has been 
widely adopted yet, we consider such references as theoretical 
constraints that are left for future advances in ontology research. 

- Structure COINs: These depict the software unit’s elements, its 
relations, and the arrangements that affect the interoperation
results. For example, interoperating with a software system without 
being aware of its data distribution may introduce a security threat 
if network links between remote sites are not encrypted. In this 
case, the distribution of the system is a structural COIN, and so are
function dependency, system layering, etc.

- Dynamic COINs: These restrict the behavior of interoperating 
elements during interoperations. If such details are missed, they 
can introduce conceptual interaction flaws. For example, 
interoperating with a software system with regularly changing data 
may lead to synchronization issues if this property is not declared 
and addressed properly. Also, dynamic COINs specify interaction 
protocols, timing constraints, etc. 

- Context COINs: These pertain to external aspects forming the 
interoperation settings of a software unit. For example, software 
systems that are designed to interoperate with software systems on 
desktop devices may cause display and memory issues on mobile 
devices. Hence, context COINs specify the user and usage 
properties for data and functions or for the overall software system. 

- Quality COINs: These capture both the required and the provided 
quality characteristics related to exchanged data and functions. For 
example, inaccurate results may occur when interoperating with a 
face detection service that requires images with a specific degree 
of resolution.

Categorizing the conceptual constraints according to this dimension 
helps to enhance the structured investigation of these constraints and 
to better understand their impact. It aids different tasks in an integration 
project, including analysis, resolution planning, and cost estimation.   

Third Dimension (Interoperating Software Unit Type) 

The third dimension allows further categorization of the conceptual 
interoperability constraints according to the type of the interoperating 
software unit. Hence, users of the COIN Model include/exclude 
conceptual interoperability constraints in their focus during software 
interoperability related tasks (e.g., analysis) based on their importance 
and relevance for the interoperating system. For example, in the case 
of interoperating with an IS, ES, or MS, the following COINs would be 
used: 
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- IS COINs: These refer to conceptual constraints that are important 
especially when interoperating with an information system. For 
example, when interoperating with a farm management application, 
conceptual constraints of interest would include data structure, 
image data resolution, performance and usability of query 
functions, etc. 

- ES COINs: These refer to conceptual constraints that are important 
especially when interoperating with an embedded system. For 
example, when interoperating with field mowers, conceptual 
constraints of interest would include functional complexity, data 
transfer speed and frequency, reliability and safety of 
functionalities, etc.

- MS COINs: These refer to conceptual constraints that are important 
especially when interoperating with mobile systems. For example, 
when interoperating with a farmer app, conceptual constraints of 
interest would include some IS COINs, like data structure and 
functionality performance and reusability, and also some ES 
COINs, like power consumption and reliability.

This distinction between the COINs on the basis of the interoperating 
unit type allows avoiding unnecessary or even overwhelming 
conceptual constraints that would not affect the desired interoperation. 
For example, it would be irrelevant to declare user interface qualities for 
embedded systems. Note that these types of systems can be extended 
with further instances like systems-of-systems, cyber-physical systems, 
ecosystems, etc. 

5.3.2 Detailed COIN Attributes 

In this subsection, we will present detailed COIN attributes under each 
category of our model’s second dimension (i.e., the conceptual 
category). To allow practical and easy use of our COIN Model and make 
it useful for conceptual interoperability related tasks, we define a set of 
COIN attributes that need to be investigated after determining their 
importance by checking their intersection with the other two dimensions 
(i.e., the interoperable element and the interoperating unit type).  

We have derived these attributes by building upon and extending the 
existing literature works (including [BR91], [Sha95], [GAO95], [Gac98], 
[DGP02], [Bhu07], and more). Our selection criterion for an attribute 
was its potential for causing any conceptual interoperability mismatch 
between two software units regardless of the integration context (e.g., 
black-box or white-box integration). Remember, we claim that our 
proposed attributes are comprehensive, but not complete. The 
conceptual categories can always be extended with further attributes 
as imposed by future characteristics of software units. 
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Table 7 Detailed attributes of COINs 

As seen in Table 7, each COIN category has a number of different 
attributes that are briefly explained or illustrated with explanatory 
examples. Some of the presented attributes can have multiple values 
and some can have exactly one value. For example, dynamic service 
conditions can be filled with multiple pre- and post-conditions, while the 
structure concurrency of a unit can either be single-threaded or multi-
threaded. Next, we will describe each attribute in more detail. 

Syntax – Lexical references. This attribute is concerned with the 
terminology used by the software unit. It determines if the software units 
intended to interoperate are using the same terminology for the same 
concepts. This attribute applies to domains in which such information 

COIN 
Category Attributes Brief Description/Example

Syntax
Lexical references Dictionary, thesaurus, glossary, etc.
Modeling languages XML, UML, ADL, WSDL, etc.

Semantic

Semantic references Reference ontologies
Semantic constraints Data units, scale ratio, ordering style, etc.

Goals Explanation of why to  interoperate with 
this interoperable element

Input and output Conceptual description of expected input 
and output

Structure

Data structural 
constraints

Inherited constraints, multiplicity 
constraints, structure size, etc.

Data storage Relational database,  flat files,  etc.

Dependency Underlying dependencies (i.e., additional 
required functions or data)

Distribution Distributed, centralized
Encapsulation Encapsulated , not encapsulated
Concurrency Single-threaded, multi-threaded

Redundancy Single or multiple units or interfaces 
dedicated to a specific element

Layering Layered, not layered

Dynamic

Dynamicity Static, periodic change, irregular change,
continuous change, etc.

Service conditions Invariants, pre-, and post-conditions

Interaction protocols Data/control flow, acknowledgement 
protocol, error handling protocol, etc.

Interaction properties State(ful/less), (a)synchronous, etc.
Interaction  time 
constraints

Session timeline, acknowledgment 
timeline, response timeline, etc.

Communication style Messaging, procedure call, blackboard, 
streaming, etc.

Context
Usage context Device type, wired/wireless,  access rate, 

time, location, etc.
Intended users Human/machine, gender, age, etc.

Quality
Data quality Security, trust, accuracy, etc.
Service quality Safety, availability, efficiency, etc.
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is preserved using common glossaries, catalogs, dictionaries, or 
protocol data units. For example, in the health domain, if a clinic 
software is built using the ICPC-2 standard terminology and a hospital 
software is built using the SNOMED CT terminology, a resolution for 
the syntax difference is needed in order to allow their successful 
interoperation. However, if a system is not using any data reference, 
then it will be a challenging task to check the terminologies and 
determine the system’s readiness to interoperate meaningfully with 
other systems.

Syntax – Modeling languages. This attribute is concerned with the 
conceptual modeling languages used in representing the concepts of 
the interoperable elements. It is not about the technical data types or 
formats. The techniques used primarily for software modeling include 
Entity-Relationship (ER) diagramming, data flow diagramming, 
systems flowcharting, and workflow modeling [DGR+06]. Accordingly, 
different conventions can be used, such as UML notations, BPML, 
SysML, EXPRESS, IDEF1X, etc. To explain the importance of such an 
attribute, imagine that the GPS tracking system uses UML for modeling 
the ER diagram of exchanged data. Meanwhile, the farm management 
system uses the IDEF1X notation. If both systems provide formal 
conceptual models, then this will not be of any concern and the 
mapping will be on the formal level. However, if the analysis is to be 
based on these models, then one of them should be transformed into 
the other notation to enable analysis and mapping in order to find any 
mismatches between the systems. 

Semantic – Semantic references. This attribute is concerned with 
stating any references aimed at defining the meaning of the terminology 
and syntax used, such as domain-specific ontologies. This helps to 
determine whether both the software provider and the client have a 
common understanding of the meaning of the requested data or 
services. Ideally, this would be defined using ontological references, but 
as we mentioned earlier, there are no references yet that have been 
widely adopted in any domain. Hence, we consider this attribute to be 
theoretical and leave it for future advances in ontology research

Generally, semantic interoperability of software units is not a trivial 
issue. Accordingly, traditional studies on semantic interoperability focus 
merely on the behavioral specifications of software units, as embracing 
all semantic aspects of software interoperation is almost impossible 
[VTH99].  However, we here try to cover more aspects than just
behavior, as explained next.

Semantic – Semantic constraints. This attribute is concerned with the 
data units, measurement systems, scale ratios, ordering style (e.g., 
ascending and descending) used. It helps to ensure that the data 
exchanged between two systems are interpreted in the right way. For 
example, the GPS tracking system uses the latest version of the World 
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Geodetic System [Tru04], which is WGS84, as its coordinate system. 
However, a farm management system may use an earlier version, such 
as WGS72. The architect needs to decide whether the difference 
between the two coordinate systems introduces a semantic mismatch 
between the systems or not.

Semantic – Goals and Input/Output. These attributes are concerned 
with stating the goals, input, and output of methods or services in a 
conceptual way. That is, they do not aim at declaring the technical face 
of these aspects, but rather their notion in order to ensure that 
interoperation with the service happens for the right reason. Regarding 
the input and output, this attribute makes it clear whether these consist 
of data streams, events, function calls, triggers, etc. Typically, these 
aspects would be expressed using natural language text, as their 
formalization using mathematical languages would not be easy to write 
or to understand. For example, the GPS tracking system produces the 
location of a vehicle as coordinates, while the farm management 
system requires the location output as an address. This explicit 
conceptual description of the required and provided output makes it 
much easier for analysts to detect mismatches than if they had to read 
example codes explaining the input and output of a service.   

Structure – Structural data constraints. These are concerned with 
the restricting properties of the exchanged data entities and their 
relationships. They represent business rules or policies imposed on the 
exchanged data, such as cardinality constraints (e.g., one-to-one, one-
to-many, many-to-one, or many-to-many), structure size and ranges 
(e.g., list length or value range), participation constraints (e.g., total or 
partial), relationship constraints (e.g., functional, is-a, OR, XOR, 
inheritance, aggregation, composition, etc.), and attribute constraints
(e.g., key, derived, composite, component, single, or multivalued). To 
illustrate the impact of such constraints on interoperation, imagine that 
the GPS tracking system has the data entity “Coordinates” composed 
of the two entities “Longitude” and “Latitude”, whereas the farm 
management system has the data entity “Coordinates” with the two 
attributes “Longitude” and “Latitude” (see Figure 21).  

Figure 21 Structural differences of data between two systems 
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The example in the figure shows a similarity in concept between two 
systems with two different structural representations, which would also 
be implemented differently. Hence, it should be indicated in the 
interoperability analysis results to ensure resolving it correctly. 

Structure – Data storage. This kind of constraints is concerned with 
the type of data storage that a specific system uses. Possible types of 
data storage are relational databases, XML files, full-text files, graphical 
databases, etc. Hence, it would be important to know the type of data 
storage used by another system to ensure the feasibility of exchanging 
data between them. To understand the value of stating such
constraints, imagine a white-box integration between a hospital system 
that uses relational data and a clinical system that uses XML files. 
Knowing such information in advance would be of great value for 
estimating the effort required to overcome such a mismatch.   

Structure – Dependency. This attribute is concerned with announcing 
the underlying dependencies, i.e., the additionally required functions or 
data to enable the exchange of data and services. For example, to 
enable the farm management system to launch the AutoSteering 
service of a smart tractor in the field, it is required that the 
ObstacleDetecting service of the smart tractor is enabled. However, the 
farm management system disables the ObstacleDetecting service of 
the smart tractor, which requires accessing the farm database (which 
is basically allowed for farmers’ applications only and not for 
machinery) to record found obstacles. Hence, such a mismatch needs 
to be resolved to enable the desired interoperation. 

Structure – Distribution. This attribute is concerned with announcing 
the distribution status of interoperable software elements, which may 
be either distributed or centralized. Such information can be of value 
for integration scenarios with a specific interest in security. For 
example, if a software unit that requires security interoperates with 
another software system without being aware of the latter’s distribution,
a security threat could be introduced if network links between remote 
sites are not encrypted. Also, it is necessary to announce the 
distribution status as some software systems need to know the 
complete system state in order to make decisions, whereas no single 
machine in a distributed system has complete information about the 
system state and makes decisions based on local information. 

Structure – Encapsulation. This attribute is concerned with 
announcing the encapsulation status (i.e., has an interface or not) of 
the offered data and services in white-box integration context. This 
would be of value for interoperability analysts in determining how to 
access the interoperable elements properly without breaking their 
access rules for internal data and implementation. For example, if the 
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smart tractor provider announces that each of its services, such as 
AutoSteering, has an interface, the analysts could directly study this 
interface and the requirements to build the interoperation with the farm 
management system. However, if the provider announces a white-box 
service with no interfaces, the analyst’s job would be harder as it would 
require investigating the technical code and finding the starting point to 
establish the interoperation. In other words, the encapsulation status 
plays a role in deciding the effort required to build the interoperation 
between the systems.  

Structure – Concurrency. This attribute is concerned with stating the 
concurrency status (i.e., single-threaded or multi-threaded) of the 
interoperable software unit in the context of white-box integration. This 
information would be important for interoperability analysts to 
determine the amount of re-architecting work required to enable 
interoperation between single-threaded units and multi-threaded ones. 
For example, imagine that the farm management system is a multi-
threaded system that allows receiving multiple requests from several 
smart tractors at a time, while the smart tractor is a single-threaded 
system. To overcome this mismatch and enable successful 
interoperation between these systems, it is necessary to replace all the 
function calls issued by the smart tractor that are not thread-safe.  

Structure – Redundancy. This attribute is concerned with the 
existence of duplicates for an interoperable software unit or its 
interface. Announcing this information is important as it has a potential 
impact on the decision regarding interoperation with a software unit, 
especially in safety-critical systems. For example, a farm management 
system may have safety as a priority requirement, but the smart tractor 
might have no duplicated functions or controlling components. Such a 
mismatch is a threat to the realization of a highly reliable and safe 
system, and to overcome it may come at high cost for the integration 
project.

Structure – Layering. This attribute is concerned with the layered 
architecture of an interoperable unit, which is important information in 
case of white-box integration. This attribute helps interoperability 
analysts in determining how to access each layer of the unit properly 
without breaking its hierarchical access rules. For example, if the 
provider of a farm management system allows white-box integration 
and declares its exact layers (i.e., user interface, business logic, data 
access, and database), the analyst’s job would be structured, as he 
would obviously investigate the constraints of each level against the 
overall farm management system. In other words, the layering status 
allows analysts to focus on the right access interface for each layer to 
find its constraints and to plan the resolution of any mismatches. 

Note that there are further attributes that can be added to the structure 
category of COINs, like those stated by [Bhu07] , which include 
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backtracking to the old state of the system; preemption, which allows 
interrupting a running task and suspending tasks; and reentrance, 
which allows for non-interfering nested invocations. They also propose 
some technical types that are beyond the scope of this thesis work.   

Dynamic – Dynamicity. This attribute is concerned with the 
exchanged data or service behavior and their state of changes. The 
behavior type of data can be either static/persistent or dynamic. For 
dynamic data, other properties of interest for interoperating systems 
include the data change frequency (e.g., periodic, continuous, or 
irregular) and the data growth rate (e.g., static, logarithmic, linear, or 
exponential). For both dynamic and static data, the data size is also an 
important aspect to be documented. For service dynamicity, an 
important aspect are runtime changes that happen to the behavior due 
to specific conditions (for example, the priority of serving customers 
changes according to quota changes).To illustrate this attribute in an 
integration scenario, imagine that the GPS tracking system updates the 
location information of registered dynamic objects every 30 seconds, 
while the farm management system reads the location of its registered 
dynamic objects every 10 seconds. Such a mismatch needs to be 
resolved before implementing the integration. 

Dynamic – Service conditions. This attribute captures the contracts 
of interoperable functions, which state their invariants as well as their 
pre- and post-conditions. These contracts are critical for allowing the 
desired interoperation and should, accordingly, be investigated by 
interoperability analysts. For example, to enable interoperation 
between a farm management system and the AutoSteering service of 
a smart tractor, certain preconditions need to be satisfied (e.g., the user 
must be logged in with authorization to activate this service).

Dynamic – Interaction protocols. This attribute is concerned with 
clearly stating the different interaction protocols of interoperating 
software units. These protocols include data and control flows,
acknowledgment protocols, error handling protocols, etc. They 
describe steps and activities included in the interoperation. For 
example, the farm management system expects notifications on failed 
tasks, while the smart tractor sends no notifications, but backtracks the 
system to a previous state. Such a mismatch needs to be resolved to 
ensure meaningful results.  

Dynamic – Interaction properties. This attribute focuses on the 
interaction properties between two software units. These properties 
include, for example, the statefulness of the interaction (i.e., stateful or 
stateless) and their synchronicity (i.e., synchronous or asynchronous). 
To understand this in the context of a desired interoperation, imagine 
that the farm management system requires no blocking for its 
components when waiting for a response (i.e., it allows asynchronous 
interaction), while the smart tractor blocks components until it sends a 
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response to them. Such a behavioral mismatch needs to be resolved 
for successful integration.  

Dynamic – Interaction time constraints. This attribute is concerned 
with time constraints restricting the interoperation between software 
units. This includes session timeline, acknowledgment timeline, 
response timeline, etc. It is important to have these constraints satisfied 
to ensure successful communication. For example, the farm 
management system may drop an interaction session if no response is 
sent within a minute, while the smart tractor may take longer to respond 
depending on different variables. Such a mismatch can impede the 
desired interaction and must be resolved.  

Dynamic – Communication style. This attribute is interested in the 
style of communication that a software unit follows (e.g., messaging, 
procedure call, blackboard, streaming, etc.). For example, the farm 
management system may communicate using message passing, so it 
does not need to know the exact name of a method. The smart tractor, 
on the other hand, may expect its procedures to be called directly by 
their name. Such a mismatch prevents the desired interoperation and 
needs a resolution.

Context – Usage context and intended users. These attributes are 
concerned with the user and the usage properties of interoperable data 
and functions or of the overall software system. Regarding the usage 
context, the attributes include device type (e.g., mobile system or 
desktop system), connection state (e.g., wired or wireless), application 
domain, access rate, usage time, supported geographical locations, 
etc. Regarding the intended users, the attributes include user type (e.g., 
human or machine), gender, age, technology experience, etc. To 
explain the effect of these attributes, imagine that the smart tractor is 
designed to be used by humans with medium to high experience in 
using advanced software technologies. However, farmers in 
developing countries might have lower experience than required to use 
such advanced technology. Such a mismatch will not be detected in the 
analysis if the context is not clearly stated, and it is difficult to overcome 
even if the smart tractor can be integrated with the other software 
systems of the farm.  

Quality – Data quality. This attribute is concerned with a set of data 
quality characteristics that have an impact on the interoperation 
between two software units. There are very many of these data 
qualities, so we only describe some of them here, such as availability 
(e.g. instantly accessed, mean time to access, lock frequency, etc.), 
accuracy (e.g., approximate, precise, correct, reliable, certified, etc.), 
completeness (e.g., sufficient, inadequate, non-null values, missing 
values, etc.), timeliness (e.g., up-to-date, out-of-date, valid until, validity 
period, etc.), and structure state (e.g., structured, unstructured, semi-
structured). Note that the availability of data is not independent as it is 
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affected by the availability of its system in general and more specifically 
by the availability of the functions that allow accessing it. Some of a 
system’s availability factors are the redundancy of the network on which 
the data is being transferred, storage architecture redundancy, and 
others. An example of their effect on interoperation is that the GPS 
tracking system sends object coordinates with an average inaccuracy 
of 5 meters, which increases to 30 meters during space storms. 
Meanwhile, the farm management system assumes that the inaccuracy 
of the coordinates does not exceed 6 meters at any time. Such a 
mismatch should be reported and used to decide whether to proceed 
with the integration or to search for an alternative.   

Quality – Function quality. This is concerned with a set of 
function/service quality characteristics that affect the interoperation 
between two software units. There exist many such function qualities, 
so we mention only some of them here, including availability (e.g., 
mean time to failure, meant time to recover, downtime frequency, etc.), 
performance (e.g., responsiveness and stability under workloads), 
usability (e.g., understandability and learnability), and others. Like data 
availability, function/service availability and performance are also 
affected by a number of system availability factors. Some of these 
factors are infrastructure redundancy, resilient client/server solutions, 
technical backup solutions, etc. An example that can serve to explain 
the effect of this attribute on interoperation is that the GPS tracking 
system sends object coordinates within 5 to 10 seconds, while the farm 
management system assumes coordinates to be ready within a 
maximum of 3 seconds. Such a mismatch influences the decision about 
whether integration is suitable. 

5.3.3 Conceptual Interoperability Mismatches and Their Types 

In this subsection, we will introduce our definition of conceptual 
interoperability mismatches and the different possible types that can be 
caused by COINs.  

Definition 8 – Conceptual Interoperability Mismatch

The inconsistency due to conflicting or influential conceptual constraints 
between two software units that are intended to interoperate.

Like the general interoperability mismatches we introduced in 
Section 2.3, conceptual mismatches between software units can be 
caused by either conflicting or influential features or constraints. 
However, these constraints are the non-technical ones that particularly 
state the software units’ notions and abstract aspects (i.e., constraints 
regarding the software units’ syntax, semantics, context, structure, 
behavior, and qualities). For example, a conceptual interoperability 
mismatch can be caused by conflicting contexts (e.g., different usage 
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modes between a software unit that works only online, requiring an 
Internet connection, and another unit working offline in airplane mode).

Direct conceptual mismatches: This type of mismatches is caused by 
COINs of similar categories and attributes when they have explicitly 
contradicting values for the corresponding interoperable software units. 
For example, the farm management system may have a structure COIN 
that states that its lists have a maximum capacity of 100 items, while 
the smart tractor may have a Structure COIN that states that the 
maximum size of its lists is 50 items. This leads to a direct mismatch on
the structure level. This type of mismatches can be associated with any 
of the COIN types.  

Indirect conceptual mismatches: This type of mismatches is caused 
by COINs with values that do not directly contradict the restrictions of 
other COINs in the corresponding interoperable software unit, but rather 
influence them implicitly. For example, the smart tractor may have a 
Dynamic COIN stating that the interaction is synchronous and any 
interacting software unit is blocked until a response is received and the 
task is accomplished, while the farm management system may have a 
Quality COIN stating that the system requires high response time. This 
leads to an indirect mismatch on the quality level. Mostly, structure 
constraints and dynamic constraints are the reasons for indirect 
mismatches and mainly affect Quality constraints of the other 
interoperable software unit. 

Potential conceptual mismatches: This type of mismatches is caused 
by COINs that have no corresponding or conflicting constraints in the 
other system/service, neither directly nor indirectly. However, they have 
requirements depending on the following subtypes: 

- Adherence-type conceptual mismatches demand work for
satisfying them. For example, the farm management system may
have a Structure COIN to have redundancy for safety-critical
services and controlling units to ensure availability of a service,
while the smart tractor has no constraints regarding redundancy.
This leads to a potential adherence mismatch if the integration
developers do not duplicate the critical units in the smart tractor.
Hence, it has to be reported to ensure that the constraint is
satisfied. Any type of COINs can be a reason for an adherence
mismatch if it has no corresponding COINs and is not influenced by
COINs in the other software unit.

Consensus-type conceptual mismatches demand a common 
understanding or agreement. For example, a fertilizer supplier system 
located in Finland offers a service to automatically deliver fertilizer to 
farms in the growing season. This system has a Semantic COIN that 
states the meaning of “Growing season” to be the period of time from 
June to September only. On the other hand, the farm management 
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system, which is located in Spain, has no corresponding constraint to 
define the aforementioned term, but it is commonly known that the 
growing season in Spain is almost year-round. This leads to a potential 
consensus mismatch if users of the latter system misunderstand the 
definition from the former one. It is obvious that Syntax, Semantic, and
Context constraints are the main causes of consensus mismatches. 

Later on, in Chapter 6, we will explain how to detect these types of 
mismatches following an algorithm-based method and how to 
document the results in a standard result template.

5.4 Standard Documentation Templates 

In this section, we will show the first practical benefit from the COIN 
Model by introducing our proposed standard templates for documenting 
the COINs of an interoperable software unit (Subsection 5.4.1) and for 
documenting detected mismatches (Subsection 5.4.2). We will explain 
the role of these templates, their structure, benefits, and limitations. In 
Chapter 6, we will place these templates in the big picture of serving 
the tasks of conceptual interoperability analysis.

5.4.1 Conceptual Interoperability Constraints Template (COIN Portfolio) 

As mentioned in the introduction chapter, we call our proposed 
documentation template for conceptual interoperability constraints the 
“COIN Portfolio”. It is a standard and structured document used to 
explicitly and comprehensively declare the COINs of an interoperable 
software unit or system. This portfolio gathers all conceptual 
interoperability related aspects of a software system in a single 
coherent place to allow clients and interested parties to investigate 
desired meaningful interoperations. The COIN Portfolio is written in a 
human-readable format (i.e., natural language text) to allow all users 
with different levels of experiences to use it easily. However, it can be 
partially formalized using a formal-based description language (e.g., 
special DSL) for the COINs with quantitative values, but not for those 
with qualitative values (e.g., Quality COINs for response time can be 
formalized, but Semantic COINs for goals cannot). Such formalization 
can open the door for automating the comparison between portfolios, 
which is beyond the scope of this thesis work. 

This template maintains the COINs of interoperable software units in a 
comprehensive and organized way. The goal of this consolidation of 
conceptual constraints is to support architects and interoperability 
analysts by using it as input for the conceptual interoperability analysis 
task. When the COIN Portfolio is prepared for each of the software units 
intended to interoperate, it facilitates comparing the units’ COINs and 
detecting their conceptual mismatches. This consequently allows 
project managers to make early informed decisions about the feasibility 
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of integration, to make trade-off between alternatives, and to assess the 
required effort.  

In the context of black-box integration, the COIN Portfolio is prepared 
by the providers of the interoperable software unit. That is, software 
architects and analysts create it so it can be shared with interested 
clients. This explicit announcement of conceptual information about 
their software units allows the clients to perform effective and efficient 
conceptual interoperability analysis and increases the competitiveness 
of the software unit. On the other hand, in the context of white-box 
integration, the COIN Portfolio can be prepared by the interested clients 
if the provider does not share it. That is, the architects and analysts of 
the third-party client create this document for their own units as well as 
for the external one. Adding work for each interested client can 
obviously decrease the competitiveness of the offered software unit, 
especially if alternative units do provide COIN Portfolios. 

For software units under construction, it is possible to create the COIN 
Portfolio gradually along the development lifecycle. In this case, the role 
responsible for creating the portfolio has to be careful and update its 
content as needed. It can also be prepared once the software unit is 
ready for interoperation with other units and no further changes are 
expected. Note that, for evolving software units, versions of the COIN 
Portfolio should be created and associated with the interoperable 
software versions to ensure sharing correct and up-to-date information. 

Structure of the COIN Portfolio 

The COIN Portfolio is a structured document that reflects the 
dimensions of the COIN Model. Accordingly, it captures the COINs for 
the interoperable elements of a software unit (i.e., system, data, and 
services). For each of these elements, their set of COINs is declared in 
groups based on the COIN category (i.e., syntax, semantic, structure,
dynamic, context, and quality). For each COIN instance, the portfolio 
includes a dedicated sheet in which all the COIN’s details are reported 
(e.g., related interoperable element, interoperating unit type, COIN 
category, value, weight, etc.). 

Figure 22 presents an example of a COIN Portfolio for a GPS tracking 
system (S1) in which only COINs that are relevant for its interoperable
elements are announced explicitly. Such a portfolio benefits a software 
architect of an interoperating farm management system (S2) in 
detecting his system’s conceptual mismatches with S1. For example, S2
may have security concerns and need to exchange location data with 
S1. The first station for the architect of S2 using the portfolio of S1 to 
assess the general suitability for the interoperation goals will be the 
COINs associated with the overall system. As the system COINs show 
no conflicts with S2 interests, the second station for the architect of S2

will be to review only the COINs of the Location data element. The 
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detailed COIN sheets then reveal the distribution characteristics of the 
Location data, which may introduce a security threat to S2 (conceptual 
interoperability mismatch).  

Figure 22 An example of a COIN Portfolio (left) and one of its sheets (right) 

Figure 23 represents a meta-model for the COIN Portfolio concept and 
its captures its relation with some other concepts, such as the COIN, 
interoperable elements, conceptual interoperability mismatches, etc.).  

Figure 23 Meta-model for the COIN Portfolio of Interoperable Software System 
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Appendix C.1, contains an empty template of the COIN Portfolio 
document that can be used for saving the COINs of any interoperable 
software unit. In Chapter 6, we will introduce our software tool support 
for creating such a COIN Portfolio semi-automatically. 

Benefits and Limitations of the COIN Portfolio 

The COIN Portfolio offers a number of benefits for its providers and 
targeted users, which are described in the following characteristics: 

Comprehensive. The COIN Portfolio endeavors to deliver a 
comprehensive aggregation of the conceptual interoperability related 
information of an interoperable software unit. Based on this, using it as 
input enables performing a thorough and effective conceptual 
interoperability analysis. Hence, it lowers the risk of undetected 
conceptual mismatches between two units.  

Customized. The COIN Portfolio focuses on presenting only the 
conceptual interoperability relevant information about an interoperable 
software unit that is really needed. In other words, it reduces the amount 
and complexity of the information by indicating what is enough for the 
conceptual analysis without overwhelming the reader with irrelevant 
technical information. Narrowing down the investigated artifacts and 
information consequently saves time and effort for the user.  

Well-structured. The design of our proposed portfolio arranges 
interoperability information according to the categories of the 
conceptual concerns. Therefore, using it guides interoperability 
analysts in determining the different types of conceptual mismatches 
between two software units in a systematic way. Hence, it increases 
confidence and trust regarding the produced analysis results. 

Consistent. The definite structure of the COIN Portfolio allows 
documentation consistency to be achieved among the different 
interoperable elements of the same software system and among 
different software systems. Such consistency is desired to help the user 
understand the content and to increase the efficiency in locating the 
desired information (this skill improves from one project to the next). It 
also helps to avoid the insufficiency of shared information (which can 
be mistakenly missed or ignored by the software provider).   

Reusable. The COIN Portfolio of a software unit can be reused in its 
different integration projects with different systems. This saves time and 
effort for clients in every potential interoperation. It is important to 
mention that this applies only if the COIN Portfolio is kept up to date 
and maintained whenever a change happens to its system. In the long 
run, this improves the competitiveness of the interoperable software 
units’ providers and grows their business impact as it increases the rate 
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of interoperation success. So, it is a one-time effort that saves cost in 
each future interoperation. 

In addition to these beneficial characteristics of the COIN Portfolio, it 
can also be used as a basis for interoperability testing and exception 
handling. That is, it can be used for designing interoperability-related 
test cases at design time (expected scenarios). It can also be used as 
a basis for an exception handling mechanism at runtime (emergent 
scenarios). We will not go deeper into this discussion as these potential 
usages of the COIN Portfolio are beyond the scope of this thesis. 

With regard to the limitations of the COIN Portfolio, it focuses only on 
the conceptual level of interoperability constraints and does not cover 
other levels (e.g., technical, organizational, etc.). Hence, it cannot be 
depended on as the only input for comprehensive interoperability 
analysis. However, its structure allows extending it in a flexible manner 
with further categories and attributes as needed. Thus, analysts 
interested in adding other levels of interoperability to the portfolio can 
do so easily. Also, creating the COIN Portfolio introduces some 
difficulties as it requires understanding of the COIN categories and 
attributes, spending effort on writing it, and continuously maintaining it. 
Thus, manual creation of the COIN Portfolio and its sheets is a 
cumbersome, expensive task that requires sifting through the software 
documentation to identify its conceptual interoperability constraints. To 
overcome these difficulties, in Chapter 6 we will present our proposed 
support for software architects in creating the portfolio (i.e., guidelines 
to support manual creation and software tools to allow semi-automated 
creation). 

5.4.2 Mismatches List Template 

We also propose a standard and structured template for documenting 
the detected conceptual mismatches between two interoperable 
software units. This “Mismatches List Template” gathers all aspects of 
conceptual mismatches in a single coherent place. It is written in a 
human-readable format and is the result of comparing the COIN 
Portfolios of two software units. 

This template lists the conceptual mismatches between two software 
units in a comprehensive and organized way. The goal of this template 
is to support architects, interoperability analysts, and project managers 
in determining the feasibility of resolving these mismatches and going 
forward in building the interoperation. It also enables traceability 
between a conceptual mismatch and the COIN(s) causing it. Moreover, 
this standard document enables trade-offs between multiple candidates 
of external software units. This consequently allows decision makers to 
make informed decisions about the selected integration candidates.  

What is a 
Mismatches 
Template?

Why is it 
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The Mismatches List is created by third-party clients interested in 
integrating their system and an external software unit. That is, software 
architects and analysts create it by comparing the COIN Portfolios of 
the two software units intended to interoperate. At a later point in time, 
this comprehensive documentation of the conceptual mismatches 
between software units allows making confident decisions about 
pursuing integration with an external software unit.   

Structure of the Mismatches List Template 

The Mismatches List template is a structured document that maintains 
information about the conceptual mismatches in the two software units 
and the COINs causing them. Accordingly, for each mismatch instance, 
the template captures the mismatch aspects including the related 
interoperable element (e.g., system mismatch, data mismatch, etc.), its 
type (i.e., direct, indirect, and potential), and its detailed description. 

Figure 24 presents an example of a Mismatches List between a farm 
management system (S1) and a smart tractor system (S2), where 
mismatches are recorded in terms of their related interoperability 
element. Such a list benefits the decision makers in an integration 
project by helping them decide whether or not integrating S2 within their 
S1 is feasible. The first station for the reader of the Mismatches List will 
be the conceptual mismatches on the level of the two overall systems 
to assess their general suitability for the interoperation goals. Then, the 
second station will be the conceptual mismatches of the data and 
service elements. For example, the detailed description of the location 
data mismatch reveals a direct conflict with the structural length of the 
list. 

Figure 24 An example of a Mismatches List (left) and one detailed mismatch description (right) 
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Appendix C.2 contains the empty template of the Mismatches List 
document, which can be used for saving the conceptual mismatches 
between two interoperable software units. In Chapter 6, we will 
introduce our systematic analysis approach that makes use of this 
template. 

Benefits and Limitations of the Mismatches List Template 

With regard to the benefits of this Mismatches List template, they 
resemble the ones of the COIN Portfolio. That is, it is similarly: 

Comprehensive. The Mismatches List delivers comprehensive 
information about the conceptual mismatches between two software 
units from their system, data, and service perspectives. Based on this, 
using it as input for project managers enables making effective and 
evidence-based decisions and tradeoffs in their integration projects.  

Customized. It focuses on presenting only the conceptual mismatches 
between two software units, which reduces the amount and complexity 
of the information presented to decision makers. That is, it reports what 
is enough for the conceptual analysis level without providing 
overwhelming technical information, so it saves time and effort.  

Well-structured. The design of our template guides the reader in 
determining the impact of the different types of conceptual mismatches 
between two software units in a systematic way. Therefore, it increases 
the effectiveness of the decisions. 

Consistent. The definite structure of the Mismatches List supports 
documentation consistency among the different external software units 
candidates investigated. Such consistency is favorable as it paves the 
way towards selecting the most appropriate candidate. This 
consistency also helps users to understand the content and locate the 
desired information efficiently (this skill improves from one project to the 
next).   

In addition to these beneficial characteristics of the Mismatches List, it 
is currently offering a qualitative metric for estimating the required effort 
to enable integration between software units. It also offers a basis for 
developing a quantitative metric that would be derived from the weights 
given to the quantity, type, and perspective of the mismatches. Such 
quantitative weights could be used to build formulas for estimating 
integration cost in order to support decision-making and trading off 
between candidate units. A radar or spider chart could be used to 
visualize the metric. It is obvious that developing such a metric requires 
reported experiences in the cost of resolving the different kinds of 
mismatches. We will not go deeper into this discussion as this potential 
benefit of our Mismatches List is beyond the scope of this thesis. 
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With regard to the limitations of the Mismatches List, it focuses only on 
the conceptual level of mismatches, just like the COIN Portfolio. Hence, 
it cannot be used as a standalone for comprehensive decision-making, 
which needs to cover further aspects (e.g., organizational, technical, 
etc.). However, its structure allows extending it with further categories 
as long as the COIN Portfolio also gets extended with corresponding 
constraint categories. Also, creating the Mismatches List document 
requires understanding of the mismatch types and the COINs causing 
them. Thus, creating it could be a cumbersome task for inexperienced 
analysts; in Chapter 6, we will therefore present our proposed support 
for software architects to help them create it (i.e., guidelines for 
mapping COIN Portfolios).

5.5 Summary 

In this chapter, a model for conceptual interoperability constraints 
(COIN) has been introduced. The three-dimension model describes the 
relevant aspects for the COINs and shows their relations to it. In 
particular, we described the constraints that reflect the conceptual 
characteristics restricting the interoperable software unit and its data 
and services. We discussed the differences in their importance based 
on the type of the software units that are intended to interoperate with 
the unit. Afterwards, we defined categories for the conceptual 
interoperability mismatches that can be caused by COINs.  

Our model provides a solid basis for the practical benefits of 
interoperability analysis. It also offers a structured basis for standard 
documentation templates, the COIN Portfolio and the Mismatches List, 
which comprehensively hold all related COINs and conceptual 
mismatches of two software units. The model also serves as a basis for 
other practical activities, which we will describe in the context of our 
interoperability analysis framework on the conceptual level in 
Chapter 6.   
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6 The Conceptual Interoperability Analysis (COINA)
Framework

6.1 Introduction 

In this chapter, we introduce our Conceptual Interoperability Analysis 
(COINA) Framework, which we built upon the COIN Model introduced 
in the previous chapter. As described earlier in the solution idea 
(Section 1.3), the framework includes our methodological and 
engineering contributions, which support practitioners in performing the 
conceptual interoperability analysis. It helps software architects and 
analysts in identifying the conceptual interoperability constraints and 
mismatches of software units more effectively and efficiently. 
Remember, although the COIN Model can be used as a foundation for 
activities related to either black-box or white-box integration, the current 
version of the COINA Framework focuses on black-box integration only. 

The COINA Framework comprises two methodical components aimed 
at assisting providers and clients of interoperable software units. The 
first component of COINA addresses the methodological research 
problem R.P2: Lack of proactive approaches and automated solutions 
for guiding providers of interoperable black-box software units in 
identifying and sharing the conceptual interoperability constraints for 
their units. The second component of COINA addresses the 
methodological research problem R.P3: Lack of systematic analysis 
approaches for guiding interoperability analysts in identifying the 
conceptual constraints of two software units and detecting their 
mismatches). Note that most of this chapter has been published by the 
author of this thesis in [ANR15], [AR16], [AAR15], [AAHR16], and 
[AAR16].

In Section 6.2, we start by presenting a big picture of the COINA
Framework and its components. Then we will discuss the
methodological overview of the framework and its contextual
scenario.

In Section 6.3, we will describe in detail the first component of the
framework, which comprises proactive, in-house preparation for
interoperable software units. This section includes a method for
extracting COINs from UML diagrams with tool support
(Subsection 6.3.1). We will also present our multiple-case study and
the experiments that helped us propose our next method, which
uses ML techniques for automating the extraction of COINs from NL
text of API documents (Subsection 6.3.20). The multiple-case study
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also resulted in a set of guidelines for enhancing the API 
documentation for conceptual interoperability analysis purposes 
(Subsection 6.3.3).  

In Section 6.4, we will present the second component of our COINA
Framework, which is a systematic approach for detecting
conceptual interoperability mismatches between two software units.
We will present our algorithmic approach in detail and describe the
associated guidelines and cheat sheets for its activities.

In Section 6.5, we will summarize the presented framework, its
benefits, and its limitations.

6.2 Framework Overview 

In this section, we will give a brief overview of the COINA Framework, 
its components, and its context. This overview offers a proper reference 
that can be used for the detailed explanation in the next sections. 

While the COIN Model provides the foundation knowledge for the 
conceptual constraints and their types, the Conceptual Interoperability 
Analysis (COINA) Framework provides methods and guidelines for 
detecting the COINs and their related mismatches between two 
software units. Unlike existing analysis approaches, our framework 
does not focus merely on detecting conceptual mismatches. It rather 
offers comprehensive support for both the providers of interoperable 
units and third-party clients, as their efforts are closely intertwined. This 
means that the conceptual information about an interoperable unit
shared by its providers affects the conceptual analysis and mismatch 
detection performed by the clients. Thus, the goal of the first component 
of the framework is to assist the providers of interoperable units in 
proactively publishing the COINs of their units while keeping the 
associated effort as low as possible. In addition, the goal of the second 
component of the framework is to support third-party clients who are 
interested in building interoperation with an external software unit in 
detecting conceptual interoperability mismatches effectively and 
efficiently.  

6.2.1 Methodical Overview: Input, Output, Activities 

Based on the COIN Model introduced in Chapter 0, the first component 
of the COINA Framework calls for proactive, in-house preparation 
for software units that are intended to interoperate with other units. It 
assists software providers in explicitly sharing the conceptual 
constraints with interested clients with the least effort. Prerequisite
input? We assume the availability of the software unit’s internally 
shared architectural and low-level design documentation (e.g., UML 
diagrams) and its externally shared API documentation. All 
documentations are also assumed to be stable (i.e., not undergoing 
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frequent major changes), consistent (e.g., consistency between the 
different UML diagrams and consistency between UML diagrams and 
API documentation), and up-to-date (i.e., representing the current state 
of the software system). In addition, the UML notations are expected to 
be used correctly as specified by OMG for Version 2.51. Output? The 
resulting output is a standard document that explicitly states the 
conceptual interoperability constraints for the interoperable elements of 
the software unit (i.e., its COIN Portfolio). Activities? The process at 
this component starts with the definition of the list of interoperable 
elements of the software unit. That is, the software architect of the unit 
determines what data items and functions are supposed to be part of 
future interoperations with other software units. Then the framework 
semi-automatically identifies the COINs for the previously determined 
interoperable elements. Finally, the framework helps to document the 
extracted COINs in the standard documentation template called the 
“COIN Portfolio”. This portfolio then gets proactively published, making 
black-box units ready for proper analysis by potential third-party clients. 
In Section 6.3, we will explain in details and with examples how this 
component works.  

The second component of the COINA Framework is also based on the 
COIN Model introduced in Chapter 0 and the defined types of 
conceptual mismatches. It proposes a systematic, algorithmic 
method for detecting the conceptual mismatches between two 
units. It assists third-party clients in comparing the COINs of two units 
in order to effectively and efficiently detect their conceptual 
mismatches. Input? The input to this component are the two COIN 
Portfolios, one for each of the software units that are intended to 
interoperate. If the first component of the framework has already been 
applied, then the input should be ready to use by the second 
component. Otherwise, the second component offers guidance on how 
to manually prepare the portfolios systematically. Output? The 
resulting output of this component is a list of the existing conceptual 
mismatches between the software units that are intended to 
interoperate. We propose documenting these results using a standard 
template. Thus, the results can be used for determining the 
requirements in order to enable meaningful interoperation and design 
the resolution (this activity is beyond of the scope for this thesis work). 
Activities? The process at this component starts with the mapping of 
the COIN Portfolios of the two software units in a structured way using 
the offered guidance. This detailed guidance is based on an algorithm 
that we designed. Then we determine the conceptual mismatches 
based on their criticality; either they cause direct contradiction or they 
require conceptual adherence. In Section 6.4, we will explain in detail 
with examples how this component works, what guidance it offers for 
manual analysis, and what the mismatch template looks like. 

1 http://www.omg.org/spec/UML/2.5/
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6.2.2 Contextual Scenario: Who, When, How 

The current version of the methodical contributions of the framework 
supports performing the conceptual interoperability analysis in black-
box integration projects. This focus does not mean that white-box 
integration is less important, but with the limited time and resources for 
this Ph.D. work, we prioritized black-box integration due to the serious 
lack of shared conceptual information and support offered in the 
literature. 

Who? The proactive preparation component is particularly appropriate 
for software companies interested in building software units that are 
offered for clients (e.g., web services) or those companies building units 
with the intention of extending their capabilities through interoperation 
(e.g., initiators of ecosystems). The software engineering roles who are 
expected to apply this preparation are software architects and domain 
experts. Experience in interoperability and integration is not a 
prerequisite, as the framework offers detailed guidance and automation 
support. However, a high level of architectural knowledge and expertise 
would be the prerequisite if no automated support was used in 
analyzing low-level design documents (i.e., UML diagrams). When? As 
we mentioned earlier, this preparation is aimed to be proactive, which 
means having the COIN Portfolio of an interoperable software unit 
ready before it is needed by a client interested in the unit. Hence, this 
preparation is a design-time activity (not a runtime activity), which can 
be performed progressively throughout the development lifecycle of the 
unit or once it is ready at the end of the development. In both ways, the 
provider has to maintain this portfolio up to date. Automation status? 
This proactive preparation can be semi-automated with our tool support 
for COIN extraction from UML diagrams using our predefined templates 
and from NL text of API documents using our ML classification model.  

Who? The second component of COINA is designed in particular to aid 
third-party clients interested in building interoperation between their 
own software units and external black-box ones. As in the first 
component, the software engineering roles expected to perform the 
proposed systematic analysis are software architects or interoperability 
analysts. Also, experience in interoperability and integration is not 
required due to the detailed guidance offered by the framework. Thus, 
other roles such as software developers can perform the systematic 
analysis. When? Once an external software unit is considered for 
achieving some business requirements through interoperation, it has to 
be analyzed regarding conceptual interoperability with the existing 
software system. Hence, our systematic analysis takes place at the 
design time of integration projects (not at runtime). It is the first activity, 
preceding resolution design, integration implementation, and testing. 
Automation status? The current version of the systematic analysis 
only supports manual application based on detailed guidance and 
standard templates to save the results at each step. However, if the 
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COIN Portfolios for two software units are formalized, then automation 
possibilities can be introduced. 

In Figure 25, we summarize the COINA Framework components and 
the included activities (in the middle), the expected input and output 
from two software units intended to interoperate (on the left), and the 
engineering context (on the right).  

Figure 25 Overview of the COINA Framework 

6.3 Proactive, In-House Preparation for Interoperable Software Units 

In this section, we will describe in detail what we contribute to better 
support providers of interoperable software. In particular, we will explain 
our methodical contributions for extracting the conceptual 
interoperability constraints from already existing documents of the 
software unit. Remember that we have provided an overview of the 
method (i.e., input, output, and process) and the context (i.e., who, 
when, and how) in Subsections 6.2.1 and 6.2.2, respectively. 

Next, in Subsection 6.3.1, we will describe how to extract the COINs 
from the internally shared architecture and low-level design documents 
using predefined templates. Afterward, in Subsection 6.3.2, we will 
describe how to extract the COINs from NL text of externally shared API 
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documents using machine learning. This subsection is based on a 
multiple-case study and on experiments that we will present in detail. 
Finally, in Subsection 06.3.3, we will present our guidelines for 
improving API documentation with regard to its COIN-related content 
and presentation based on our observations from the multiple-case 
study.

6.3.1 Extracting COINs from UML Diagrams 

The foremost goal of this method is to support providers of 
interoperable software units in identifying the interoperability-relevant 
conceptual constraints of the unit. More specifically, the method helps
to extract the structured conceptual constraints from UML diagrams. As 
described earlier in Subsection 3.2.2, extracting this information 
manually is a challenging task, as it is an undirected task that requires 
experience with software architecture documents and COIN types. It is 
also a tedious and time-consuming task that requires sifting through the 
UML documentation of the whole software system and then extracting 
only the useful pieces of information for the interoperability analysis. By 
facilitating the extraction of COINs, we pave the way towards 
proactively sharing useful documents with interested third-party clients 
in order to detect conceptual mismatches.  

The key contribution of our method is an increase in the effectiveness 
of conceptual interoperability analysis as a result of making the
conceptual interoperability constraints shared explicitly and 
comprehensively. Additionally, we enable the extraction of COINs from 
UML diagrams through our contributed “COIN Extraction Templates”.
This template-based extraction is performed by means of extraction 
algorithms. We aid this extraction by implementing an add-in for the 
Enterprise Architect modeling tool. 

Next, we will describe the COIN Extraction Templates for UML 
diagrams, which are the basis of our method. Then we will describe the 
semi-automatic extraction method in detail. Finally, we will present the 
supporting tool along with examples from the Smart Farming scenario. 

Note that most of this subsection has been published by the author of 
this thesis in [ANR15], [AR16], and [AAR15].

COIN Extraction Templates 

Our predefined set of templates covers certain conceptual constraints 
of a software unit from its structural and behavioral UML diagrams. We 
define these COIN Extraction Templates as: 

Method goal
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Definition 9 – COIN Extraction Templates 

A set of rules that identifies specific types of conceptual interoperability 
constraint from the UML diagrams of interoperable software units.

Our predefined set of templates covers different types of COINs from 
different UML diagrams. More specifically, these templates target COINs 
from component diagrams, deployment diagrams, class diagrams, use case 
diagrams, and sequence diagrams. Remember, we assume that the UML 
notations are used correctly as specified by the OMG for Version 2.5. In Table 
8, we show the specific COIN types that our templates target from each of the 
aforementioned included UML diagrams.  

Table 8  Predefined COIN Extraction Templates 
Template 

ID
COIN source 

diagram
COIN 

category COIN type

t1 Component Structure Layering
t2 Component Structure Component distribution
t3 Component Structure DB distribution
t4 Deployment Structure Component distribution
t5 Deployment Structure DB distribution
t6 Class Structure Structural multiplicity
t7 Class Structure Inherited constraints
t8 Use case Context Allowed users
t9 Use case Context Usage multiplicity

t10 Use case Structure Inherited constraints
t11 Sequence Dynamic Interaction synchronicity
t12 All NA Natural language constraints

We represent each of our COIN Extraction Templates formally. For 
example, the formal representation of template t7 is as follows: 

Template (t7): Inherited constraints of class diagrams

t7  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

class diagram elements (CDE)},

t7 (e) = True ↔ e.Parent ≠ e.Parent.Constraints ≠ 

These templates can be used in the manual search for COINs in UML 
diagrams. However, the formality of the templates makes them a 
suitable basis for the desired automatic extraction of COINs for 
interoperable software units from their already existing UML diagrams. 

How to use 
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This is done by checking the UML diagrams against these predefined 
rules using algorithms. Whenever a rule of a certain template is 
satisfied, it indicates the existence of a COIN instance. For example, 
template t7 can be checked using the following identification algorithm: 

Algorithm (t7 identification)

Input: Class diagram (CD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {CD.elements}

4 If (e E) (e.Parent, e.Parent.getConstraints ≠ )

5 For each c in e.Parent.getConstraints

6 coin ← (e, "Structure", "inherited constraint", value(c))

7 coinCandidates ← {coinCandidates coin}

8 End For

9 End If

10 End For

Output: coinCandidates

As described in the algorithm, it takes the class diagram and the list of 
defined interoperable elements as input, then returns the COIN 
candidates found in this class diagram. The process starts by initializing 
the candidate list to null and so for a COIN variable. As mentioned in 
line 4 of the algorithm, each element in the class diagram that is an 
interoperable element gets checked against the rules of t7. As seen in 
lines 6 and 7, if the rules are satisfied, then the COIN variable gets 
initialized with concrete values for its attributes (i.e., interoperable 
element, COIN category, COIN type, COIN value). This is repeated for 
each constraint found in the parent of the interoperable element.

To see the full set of our formal COIN Extraction Templates and their 
identification algorithms, please refer to Appendix D. Note that due to 
the limited time and resources available for this Ph.D. work, we provide 
only an initial basic set of templates, which we do not claim to be 
complete. However, this set is a component of our framework that can 
be easily extended with further templates. For example, other templates 
can be introduced to cover further UML diagrams such as state 
machine diagrams, composite structure diagrams, and others. Also, our 
templates focus on extracting the COINs from the low-level design, 
which can be extended with further templates that target COINs of the 
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high-level architecture (e.g., templates for identifying the architectural 
decomposition of a software system and dependencies on the 
component level). 

Next, we will show how we use our COIN Extraction Templates within 
a method to semi-automate the extraction of COINs from UML 
diagrams.  

Semi-Automatic COIN Extraction Method 

The input for our template-based COIN extraction method is a 
consistent, complete, and up-to-date UML document about the 
interoperable software unit. This UML document includes structural 
diagrams (e.g., component diagram, deployment diagram, class 
diagram, etc.) and behavioral diagrams (e.g., use case diagram, 
sequence diagram, etc.). Note that it is also possible to create such 
input through systematic abstraction and analysis of available source 
code (reverse engineering), but this is beyond the scope of our work. 
Hence, we assume that the input already exists. With regard to the 
output, as we mentioned earlier in Subsection 6.2.1, it is the standard 
ready-to-share document, called the COIN Portfolio. 

As seen in Figure 26, the input goes through the following four activities 
in order to result in the desired COIN Portfolio for a software unit: 

Figure 26 COINs extraction process from UML diagrams

Identification of interoperable elements. In this activity, the software 
architect identifies the UML elements (i.e., components, classes, use 
cases, or actors) of the software system that are intended to be involved 
in interoperations with other software systems. This identification 
happens by assigning an ”Interoperability Type” property for the 
element. This property declares whether the element plays a role in 
interoperations with other software systems. For example, in the smart 
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tractor example S1 described in Section 1.2, the ”RemoteSteering” use 
case in the use case diagram would have the interoperability property 
declared, and, similarly, this would be declared for the ”Direction” data 
element in the class diagram. Declaring this element property directs 
the subsequent COIN extraction activities. 

Automatic template-based extraction of COINs. To enable the 
proposed automation in this activity, we create an Interoperability 
Knowledge Base (IKB) and charge it with our predefined COIN 
Templates. In a software company, the IKB can be maintained and 
updated by the software architects and domain experts. Thus, the UML 
diagrams are checked against the predefined templates in the IKB. If
the set of rules for a template is met by an interoperable element within 
a UML diagram, then a COIN candidate for the element is created and 
added to the list of COIN candidates. Note that the extraction activity 
starts with checking each UML diagram of the systems to determine 
whether it contains any element with the interoperability property 
declared. Then, only the interoperable elements are checked against 
the predefined COIN templates saved in the IKB. For example, on a 
Structure COIN template this is done as follows:  

If there is a use case within the use case diagram that is identified
as an interoperable element (e.g., the ”RemoteSteering” use case
within the use case diagram of S1),

and if it is inherited from another use case (e.g., the
”RemoteSteering” use case is one kind of ”Steering” use case),

and if the use case from which it is inherited has a constraint (e.g.,
the ”Steering” use case has a constraint that only one authorized
farmer at a time can enable it),

then Structure COIN will be added to the list of COIN candidates for
the use case element (e.g., the ”RemoteSteeringl” use case has a
constraint that only one authorized farmer at a time can enable it).

Manual completion (filtering and editing) for the COIN candidates.
This activity is performed manually by the system architects who have 
the final word to approve or disapprove the automatically extracted 
COINs within the final published COIN Portfolio. For example, an
architect can detect a redundancy in COINs extracted from a duplicated 
constraint (e.g., the use case diagram determines that 
“RemoteSteering” has a 1:1 relation with “Farmer” and the use case 
inherited from “Steering” has it also, which leads to a duplicate in the 
multiplicity constraints of the “RemoteSteering” use case in the COIN 
candidates list). Furthermore, architects can manually add more COINs 
to the Portfolio if they consider them important and useful to share with 
clients. Further guidance for this manual adding of COINs to the list can 
be derived from the COIN Model and its three dimensions (see 
Sections 5.2 and 5.30). The specific COIN attributes described in the 



The Conceptual Interoperability Analysis (COINA) Framework 

107

model directs the architects in checking what could be missing in the 
automatically generated portfolio. Furthermore, in Subsection 6.4.1, we 
will propose detailed guidelines and a cheat sheet to direct the manual 
extraction of COINs from UML diagrams. 

Automatic generation of the COIN Portfolio. Finally, the approved 
and manually added COINs are bundled together and categorized 
according to the elements to which they are related. Then they are 
documented in a standard defined form that is ready to be shared with 
clients (i.e., a structured COIN Portfolio with a detailed sheet for each 
COIN as described in Section 5.4). Thus, clients can use these for their 
interoperability analysis task if they are interested in interoperating with 
the software system. The COIN Portfolio can always be updated by the 
architect as needed. In practice, COIN Portfolios would be shared 
online or saved in a Portfolio Repository that the software provider could 
maintain and for which it could provide licensed access.  

Add-In Tool for Enterprise Architect 

This subsection presents a technical contribution (i.e., a software tool 
called CoinsExtractor) that we developed in the context of this thesis in 
order to facilitate our template-based method for the automatic 
extraction of COINs from architecture UML documents (depicted in 
Figure 26). It brings our template-based method to life and makes it 
applicable in practice. It takes some burden off the architects' shoulders 
through its easy-to-use interfaces, which effectively identify and share 
the conceptual interoperability constraints of the software systems. 

The CoinsExtractor tool is an add-in for the Enterprise Architect 
modeling tool and implements our predefined COIN Extraction 
Templates. It enables the extraction of relevant COINs about 
determined interoperable elements from existing UML diagrams. Also, 
it supports architects in efficiently reviewing, updating, approving, or 
deleting the extracted COINs. Finally, the tool creates the COIN 
Portfolio, which arranges the COINs according to their categories to 
allow the conceptual interoperability analysis task. A tool demo is 
available at [Abu17]. 

Tool Features and Example Results 

Below we will describe the functional features of our tool and explain 
them with example results from the smart tractor example that we have 
been using throughout the chapters.  

F1: Interoperable element annotation. This feature allows architects 
to annotate any UML component, class, use case, or actor with an 
"Interoperability Type" property. Once an element gets annotated with 
this property, all its instances in all diagrams get it automatically. Figure 
27 shows a list of all annotated elements of S1, where there are three 

Tool goal

Feature 
overview
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different possible values for the interoperability property: (1) 
interoperating, for external software units that interoperate with the 
system (e.g., the Remote Driver mobile app S3 that is intended to 
interoperate with the smart tractor S1), (2) exported, for elements that 
the system provides to interoperating parties (e.g., the RemoteSteering 
function provided by S1), or (3) imported, for elements that the system 
acquires from interoperating parties (e.g., the GPS tracking service 
used by S1). This step requires one-time manual effort to capture the 
architects' knowledge about the software system, which will be reused 
in all future interoperations. 

Figure 27 CoinsExtractor example of a list of interoperable elements 

F2: Automatic COIN extraction from UML diagrams. The tool saves 
the architects effort by automatically extracting only relevant pieces of 
information, the COINs, about the interoperable elements from the 
whole UML document. It also preserves consistency in how a COIN is 
documented (across diagrams), and what is being extracted for sharing 
and how it is documented (across projects). The tool parses the UML 
input and checks it against our implemented predefined COIN 
Extraction Templates, which we explained earlier in this subsection 
(see Table 8). Once a COIN instance is found, the tool adds it to a list 
of candidates, each of which is detailed in a COIN sheet. Figure 28
shows a sheet for a context COIN for the AutoSteering function, which 
states that this function is allowed for “Actual Driver” only. This COIN 
has been extracted from the use case diagram of S1 (see the back side 
of Figure 28). The architect can determine the weight of the COIN (e.g., 
high, medium, and low) and can attach other files to it (e.g., a formal 
notations file). She can also enrich the COIN sheet by adding 
information about the expected consequences of not satisfying the 
COIN for interested third-party clients. 
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F3: Automatic categorization for extracted COINs. The tool provides 
two views for the extracted COINs. The first is a diagram-based view, 
where architects can navigate the COINs based on the diagram which 
they have been retrieved. This helps architects trace the source of the 
interoperability constraints in their systems (see the pane tree on the 
left side of Figure 28). The second view is an element-based view, 
where COINs can be navigated according to the interoperable element 
to which they are related. This view is also used in the final shared COIN 
Portfolio to help third-party clients focus on the COINs of desired 
elements only. 

Figure 28 CoinsExtractor example of an extracted Context COIN from a use case diagram 

F4: Manual COIN Reviewing. The CoinsExtractor tool realizes the 
manual completion and filtering of COINs by enabling the architects to 
efficiently approve or delete the automatically extracted COINs. 
Furthermore, they can review the COIN sheets and edit them as 
needed (see the right side of the portfolio finalization screen in Figure 
29). In addition, if constraints are missing in the automatically extracted 
list, the tool enables architects to manually add more COIN instances 
to any of the interoperable elements (see the bottom side of the portfolio 
finalization screen in Figure 29). 

As can be seen in Figure 29, the COIN Portfolio has two parts: One part 
is dedicated to the actual COINs of exported elements that third-party 
clients need to pay attention to when aiming to interoperate with the 
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software system. The other part is about expected COINs from 
imported elements that architects need to look for when selecting a 
software system to interoperate with. The first part is shared with third-
party clients, whereas the second part is kept internal for the software 
provider’s own interest and use when extending his system. Both parts 
share the same goal of supporting conceptual interoperability analysis 
to detect conceptual mismatches early in integration projects. 

Figure 29 CoinsExtractor example of a system's COIN Portfolio 

F5: Automatic generation for the COIN Portfolio. The CoinsExtractor 
relieves architects from having to manually gather and classify all 
extracted and manually added COINs. It generates the final, ready-to-
share, web-based COIN Portfolio (see Figure 30), which can be easily 
integrated into the API documentation. 

Figure 30 CoinsExtractor example of generated COIN Portfolio
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Tool Implementation 

Development technology. We developed the CoinsExtractor using 
C#.NET. We implemented it as an add-in for Enterprise Architect (EA) 
[Spa], which is one of the most powerful, widely used architecture tools. 
EA offers an extension API that we used. 

Architectural overview. The CoinsExtractor has a multi-layered 
architecture (see Figure 31). The Presentation Layer offers the user 
interaction between the tool and architects through windows for 
identifying the interoperable elements, filtering the extracted COINs, 
and adding additional ones. It also visualizes the results of such actions 
in a table of interoperable elements and a table of COINs. The second 
layer is the Business Layer, which includes: (1) The Business Logic is 
responsible for processing the UML diagrams and for extracting the 
COINs from them. It contains the working units of the tool, such as the 
COINs Extractor class and the Portfolio Generator class. (2) The 
Business Entities are the predefined data structures needed for the 
tool's functionalities (e.g., the Node position, which we use to determine 
the distribution) and our COIN templates. The Data Access Layer reads 
input from the database and writes results to the output file. The tool's 
modularity allows developers to extend it with more COIN templates to 
cover further constraints. A template can be defined as a rule with 
condition(s) to check and values to assign for each COIN aspect. 

Figure 31 CoinsExtractor architectural overview

Extraction process. We have implemented the COIN extraction as a 
sequential series of algorithms each serving a different scenario. In the 
first step, all diagrams are read using SQL Query and saved to an XML 
output. Then the interoperable elements' constraints are inspected by 
checking the conditions regarding each element's properties, its 
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relations, and its containing diagram. Specifically, each type of 
constraint has a special extracting algorithm. Finally, the extracted 
COINs get fetched from the XML file to a user-friendly table for 
architects to review and edit as needed. 

Challenges. Some of the challenges we faced in building an add-in for 
EA were: (1) The inability to extend existing windows of EA (e.g., we 
could not add the Interoperability Type of the elements in their already 
existing properties window, but had to define it as a tagged value). (2) 
The EA documentation provides good directions on how to use its APIs, 
but it lacks the what (i.e., a conceptual representation of the elements, 
their features, and constraints). This required us to reverse engineer 
the EA database to find the properties of elements distributed among 
tables. (3) EA APIs do not help to determine the distribution feature of 
components. Hence, we implemented a method for calculating the 
physical position of elements using the coordinate plane, then checking 
if it is within the boundaries of multiple nodes. In addition, the quality of 
the extracted COINs and the produced portfolio depend on the quality 
of the UML input in terms of consistency, completeness, and stability. 

Scalability analysis. The complexity of the algorithms we 
implemented in CoinsExtractor varies between O(1), O(n), and O(n2). 
For example, reading a block of data from the EA Repository has a 
complexity of O(1), while pre-processing the UML project has a 
complexity of O(n2): one n for iterating models, and the second for 
retrieving each model's elements. However, the COIN extraction 
algorithms have a complexity of O(n). In an attempt to improve the tool’s 
performance, we decided to use completely pure SQL statements to 
access the models' elements instead of depending on EA objects (e.g., 
ObjectType, Connector, Diagram, etc.). These EA objects offer indirect 
and sequential access to element information. Hence, using SQL 
queries retrieves the needed constraints and properties of the elements 
directly.

Summary 

In this subsection, we described our COIN Extraction Templates from 
UML diagrams, then explained the template-based extraction method. 
This method is part of the proactive preparation component of our 
framework that serves providers of black-box software units. It helps to 
identify interoperability-relevant conceptual constraints from in-house 
architecture documents and supports sharing them in a standard 
document. We support our semi-automatic method with a software tool 
that we implemented as an add-in for the Enterprise Architect modeling 
tool. 
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6.3.2 Extracting COINs from the Text of API Documents 

In the previous subsection, we presented the first COIN extraction 
method (for UML diagrams) in our preparation component of the COINA 
Framework. In this subsection, we present the second COIN extraction 
method (for natural language text in API documents) in this preparation 
component. 

The goal of this method is to support extraction of unstructured 
conceptual constraints from natural language text in API documents of 
interoperable software units. This helps the providers of interoperable 
software units identify the interoperability-relevant conceptual 
constraints of their units to merge them in the COIN Portfolio. However, 
it can also be used by third-party clients to identify the conceptual 
constraints of software units from their API documents if the providers 
do not offer the portfolio. In either way, by facilitating the extraction of 
COINs from the text of API documents, we pave the way towards 
effective detection of conceptual mismatches. As we previously 
described in Section 1.2, extracting such conceptual information 
manually from the verbose text is a challenging task. It requires 
knowledge and experience about the COIN types and linguistic skills to 
sift the text and document the information about the extracted 
constraints. Accordingly, analyzing the text of API documents manually 
is a tedious and time-consuming task that critically depends on the 
experience of the person performing it.  

The key contribution of our method is support for effectively and 
efficiently identifying conceptual interoperability constraints from natural 
language sentences using machine learning techniques. This 
contribution includes building a “COIN Corpus” (i.e., a repository of 
manually labeled sentences that is used for training the machine 
learning algorithms) and a “Machine Learning COIN Classification 
Model” (i.e., a model that can automatically predict the existence of a 
COIN type in a natural language sentence of an API document). We aid 
this extraction by implementing an add-in for the Chrome web browser. 

In the next part, we will start with the research methodology we followed 
in developing our method, and then we will describe the resulting COIN 
Corpus, the COIN Classification Model, and the results of the fully 
automated extraction. Finally, we will present the supporting tool along 
with examples. 

Note that the author of this Ph.D. thesis has contributed the whole 
design of the multiple-case study and the related experiments, the 
execution of each case, the analysis of the experimentation results, the 
design of the add-in tool’s goal, functionalities, architecture, 
technologies used, and its evaluation study. However, the author also 
supervised two master theses: The first thesis work [Abu16a] repeated 
the execution of the studies, implemented experiments using the 

Method goal

Contribution
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different ML algorithms, and provided a descriptive analysis of the 
results. The second thesis work [Nai17] implemented the designed ML-
based tool and executed the designed evaluation study for its 
acceptance. Also, note that the author of this Ph.D. thesis has published 
most of this subsection in [AAHR16], [AAR16], and [AANR17]. 

Research Methodology 

In this study, we wanted to systematically reveal the potential of 
automating the extraction of COINs from natural language text in API 
documents using ML techniques. Therefore, we performed a multiple-
case study and followed it up with experiments to investigate the 
potential of ML techniques. The websites of the original API 
documentations of the selected cases in this multiple-case study are 
available on the web page of this study [Abu14b].

Goal and Research Questions 

Our research goal formulated in terms of the GQM goal template 
[VSBCR02] was: to support the conceptual interoperability analysis 
task for the purpose of improvement with respect to effectiveness and 
efficiency in identifying the COINs from the viewpoint of software 
architects and analysts in the context of analyzing the text of API 
documentations within software integration projects. We translated this 
goal into the following research questions: 

RQ1: What are the existing conceptual interoperability constraints 
(COINs) in the text of API documentation? 

This question explores the current state of COINs in real API 
documents. It also aims at building the ground truth dataset (i.e., the 
COIN Corpus representing a repository of sentences labeled with their 
COIN class). This forms a main building block towards the envisioned 
automatic extraction idea. 

RQ2: How effective and efficient would it be to use ML techniques in 
automating the extraction of COINs from the text in API 
documentations? 

This question explores the actual benefits of utilizing ML in supporting 
software architects and analysts in analyzing the text. It aims at building 
a classification model that will be evaluated through well-known ML 
classification algorithms. 

This question explores the actual benefits of utilizing ML in supporting 
software architects and analysts in analyzing the text. It aims at building 
a classification model that will be evaluated with the help of well-known 
ML classification algorithms. 
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In order to achieve the stated goal and answer the aforementioned 
questions, we performed our research in two main parts as follows: 

Research Part 1 (Multiple-case study). In this part, we systematically 
explored the state of COINs in six cases of API documentations. The 
result of this part is a ground truth dataset (i.e., the COIN Corpus).  

Research Part 2 (Experiments). In this part, we started by using the 
ground truth dataset, which resulted from the previous part, in building 
the ML COIN Classification Model. Afterwards, we investigated the 
accuracy of different ML classification algorithms in identifying the 
COINs in the text using our model. 

Next, we will detail the design and execution process for both research 
parts. Afterwards, we will present their results. 

Multiple-case study: COIN Corpus (Ground Truth Dataset) 

Study Design 

Study goal. We intend to answer the first research question RQ1 stated 
in Subsection 06.3.2. In order to do so, we needed to examine real-
world API documentations to discover the state of conceptual 
interoperability constraints in them. 

Research method. We decided to perform a multiple-case study with 
literal replication of cases from different domains. Such a method helps 
to collect significant evidence and draw generalizable results. We 
followed the process proposed by Runeson et al.  [RH09]. Our case 
study is also considered action research as we, the researchers, 
participated in it. 

Case selection. To ensure systematic selection of cases of API 
documentations, we considered the following selection criteria: 

SC1: Mashup Score. This is a published statistical value1 for the 
popularity of a web service API in terms of its integration frequency into 
new bigger APIs. 

SC2: API Type. This can be either a web service API or a platform API. 

SC3: API Domain. This is the application domain for the considered API 
document (e.g., social blogging, audio, software development, etc.). 

Analysis unit. Our case study has a holistic design, which means that 
we have a single unit of analysis. This unit is “the sentences in API 
documents that include COIN instances”. To document and maintain 
the analyzed sentences, we designed a data extraction sheet, which 
we implemented as an MS Excel sheet. This sheet consists of 
demographic fields (i.e., API name, date of retrieval, mashup score, API 
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type, API domain, and number of sentences) and analysis fields (i.e., 
case id, sentence id, sentence textual value, and the COIN class). 

Study protocol. Our multiple-case study protocol includes three main 
activities that are adapted from the process proposed by Runeson. The 
study activities are case selection, case execution, and cross-case 
analysis, as summarized in Figure 32 and described in detail below. 

Figure 32  Multiple-case study process 

Execution and Results 

Based on our predefined case selection criteria, we chose six API 
documents in August 2015; four documents of the web services type 
(i.e., SoundCloud, GoogleMaps, Skype, and Instagram) and two of the 
platform type (i.e., AppleWatch and Eclipse-Plugin Developer Guide). 
These cases cover different application domains (i.e., social micro-
blogging, geographical location, telecommunication, social audio, and 
software development environment). Regarding the mashup criteria, 
our four cases of web service APIs were chosen to cover a wide range 
of scores starting from 30 for Skype and ending with 2582 for 
GoogleMaps. After selecting the cases, we executed each case as 
follows: 

Data Preparation. We started this step by fetching the API 
documentation for the selected case from its online website. Then we 
read the documents and determined the web pages that had textual 
content offering conceptual software description and constraints (e.g., 
Overview, Introduction, Developer Guide, API Reference, Summary, 
etc.). Subsequently, we started processing the text on the selected web 
pages by performing manual and automatic filtering. For more details, 
please refer to our published paper [AAR16]. 

Data Collection. In this step, we cut the content of the text file resulting 
from the previous step into single sentences within our designed data 
extraction sheet (.xsl file). We completed all the fields of the data sheet 
for each sentence except for the “COIN class” field, which we did in the 
next step. Note that we maintained data storage, where we stored the 
original HTML web pages of the selected API documentations, their text 
file, and their Excel sheet. This enables later replication of our work as 
documentations get changed frequently. 
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Data analysis. We manually analyzed each sentence in the extraction 
sheet and carefully assigned it a COIN class. This classification was 
based on interpretation criteria consisting of the COIN Model with its six 
classes (i.e., Syntax, Semantic, Structure, Dynamic, Context, and 
Quality). We added a seventh class for sentences with no COIN 
instance (i.e., Not-COIN class). For example, a sentence like “A user is 
encapsulated by a read-only Person object.” was classified as 
“Structure”. On the other hand, “You can also use our Sharing Kits for 
Windows, OS X, Android or iOS applications” was classified as “Not-
COIN” as it does not express a conceptual constraint, but rather a piece 
of technical information.  

The result of this step was a very critical point towards our envisioned 
automatic COIN extraction idea. Hence, the data analysis was 
performed by two researchers. It was first performed by the author of 
this Ph.D. thesis and then repeated by the master student she 
supervised. They independently classified all sentences for each case, 
then compared their classification decisions in multiple discussion 
sessions and resolved conflicts based on consensus. Obviously, the 
case execution process consumed time and mental effort, especially in 
the data analysis step. 

Table 9 summarizes the distribution of the collected sentences among 
the cases along with the effort we spent executing them (in hours).  

Table 9 Case share of sentences and execution time 
API Document Total number of sentences Total execution efforts  (Hours)
Sound Cloud 219 7.7
GoogleMaps 473 6.5
AppleWatch 360 8.0

Eclipse Plugin 651 12.0
Skype 325 4.5

Instagram 255 4.8
Total 2283 43.5

Cross-Case Analysis (Answering RQ1: What are the types of existing 
COINs in the text of current API documentations?). After executing all 
cases, we arranged the incrementally classified sets of sentences from 
all cases (i.e., 2283 sentences) into one repository, which we call the 
ground truth dataset or the COIN Corpus, in ML terminology. We 
developed two versions of this dataset as follows: 

- Seven-COIN Corpus, where each sentence belongs to one of the
seven classes (i.e., Not-COIN, Dynamic, Semantic, Syntax,
Structure, Context, or Quality).

- Two-COIN Corpus, where each sentence belongs to one of two
classes rather than seven (i.e., COIN or Not-COIN). In fact, the
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Two-COIN Corpus is derived from the Seven-COIN Corpus by 
abstracting the six COIN classes into one class.  

In Table 10, we present the differences between the two corpora with 
example sentences. 

Table 10  Example of content in the Seven-COIN and Two-COIN Corpus 

The aim of building these two versions of the corpus was to better 
investigate the ML performance results when using the different 
versions of the ground truth dataset later in our research. We will 
explain this in more detail in the experiments subsection. 

Figure 33  COIN share in the Ground Truth  Dataset 

COIN-share in the contributed ground truth dataset. In Figure 33, we 
illustrate the distribution of sentences among the COIN classes within 
the Seven-COIN Corpus (on the left). It can be observed that the Not-
COIN class, which expresses technical constraints rather than 
conceptual ones, is dominant among the other six COIN classes (i.e., 

Sentence 
ID Sentence Seven-

COIN Class
Two-COIN 

Class

s1 You can also use our Sharing Kits for Windows, OS 
X, Android or iOS applications. Not-COIN Not-COIN

s2 When it is finished manipulating the object, it 
releases the lock. Dynamic COIN

s3 A user is encapsulated by a read-only Person object. Structure COIN

s4
A user’s presence is a collection of information about 
the users’ availability, their current activity, and their 
personal note.

Syntax COIN

s5 A dynamic notification interface lets you provide a 
more enriched notification experience for the user Semantic COIN

s6 This service is not designed to respond in real time 
to user input Context COIN

s7 Your interfaces need to display information quickly 
and facilitate fast navigation and interactions. Quality COIN
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42%). The Dynamic and Semantic classes have the second and third 
biggest shares, respectively. Remarkably, the Structure, Syntax, 
Quality, and Context shares are very low, with convergent shares 
ranging between 1% and 5%. An aggregated share for all COIN classes 
is shown in the Two-COIN Corpus (on the right of Figure 33).

COIN share in the cases. On a finer level, we investigated the state of 
the COINs in each case rather than in the whole ground truth dataset. 
We found that the content of each API document was focused on the 
Not-COIN, Dynamic and Semantic classes, similarly as in the 
aggregated findings on the complete dataset seen in Figure 33. For ex-
ample, in the case of the AppleWatch documentation, 40.8% of the 
content is for Not-COIN, 26.1% for Dynamic, and 25% for Semantic. 
Add to this that all cases had less than 10% of their content in the 
Structure, Syntax, Quality, and Context classes (e.g., Eclipse-Plugin 
gave them 8.5%).  

Observed patterns. For the dominant classes in the ground truth 
dataset, we observed in a considerable number of sentences for the 
Not-COIN, Semantic, and Dynamic classes a number of patterns in 
terms of frequently occurring terms and sentences. We envision that 
using the patterns in combination with the Bag-of-Words (BOWs) 
technique in future experiments would enhance the results of automatic 
COIN identification. For more details about these patterns, please refer 
to [AAR16] and [Abu16a]. 

Threats to Validity 

Case bias. To obtain significant results and draw generalizable 
conclusions, we included multiple cases for building the ground truth,
which plays a prominent role in our research. We literally replicated six 
API documents (i.e., SoundCloud, GoogleMaps, Skype, Instagram, 
AppleWatch, and Eclipse-Plugin Developer Guide) from two different 
types (web service APIs and platform APIs). Thus, the results are very 
likely to be representative of current API documentations. However, 
further cases with larger number of sentences and constraints are 
required to generalize the results and observe the changes over time.  

Case size bias. Due to resource limitations (i.e., time and manpower), 
we were unable to analyze the large API documents completely. 
However, we were careful with respect to selecting inclusive parts of 
these large documents. For example, out of the huge document of 
Eclipse APIs, we covered the Plugin part. 

Researcher bias. To build our ground truth dataset in a way that 
guarantees accuracy and impartiality of the results, we had two 
researchers separately replicate the manual classification of the cases’ 
sentences based on the COIN Model as interpretation criteria. In 
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multiple discussion sessions, the researchers compared their 
classification decisions and resolved conflicts based on consensus. 

Experiments: Machine Learning COIN Classification Model 

Experiments’ Design 

Goal of the experiments. This part of our research aims at answering 
the second research question RQ2, which we stated earlier in
Subsection 06.3.2. In order to do so, we needed to examine ML 
techniques to discover their potentials in supporting architects and 
analysts in automatically identifying the COINs in the text of API 
documents. 

Research method. We built a classification model and ran multiple 
experiments employing different ML text classification algorithms. This 
method enables comparing the results of the algorithms and drawing 
solid conclusions about the ML advantages in addressing the 
challenges of manual interoperability analysis. 

Evaluation method and metrics. We used k-fold cross-validation, 
which we explained in the background (Section 2.4), with k = 10. 
Regarding the evaluation metrics used for classification accuracy, we 
used the following commonly used measures [Pow11]: 

- Precision: the ratio of sentences classified correctly by the
classification algorithm to the total number of sentences it classified
either correctly or incorrectly.

- Recall: the ratio of sentences classified correctly by the
classification algorithm to the total number of sentences in the
corpus.

- F-measure: the harmonic mean of precision and recall, which is
calculated as: (2 * Precision * Recall) / (Precision + Recall).

Experiments’ protocol. Our experiments protocol included three main 
activities: feature selection, feature modeling, and evaluation of the ML 
algorithms. We illustrate this protocol in Figure 34, and describe it in 
detail below. We ran this protocol twice, once for the Seven-COIN 
Corpus and once for the Two-COIN Corpus. Also, we performed follow-up 
experiments, in which we ran the same protocol with automatic tuning for the 
parameters of the evaluated algorithms to see if we would get better results. 
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Figure 34 Process of the ML experiments 

Execution and Results 

The experiments were executed under the supervision of this Ph.D. 
author by the master student [Abu16a]. In a nutshell, the experiment 
configuration and runs were executed on Weka v3.7.112, which is a 
suite of ML algorithms written in Java with result visualization 
capabilities. The execution started with the processing of the textual 
sentences in our contributed dataset (i.e., the COIN Corpus) using 
natural language processing (NLP) techniques. The processing 
included tokenizing sentences into words, lowering cases, eliminating 
noise words (e.g., is, are, in, of, this, etc.), and stemming words into 
their root format (e.g., encapsulating and encapsulated are returned as 
encapsulate). 

Feature selection. After processing the text, we identified the most 
representative features or keywords for the COIN classes within the 
COIN Corpus using the BOW and N-Gram approaches, which we 
explained in the background section. That is, each sentence was 
represented as a collection of words. Then each single word and each 
n-combination of words in the sentence were considered as features,
where N was between 1 and 3. For example, in a sentence like “A user
is encapsulated by a read-only Person object”, the word “encapsulate”
and the combination “read-only” were considered as two of its features.
The output of this step was a set of features for the COIN Corpus.

Feature modeling (Building the ML COIN Classification Model). In 
this stage, the whole COIN Corpus was transformed into a 
mathematical model. That is, it was represented as a matrix where the 
headers contained all features extracted from the previous phase, while 
each row represented a sentence of the corpus. Then we weighted the 
matrix, with each cell [row, column] holding the weight of a feature in a 
specific sentence. For weighting, we used the Term Frequency-Inverse 
Document Frequency (TF-IDF), which is often used for text retrieval. 
The result of this was the COIN Feature Model (or the COIN 

2 Weka: http://www.cs.waikato.ac.nz/ml/weka
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Classification Model), which is a reusable asset preserving knowledge 
about conceptual interoperability constraints in API documents. 

Evaluating the COIN Classification Model (K-fold cross-
validation). We selected a number of well-known ML text classification 
algorithms (e.g., Naïve Bayes versions, Support Vector Machine, 
Random Forest Tree, K-Nearest Neighbor KNN, and others). Then, we 
put each algorithm through the cross-validation, which included two 
steps. The first step was supervised training, where the ML algorithm 
got to learn k-1 folds of our COIN Classification Model with their COIN 
classes for k rounds. The result of this training was a classifier model.
The second was is testing, where the resulting classifier got tested for 
predicting the COIN class for 1 fold for k rounds.  

Evaluation results (Answering RQ2: How effective and efficient would 
it be to use ML techniques for automating the extraction of COINs from 
the text in API documentations?). The results are as follows: 

Effectiveness of identifying COINs using ML algorithms. We report the 
effectiveness results in terms of accuracy metrics for two cases: 

- Seven-COIN Corpus Case. The evaluation results showed that the 
best accuracy in automatically identifying seven classes of 
interoperability constraints in the text was achieved by the 
ComplementNaïveBayes algorithm (see Table 11).  It achieved 
70.4% precision, 70.2% recall, and 70% F-measure. Second place 
went to the NaïveBayesMutinomialupdatable algorithm with about 
5% less accuracy than the former algorithm. For the other 
algorithms, the values for accuracy and F-measure were between 
62.8% and 59.0%. The worst results were obtained with the KNN 
algorithm. 

- Two-COIN Corpus Case. When applying the same algorithms on 
the Two-COIN Corpus, we obtained better results. In particular, 
accuracy increased by almost 11% compared to the results in the 
Seven-COIN case with the ComplementNaïveBayes algorithm. 
That is, precision increased to 81.9%, recall to 82%, and F-measure 
to 81.9%. Similar to the previous case, 
NaïveBayesMutinomialupdatable came in second and the 2-
Nearest Neighbor algorithm had the worst results (see Table 11). 

Efficiency of identifying COINs using ML algorithms. Obviously, the 
machine beats human performance in terms of the time spent for 
analyzing the text. As we mentioned earlier, analyzing the documents 
cost us about 44 working hours, while it took the machine much less 
time. (For example, training and testing the 
NaïveBayesMultinominalupdate algorithm took about 5 seconds on our 
complete corpus with 2283 sentences). This efficiency would improve 
even more when using a faster and more powerful CPU (we ran the 
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experiments on a machine with an Intel core i5 460 M CPU with 2.5 
GHZ speed).  

Table 11 COINs identification results using different ML algorithms 

ML Algorithm Seven-COIN Corpus Two-COIN Corpus
Precision Recall Precision Recall

Complement NaïveBayes 70.4% 70.2% 81.9% 82.0%
NaïveBayes 

Mutinomialupdatable 66.0% 65.1% 81.9% 82.0%

Support Vector Machine 59.3% 60.0% 75.7% 75.7%

Random Forest Tree 60.4% 56.3% 73.7% 73.9%

Simple Logistic 52.5% 54.4% 68.2% 68.4%

KNN  K=1 54.8% 45.5% 64.2% 52.3%

KNN  K=2 49.8% 36.1% 64.4% 48.7%

Follow-up Experiments with Parameter Tuning for ML Algorithms 

We further investigated the effectiveness of our COIN Classification 
Model through our follow-up experiments. In these experiments, we 
performed an optimization by tuning the parameters of the ML 
algorithms. In particular, we applied the Grid Search method because 
our dataset is relatively small. An example of the parameters that can 
be tuned is the degree d of the polynomial kernel of SVM algorithm 
[TK01]. With regards to the implementation, we used the scikit-learn 
python library [PVG+11]. 

Table 12 The results of classification after parameter tuning 

ML Classification Algorithm
Two-COIN Corpus

Precision Recall

SVM (Polynomial, d = 3) 87.0% 87.0%

SVM (Linear) 81.0% 81.0%

LogisticRegression (L2) 81.7% 82.%

LogisticRegression (SGD) 80.0% 79.0%

The results of the follow-up experiments showed no improvement for 
the classification effectiveness (i.e., accuracy) in the case of the Seven-
COIN Corpus. However, we got noticeably higher effectiveness in the 
case of the Two-COIN Corpus compared to the results reported in the 
previous section. Table 12 shows the best performing algorithms with 
their accuracy improvements achieved by performing the parameter 
tuning. As seen, the highest accuracy result (i.e., F-measure = 87%) 
was obtained from the Polynomial SVM algorithm [TK01] with kernel 
degree = 3. This result is 5% higher than the best result achieved 
without parameter tuning. The other best performing tuned algorithms 
had achieved almost the same accuracy as the best achieved without 
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parameter tuning. That is, the Linear SVM [TK01], Logistic Regression 
with L2 regularization level [Ng04], and Logistic Regression with 
Stochastic Gradient Descent (SGD) [Zha04] achieved F-measure of 
81%, 81.8%, and 79.5% respectively. 

While recall, precision, and F-measure inform us about the 
classification accuracy of the algorithms using our model, these 
measures do not take into account the true negatives [DG06]. Hence, 
we further investigated the False Positive Rate - True Positive Rate 
(FPR-TPR) curves for the different binary ML classification algorithms 
that we tuned their parameters (see Figure 35). The curve of each 
algorithm is a plot of the trade-off between the algorithm ability to 
correctly detect the COINs (i.e., TPR or recall) and the number of 
incorrect alarms for COINs (i.e., FPR). Thus, the area under curve 
(AUC) [HM82], which has a value range from 0 to 1, measures how 
each algorithm is effective in segregating the two classes (i.e., COIN 
and Not-COIN). Therefore, the larger the AUC (or the closer the curve 
to the upper left corner), the higher the algorithm's probability in 
correctly classifying the sentences. Note that, the dashed diagonal line 
in the figure represents the curve for a random classification algorithm 
that has AUC of 0.5. It is commonly used as a baseline to see if the 
other algorithms are useful. That is, an algorithm with AUC larger than 
0.5 is considered as nonrandom binary classification algorithm. Hence, 
the depicted algorithms in the figure show good classification 
effectiveness when compared to the random algorithm, which supports 
the validity of our COIN Classification Model and the robustness of our 
automation idea. 

Figure 35 The area under FPR-TPR curve for classification algorithms after parameter tuning 
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Automatic COIN Extraction Method 

The effectiveness achieved by ML COIN Classification Model in 
automatically identifying the seven COIN classes from NL text of API 
documents (e.g., 81.9% F-measure) is promising. It shows the potential 
of utilizing our model to support architects in their interoperability 
analysis tasks. We consider this accuracy high, as we compared the 
algorithms’ results with our complete sentence-by-sentence manual 
analysis for the API documents, which we performed for the sake of 
building a robust corpus. However, in practice, sentences are not 
examined in such a heavyweight way, especially when projects are 
limited in terms of available time and manpower. Hence, our model and 
its provided results are a step towards achieving a good level of 
automation intelligence for classic software engineering practices that 
are both error-prone and resource-consuming.  

The current version of our classification model cannot be used to 
identify COINs from any API document. This is due to the fact that our 
corpus is relatively small (i.e., ~3k sentences) and is built from six cases 
only (which have specific characteristics with regard to company size, 
mother language of the document writer, role of the document writer, 
maturity of the APIs, etc.). Hence, it will not be appropriate to generalize 
the features of the sentences in our small corpus to all existing 
sentences of all API documents. Thus, the main effort that we need to 
focus on in the future is to enlarge the corpus (e.g., hundreds of 
thousands sentences) covering a wider range of API documents with 
different variations of the characteristics and to update the classification 
model with further features based on the new sentences. Accordingly, 
our proposed method and its supporting tool are currently reliable in the 
context of our six cases and similar cases. 

The input to our ML-based COIN extraction method are API documents 
of good quality (e.g., up-to-date, meaningful, correct, etc.). These API 
documents include NL text that expresses conceptual interoperability 
constraints. With regard to the output, it is a list of all existing COINs in 
the API document along with their exact category. Such an output can 
be merged by providers of interoperable units in the COIN Portfolio they 
offer to third-party clients. Or the method and its output can be used 
directly by clients analyzing the API documents. 

Figure 36 COIN extraction process from an NL sentence of an API document 
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As seen in Figure 36, each NL sentence in the input API document goes 
through the following three activities in order to identify its COIN class: 

Text pre-processing. The same NLP techniques that we used during 
the development of the COIN Corpus are automatically applied to each 
NL sentence in the API document. In particular, the processing 
tokenizes the sentence into words, lowers cases, eliminates noise 
words, and stems words into their root format. 

Feature selection. The processed sentence has its most 
representative features identified automatically using the BOW and N-
Gram approaches. Thus, the sentence features are a collection of 
combinations of 1 to N of its words. 

Predict COIN class. The features of the sentence get checked by the 
best performing classifier model. According to the results seen in Table 
11, this classifier is the ComplementNaïveBayes algorithm after being 
trained on our ML COIN Classification Model (i.e., the COIN feature 
model). Then the output of this activity is the COIN class of the input 
sentence, which can be one of our predefined seven classes (i.e., Not-
COIN, Syntax, Semantics, Structure, Dynamic, Context, or Quality).  

Add-In Tool for the Chrome Web Browser 

This subsection presents the second technical contribution (i.e., a 
software tool called COINer), which we developed in the context of this 
thesis in order to facilitate our ML-based method for the automatic 
extraction of COINs from NL text in API documents (depicted in Figure 
36). It brings our ML-based method to life and makes it applicable in 
practice. It alleviates some of the challenges that architects and 
interoperability analysts face during the conceptual analysis of API 
documents. This is facilitated through its easy-to-use interfaces that 
automatically identify the conceptual interoperability constraints in the 
verbose text. Thus, the tool helps analysts understand the impact of the 
identified constraints based on their class. Hence, the tool has the 
potential to improve the effectiveness of the interoperability analysis, 
especially for inexperienced analysts.  

The COINer tool is an add-in for the Chrome web browser and embeds 
our contributed ML COIN Classification Model within the best-
performing classifier model. The tool locates the COIN instances within 
the text of its API document web page and offers their class within 
seconds. It also generates a separate report with all sentences that 
have COINs. In addition, it allows architects to edit the automatically 
determined COIN class for a sentence and send the feedback to the 
tool provider. A tool demo is available at [AN17]. 
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Tool Features and Example Results 

Below we will describe the functional features of our tool and explain 
them with example results from the SoundCloud API document case,
which we included in the multiple-case study described earlier in this 
subsection.  

F1: Highlighting COINs within the text of the API document web 
page. This feature takes natural language sentences from the API 
documents as input and highlights the sentences that have COINs. By 
hovering over the highlighted sentence, the user can see the COIN 
category (e.g., semantic, structure, etc.). The tool allows architects to 
select via computer mouse either all text in the web page of an API 
document or some text (i.e., a sentence or more). It also allows the user 
to determine which COIN types should be highlighted (i.e., all COIN 
categories or only some of them). Figure 37 shows the options for the 
highlighting functionality. Note, each sent sentence from the client side 
get processed by the server side using our implemented NLP 
techniques (e.g., tokenizing and stemming) before it is investigated by 
the classification model that responds with the COIN type.   

Figure 37 The selection options of the COINer tool for the COIN highlighting feature 

Figure 38 shows an example of a Dynamic COIN highlighted within the 
API document. Note that the highlight color differs for the different COIN 
categories (for a better look see the tool demo [AN17]).
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Figure 38 A COINer tool example for an automatically highlighted Dynamic COIN 

F2: Generating a separate COIN report. This feature takes natural 
language sentences from the API documents as input and generates a 
separate report including the found COINs and their categories. As in 
F1, the tool allows architects to select generating the report either for 
the whole text or for some of it. It also allows determining which COIN 
types are to be displayed in the report. The report can be saved as an 
electronic file and can be printed, too. Figure 39 shows an example of 
a generated COIN report for Structure COINs in the SoundCloud 
document. Note, this report paths the way towards identifying the 
conceptual mismatches between the API and the software system that 
would interoperate with it.  

Figure 39 A COINer tool example for a COIN report generated for Structure COINs 
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F3: Editing the COIN class for sentences and sending feedback.
As the highest achieved accuracy for our classifier was 81.9%, we give 
the users the possibility to update the COIN class for a sentence (using 
a drop-down list for the seven classes) for their own local report copy. 
The tool also offers the user the option to share his opinion with the tool 
providers through the “submit” button. If this button is pressed, the new 
update is saved in a special table for our later use in maintaining the 
tool’s performance and updating the COIN Corpus and the classification 
model. In addition, the users are given the option to edit their report 
copy by removing a COIN instance from the report based on their needs 
or opinions. The editing “update” and “remove” buttons are shown on
the right side of Figure 39 too. Also, the tool allows the user to reset the 
generated report to its original state through the “reset” button.  The 
“submit” and “reset” buttons are shown at the bottom of Figure 39. 

Tool Implementation 

As mentioned earlier, the tool and its evaluation study were completely 
designed by the author of this Ph.D. thesis and its implementation was 
performed under her supervision by a master student. Below, we offer 
a brief overview of the implementation, but for a closer look at the 
details, challenges, and empirical evaluation study of the tool, please 
refer to this master thesis [Nai17].

Development technology. The COINer tool was developed mainly 
using the Python and Java programming languages. It is implemented 
as an add-in for the Chrome web browser. The tool encapsulates our 
contributed COIN Classification Model and mirrors its efficiency and 
accuracy described earlier in this subsection. 

Architectural overview. The COINer tool has a client-server 
architecture, in which the server side has the greater workload of the 
tool. That is, the server takes care of processing and classifying the text 
sent from the client, while the client side takes care of sending the user 
requests to the server and representing the received output. 

Extraction process. The client sends the text to be classified to the 
server, which starts pre-processing it using the NLP techniques. Then 
the server sends sentence by sentence to the classifier model, which 
was built using Java. The classifier responds with the COIN class for 
each sentence. The server aggregates the sentences with their classes 
and sends them back to the client, who represents them to the user.  

Summary 

In this subsection, we described our multiple-case study and the 
experiments we used to investigate the potential of using ML 
techniques for automatically extracting COINs from NL text of API 
documents. Based on the promising results, we proposed our ML-
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based COIN extraction method, which is the second part of the 
proactive preparation component of our framework. This method can 
serve either the providers or the clients of black-box software units, as 
it helps to locate the conceptual constraints in the overwhelming 
amount of text. We support our automatic method with a software tool 
that we implemented as an add-in for the Chrome web browser. 

6.3.3 Guidelines for Improving API Documentations 

In the previous subsection, we presented the second extraction method 
(for natural language text in API documents) in our preparation 
component of the COINA Framework. In this subsection, we will present 
our guidelines for improving API documentation with respect to its value 
for conceptual interoperability analysis.  

We propose the guidelines based on our observations and the user 
experience we got from our multiple-case study, where we analyzed six 
API documents in detail (see Subsection 06.3.2).  That is, our 
observations on the six cases indicated that improvements are needed 
for two aspects of the API documents, namely presentation and 
content. In Chapter 7, we will present evaluation studies for our 
guidelines (i.e., a survey with practitioners and an initial controlled 
experiment). 

A widely adopted strategy for interoperability analysis performed by 
software clients is to read externally shared Application Programming 
Interface (API) documentation for the software system of interest in 
order to find its constraints [RB10]. Hence, we propose guidelines that 
aim at increasing the usability and usefulness of the API documentation 
from the point of view of the architects or analysts who are responsible 
for performing the conceptual interoperability analysis. Providers of API 
documents can benefit from these guidelines to increase the value and 
competitiveness of their interoperable systems.  

Next, we will describe our observations on the current API documents 
and then present our guidelines for improvement.

Observations from the Six Cases of API Documentation 

Technical-oriented API documentations. The Not-COIN class 
accounted for 42% of the total sentences in the investigated parts of the 
API documents that were supposed to be conceptual (i.e., overview and 
introduction sections). A noteworthy example is the GoogleMaps case, 
which took it to an extreme level of focus on the technical information 
(i.e., 63% of its content was in the Not-COIN class, 11.2% in the 
Dynamic class, 13.1% in the Semantic class, and the rest was shared 
by the other classes). Accordingly, it is important to raise a flag about
the lack of sufficient information about the conceptual aspects of 
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interoperable software units or APIs (e.g., usage context, terminology 
definitions, quality attributes, etc.). This obviously has a direct influence 
on the effectiveness of architects and analysts regarding activities 
related to conceptual interoperability analysis. 

Blended presence of Dynamic and Semantic constraints. Our study 
findings reveal that the Dynamic and Semantic COIN classes have 
considerable shares in the current API documents (i.e., 25% and 24% 
of the dataset, respectively). This reflects a favorable awareness of the 
importance of proper and explicit documenting of the API semantics 
(e.g., data meaning, service goal, conceptual input and output, etc.) and 
dynamics (e.g., interaction protocol, flow of data, pre- and post- 
conditions, etc.). Nevertheless, based on the tedious work we went 
through to perform our manual analysis for the six cases, we believe 
that it would be of great help for architects and analysts to have clear 
borders between these two classes of constraints within the verbose 
text. For example, it would be easier to skim the text if the API goal were 
separated from its interaction protocol rather than blending it into long 
paragraphs. This would offer architects and analysts a better 
experience and would consequently enhance their analysis results. 

COIN deficiency in platform and web service API documents. Our 
findings from the six investigated cases revealed a convention on 
assigning insignificant shares for the Structure, Syntax, Quality, and 
Context COIN classes. Interestingly, the cases varied with regard to 
what they chose to slightly cover out of these four classes. On the one 
hand, the cases of the web service APIs were the main contributors to 
the Context, Quality, and Syntax classes in the ground truth dataset. 
That is, the documents from GoogleMaps, SoundCloud, Skype, and 
Instagram provided 82.5% of the Syntax COINs, 70.4% of the Quality 
COINs, and 92% of the Context COINs. Such a contribution cannot be 
related to the nature of web service APIs, as platform APIs also need 
to share these COINs explicitly. For example, it is critical for a 
FarmerWatch application to know the response time offered by the 
Notification service of AppleWatch APIs. 

On the other hand, the platform API documents accounted for 56.1% of 
the Structure COINs in the ground truth dataset, while the web service 
API documents accounted for 43.9%. Note that this is not related to the 
larger number of sentences that these two documents contributed to 
the dataset, but is rather due to the internal case share of Structure 
COINs. On average, the platform API documents allocated about 6% of 
their content to structural constraints, while the web service API 
documents allocated about 3.6% to these constraints. 

Content Guidelines for Improving the API Documentation 

This set of guidelines aims at improving the information provided about 
the conceptual interoperability constraints of the interoperable software 
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unit. This, in turn, will help the users of the documents perform 
comprehensive and effective conceptual interoperability analysis. Our 
content guidelines are as follows:   

CG1: Provide a view for the high-level architecture of the
software unit. The goal of this guideline is to provide an
overview of the entire system and its components. This can be
implemented by offering an architecture diagram depicting the
structures, layers, distribution, encapsulation, etc.

CG2: Provide a conceptual view for complex input and
output. The goal of this guideline is to make it easier to
understand the structure of complex data exchanged between
software units. It is very important for the reader to know such
information without forcing him to start reading technical code
examples and information about data formats. This can be
implemented via basic data model diagrams (e.g., an ER
diagram showing entities and relations).

CG3: Provide a conceptual view of data flow and control
flow. The goal of this guideline is to make it easy for the
document reader to recognize the dynamic behavior of the
interoperable software unit. That is, the data and control flow
should be abstracted into conceptual information before
overwhelming the reader with code examples and error codes.
This can be implemented by offering a simple sequence
diagram or flowcharts.

CG4: Explicitly specify the interaction properties. The goal
of this guideline is to enrich the API documents with direct
information about the interaction properties (e.g., stateless or
stateful, synchronous or asynchronous, etc.). This can be
implemented by explicitly stating such information in a way that
allows it to be easily located while scanning the page. Avoid
burying it into verbose text or code examples.

CG5: Explicitly specify the runtime qualities. The goal of
this guideline is to enrich the API documents with the quality
information that affects the interoperation between software
units (e.g., availability, response time, security, etc.). Such
information may be a critical directive for clients in making
integration decisions. Hence, this information needs to be
clearly specified for each offered service and should be easy to
find in the document without the need to read it line by line.

CG6: Explicitly specify the main usage scenario first, then
point out special or exceptional cases. The goal of this
guideline is to avoid confusing the reader as to what fits his
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interoperation needs. This means that the context of using a 
specific service should be clearly stated and distinguished from 
its subservices and exception handling details. To implement 
this, avoid blending context information into textual paragraphs 
(e.g., Android vs. desktop users) and offer simplified use case 
diagrams or usage scenarios. 

CG7: Explicitly define special terminologies. The goal of
this guideline is to ensure correct mutual understanding of the
terminology used in the API documents. This applies to both
invented terms and domain-specific ones. This can be
implemented by describing such terms clearly and early in the
document prior to using them (e.g., glossaries).

CG8: Explicitly specify the expected output of offered
services. The goal of this guideline is to inform the reader
directly and explicitly about the nature of the service output. For
example, the output could be a returned data item with a
specific structure and format, a behavioral action with no
returned data, a confirmation message, or a mix of these. Thus,
this guideline can be implemented by organizing the
information of a service in an obvious way rather than
embedding it into code examples or overwhelming text.

CG9: Explicitly specify measurement systems. The goal of
this guideline is to ensure an agreed-on system for describing
the data (e.g., data units, scale ratio, ordering styles, etc.). For
example, if the input or output of an offered functionality is a
sorted group of values, specify its sorting criteria and ordering
style explicitly (e.g., dates in a transaction log have a
descendant or ascendant order).

Presentation Guidelines for Improving the API Documentation 

This set of guidelines aims at improving the way information about 
conceptual interoperability constraints is displayed and presented in the 
API documents. This, in turn, will help the readers perform efficient and 
effective conceptual interoperability analysis. Our presentation 
guidelines are as follows:   

PG1: Create a clear border between conceptual and
technical information. The goal of this guideline is to satisfy
readers with different needs and analysis perspectives. For
example, conceptual information is the main target for
architects and conceptual interoperability analysts, while
technical information is of high importance for developers and
integration implementers. This separation of information saves
the reader time in locating the needed information. This
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guideline can be achieved by creating different views or distinct 
sections for the offered information in the API document.

PG2: Provide a graphical presentation of conceptual
information whenever possible. The goal of this guideline is
to minimize the amount of overwhelming text, which can be
simplified through graphical diagrams. For example, interaction
protocols are easier to read and remember using
representative diagrams compared to hard-to-trace text.

PG3: Provide a consistent description of the conceptual
constraints for all offered data or services. The goal of this
guideline is to help the reader learn the API document faster
and easier. For example, specifying the COINs for different
services in equal amounts and formats allows the user to know
what to expect and where to find needed information.

PG4: Structure the conceptual information according to
importance. The goal of this guideline is to avoid distracting
the reader and to keep him focused on high-priority information.
This can be implemented by describing the conceptual
constraints and clearly distinguishing them from optional
recommendations.

PG5: Specify the conceptual constraints precisely. The
goal of this guideline is to avoid confusing the reader about the
meaning or criticality of sentences. This includes using the
correct words (e.g., must vs. should) and keeping the
sentences simple (e.g., not specifying two constraints in one
long sentence).

Summary 

In this subsection, we described our observations on the six cases of 
API documents we studied with regard to their limitations in supporting 
conceptual interoperability analysis. These observations inspired us to 
propose improvement guidelines for the API documents regarding both 
their content and presentation aspects. These guidelines are part of the 
proactive preparation component of our framework. They serve the 
providers of black-box software units in producing useful and usable 
API documents from the point of view of conceptual interoperability 
analysts. These guidelines will be evaluated in Chapter 7. 
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6.4 Approach for the Systematic Detection of Conceptual 
Mismatches

In Section 6.3, we described the first component of our COINA 
Framework, which supports proactive preparation for interoperable 
software units. In this section, we present the second component of our
framework, which is a systematic approach for detecting conceptual 
mismatches between software units. Remember that we have provided 
an overview of the method (i.e., input, output, and process) and the 
context (i.e., who, when, and how) in Subsections 6.2.1 and 6.2.2
respectively. 

The foremost goal of this approach is to support third-party clients of 
interoperable software units in detecting conceptual mismatches 
between the software units intended to interoperate. 

As we described earlier in Subsection 6.2.1, the input to our systematic 
mismatch detection approach is a COIN Portfolio for each 
interoperating system. However, if these portfolios are not prepared 
proactively, our approach provides detailed guidance on how to prepare 
the input. In this case, the expected input is the available software 
documentation. Such input is different for in-house software units (i.e., 
SRS, UML diagrams, and API documentation) and external software 
units (i.e., API documentation only). With regard to the output, this is, 
as we also mentioned earlier, the list of conceptual mismatches 
between the two interoperating software units. 

In Figure 40, we give an overview of the manual systematic approach 
with its two main activities. These activities are the COIN Extraction for 
the two software units intended to interoperate into COIN Portfolios (if 
they are not already prepared); and the Mapping of the Portfolios, which 
results in the list of mismatches between the two units. The figure also 
shows that we support the first activity with a documentation template 
for the extracted COINs (which we described earlier in Section 5.4), a
COIN Cheat Sheet, and guidelines. The second activity is supported 
with a documentation template for detected mismatches, a Mismatches 
Cheat Sheet, and guidelines. We define the supporting cheat sheets as 
follows: 

Definition 10 – COINA Cheat Sheets

These are reference tools that help conceptual interoperability analysts 
to accomplish their tasks manually. They provide brief descriptions of 
concepts (i.e., types of COINs and mismatches) with simple examples 
and guidelines. 

In Subsection 6.4.1 and Subsection 6.4.2, we will explain these 
supporting materials within their related activities in detail. 
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Figure 40 Process overview of the systematic approach for detecting conceptual mismatches 

6.4.1 Perspective-based Extraction of COINs 

In this subsection, we will describe how third-party clients can manually 
and systematically identify the COINs for two software units.

The goal of this perspective-based, systematic method is to support 
third-party clients in manually identifying the COINs for the software 
units intended to interoperate if COIN Portfolios have not been prepared 
proactively. As described earlier in Subsection 3.2.2, extracting such 
information manually is a challenge, especially for inexperienced 
analysts. By offering detailed guidance, we pave the way towards 
effectively detecting conceptual mismatches.  

The key contribution of our method is an increase in the effectiveness 
of manual extraction of COINs. This is facilitated through our 
contributed COIN Portfolio Template, “COIN Cheat Sheets”, and 
guidelines, which direct the analysts in performing perspective-based 
analysis for interoperable software units. 

Next, we will describe the COIN Cheat Sheets, which are the basis for 
our method. Then we will describe the guidelines for manual application 
of our perspective-based method. 

COIN Cheat Sheets 

The COIN Cheat Sheets are a derivation of the perspective-based 
reading (PBR) technique [SRB00]. The PBR has been proven to have 
better effectiveness results when used for defect inspection in software 
requirements documents, software code, or UML diagrams [BGL+96,
LA99, LASEE00, LD00]. Uniquely, our approach uses PBR for the 
purpose of conceptual interoperability analysis.  

Method goal

Contribution
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Our COIN Cheat Sheets provide guidance for extracting the different 
types of COINs and their categories from the system, data, and service 
perspectives, along with directions on their locations. An example of a 
record in the table of our COIN Cheat Sheet for UML diagrams looks 
like this: 

Table 13 Example of a record in the COIN Cheat Sheet for UML diagrams 

Perspect
ive

COIN 
Category COIN Type Description Where to find (probably)?

Service Dynamic
(IP) 
Interaction 
property

State(ful/less), 
(a)synchronou
s, etc.

In the type of messages in 
sequence diagrams (i.e., a 
synchronous message is 
denoted by a solid arrowhead 

; an asynchronous 
message by a line arrowhead

).

This record guides the user in finding the interaction property constraint 
(i.e., synchronicity) for a service or method in the UML diagram.  

Although this thesis strongly focuses on the architecture and low-level 
design documents as the in-house input for conceptual interoperability 
constraints, it also considers the software requirements specification 
SRS (see background Section 2.2) as input for COINs in integration 
projects. Hence, we developed cheat sheets to help extract the COINs 
from different software documents (i.e., SRS, UML diagram, and API 
documents). For the full version of the COIN Cheat Sheets, 
see Appendix E. 

Guidelines for Applying the Perspective-based Extraction Method 

Here we state our guidelines associated with using the COIN Cheat 
Sheet for manually extracting the COINs for the first software unit: 

– Read the in-house architecture documentation of your software unit
(e.g., UML diagrams of the Smart Farm) and read the integration
requirements stated in the SRS (e.g., need for a smart machine
that offers RemoteSteering functionality in the field).

– Abstract your software system and build its input/output model.

o Overall system, e.g., Smart Farm

o Input, e.g., steering directions

o Interoperable functionality required, e.g., RemoteSteering

o Output, e.g., machine moving and confirmation message

– Read the COIN Cheat Sheets and learn about the different
categories and types of COINs.

Activity 1
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– Search for the COINs related to the elements of the abstraction that
you have built.

– Use the hints provided in the Cheat Sheets to direct your search.

– If you find a COIN instance, record it in the documentation template
“COIN Portfolio Template”.

Similarly, we provide guidelines associated with using the COIN Cheat 
Sheet for extracting the COINs manually for the second software unit: 

– Read the available documentation of the external software unit
(e.g., smart tractor API documentation)

– Abstract the unit into its input-output model.

o Overall system, e.g., smart tractor

o Input, e.g., steering directions

o Interoperable functionality offered, e.g., RemoteSteering

o Output, e.g., movement and confirmation

– Read the COIN Cheat Sheets and learn about the different
categories and types of COINs.

– Search for the COINs related to the elements of the abstraction that
you have built.

– Use the hints provided in the Cheat Sheets to direct your search.

– If you find a COIN instance, record it in the documentation template
“COIN Portfolio Template”.

In Table 14, we show an example of a COIN Portfolio created using our 
perspective-based extraction method for the smart farm system. Table 
15 shows another portfolio created for the smart tractor system. 

Table 14 Example of a snippet of a COIN Portfolio for the Smart Farm System 

Interoperable
element

COIN Sheet
ID Category Type Value

Qualitative Quantitative

Overall system C1  Context Intended user Users with experience in 
smart technology

Function 
RemoteSteering

C2  Quality Function quality Response time <= 
2 ms

Function GetLog C3  Semantic Function output List of last week’s activities 
only

Data Location C4  Syntax Definition
Location is a position on the 
farm field that is measured 
via GPS coordinates

 … …  …  …  …  …

Activity 2
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Table 15 Example of a snippet of a COIN Portfolio for the Smart Tractor System 

Interoperable
element

COIN Sheet
ID Category Type Value

Qualitative Quantitative

Function 
RemoteSteering

C1  Quality Function 
quality 

Response time 
between 
3 <=  and <= 5 ms

Function GetLog C2  Semantic Function 
output 

All tractor activities for its 
lifetime

Function GetLog C3  Dynamic Synchronicity Synchronous

Overall system C4  Context Intended user Are in the age group 
between 20 and 60 years

 … …  …  …  …  …

6.4.2 Checklist-based, Algorithmic Mapping of Portfolios 

In this subsection, we will describe how to systematically compare two 
COIN Portfolios in order to detect the different conceptual mismatches 
between their software units. 

The goal of this checklist-based, algorithmic method is to support third-
party clients in manually detecting the conceptual mismatches between 
the software units intended to interoperate. Manual detection of the 
different types of such mismatches and understanding of their impact is 
a challenge, especially for inexperienced analysts. By offering detailed 
guidance, we support effective detection of conceptual mismatches.  

The key contribution of our method is an increase in the effectiveness 
of the manual mapping of COIN Portfolios. This is facilitated through 
our contributed mapping algorithm, the “Mismatches Cheat Sheet”, the 
Mismatches List Template, and guidelines. These direct the analysts in 
performing checklist-based analysis of the portfolios of interoperable 
software units. 

Next, we will describe the mapping algorithm, the Mismatches Cheat 
Sheet, and the Mismatches Template, which are the basis for our 
method. Then we will describe the guidelines for manual application of 
our systematic checklist-based method. 

Mapping Algorithm 

Our mapping algorithm defines the process for comparing two lists of 
conceptual constraints (or COIN Portfolios) for two software units, in 
order to find the conceptual mismatches between them. The algorithm 
is as follows: 

Method goal

Contribution
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Algorithm (Mapping COIN Portfolios)

Input: COIN Portfolio of Sx (CPx), COIN Portfolio of Sy (CPy)

Process:

1 mismatchesList ←

2 mismatch ← nil

3 c1.hasCorrespondent ← false

4 c2.hasCorrespondent ← false

5 For each c1 {CPx..coins}

6 For each c2 {CPy..coins}

7 If (c1.element.= c2.element)

8 c1.hasCorrespondent ← true

9 c2.hasCorrespondent ← true

10 If ((c1.category = c2.category) (c1.type = c2.type)

(c1.value ≠ c2.value))

11 mismatch ← (c1.element, "direct mismatch", c1, c2)

12 mismatchesList ← {mismatchesList mismatch}

13 End IF

14 If (((c1.category ≠ c2.category) | (c1.type ≠ c2.type))

(c1.value.influence(c2.value) = true))

15 mismatch ← (c1.element, "indirect mismatch", c1, c2)

16 mismatchesList ← {mismatchesList mismatch}

17 End IF

18 End IF

19 End For

20 End For

21 For each c1 {CPx..coins}

22 If (c1.hasCorrespondent.= false)

23 mismatch ← (c1.element, "potential mismatch", c1)

24 mismatchesList ← {mismatchesList mismatch}

25 End If

26 For each c2 {CPy..coins}

27 If (c2.hasCorrespondent.= false)
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28 mismatch ← (c2.element, "potential mismatch", c2)

29 mismatchesList ← {mismatchesList mismatch}

30 End If

10 End For

Output: mismatchesList

In this dissertation, we focus on supporting the application of this 
algorithm manually through our cheat sheet and guidelines. However, 
it is also possible to run it automatically, but only if the input COIN 
Portfolios are formalized. Although such formalization can open the 
door for automation benefits, it cannot be complete and its associated 
effort is not trivial. That is, the formalization task for portfolios is time-
consuming and requires experience in using formal-based specification 
languages. In addition, formalizing a COIN Portfolio can be done 
partially for COINs with quantitative values only. For example, a Quality 
COIN capturing that the response time for S1 should be within 5 
seconds can be formalized, but it is not possible to formalize a Semantic 
COIN that specifies the goal of adding a RemoteSteering functionality 
for boosting the performance of farmers in the field.  

Despite the fact that the potential of formalization is not within the scope 
of this dissertation, we show in the following a trivial example of how it 
would look like to map two formalized COINs. In our example, we built 
a trivial modeling language for the COINs based on the architectural 
meta-model of the Flexible Modeling Framework (FMF), which is similar 
to modeling frameworks found in model-driven language workbenches 
[Fow05]. Then we created COIN instances using the language syntax. 
Figure 41 illustrates how two COINs for two units S1 and S2 are directly 
contradictory and can be detected automatically using our algorithm.  

Figure 41 Example of a formal modeling language and two COIN instances 

Example of 
mapping 
automation 
based on 
COIN
formalization
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Mismatches Cheat Sheet 

The Mismatches Cheat Sheet is a derivation of the checklist-based
reading (CBR) technique [SMKI02], which is typically used for 
inspecting and testing purposes. The CBR has been proven to have 
better effectiveness results when used for defect inspection in software 
code and UML diagrams [LEEH01], [SMKI02]. Uniquely, our approach 
uses CBR for the purpose of conceptual interoperability analysis.  

In our Mismatches Cheat Sheet, we provide guidance for extracting 
different types of conceptual mismatches based on the COINs causing 
them, along with examples. That is, this sheet uniquely directs the 
identification of mismatches according to the relationships between the 
COINs in the two portfolios. Table 16 shows one record of our 
Mismatches Cheat Sheet. 

Table 16 Example of a record in the Mismatches Cheat Sheet 

Mismatch Type How to find? Causing COINs Examples

Direct

COINs of similar 
category and 
type with 
explicitly 
contradictory 
values for 
corresponding 
elements.

All types of COINs 
can be the cause 
of direct 
mismatches.

S1 has a “size of lists” constraint that
the returned object has a maximum
capacity of 100 items.

S2 has a “size of lists” constraint that
the maximum size of the lists used
in the system is 50 items.

This leads to a “direct mismatch“ on the 
structure level.

The record depicted above guides the user in finding direct mismatches 
between two COINs from two software units over a structural constraint 
(i.e., the size of the list) for a data object. For the full version of the 
Mismatches Cheat Sheet, see Appendix F. 

Guidelines for Applying the Checklist-based Mapping Method 

Here we state our guidelines associated with using the COIN Cheat 
Sheet for manually extracting the COINs for the first software unit: 

– Read the Mismatches Cheat Sheet and learn about the different
categories of conceptual mismatches and the COIN types typically
causing them.

– Compare the COINs in the portfolios of the two software units
intended to interoperate in two main steps as follows:

o Step1: Compare each COINx in the portfolio of the first software
unit S1 with each COINy in the portfolio of the other unit S2.

If COINx and COINy are about a correspondent
interoperable element (e.g., both are about the same
function) of the same category and type, and if they
contradict each other, document a direct mismatch in the

Activity 3
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“Mismatches List Template”. Mark the two COINs with a sign 
(e.g., ) to denote that they have been checked.  

If COINx and COINy are about a correspondent
interoperable element, but of a different category or type,
and if they influence each other, document an indirect
mismatch in the “Mismatches List Template”. Mark the two
COINs with a sign (e.g., ) to denote that they have been
checked.

If COINx and COINy are not contradicting or influencing each
other, move to the next COIN in the portfolio of S1 (if not
finished) and compare it with each COIN in the portfolio of
S2.

o Step2: For each unmarked COINz in both portfolios of S1 and
S2, check if it introduces a potential mismatch (either
consensus or adherence).

If COINz introduces a potential mismatch by requiring
work in order to be satisfied, document an adherence
mismatch in the “Mismatches List Template”. Mark the
COIN with a sign (e.g., ) to denote that it has been
checked.

If COINz introduces a potential mismatch by requiring
conceptual agreement only, document a consensus
mismatch in the “Mismatches List Template”. Mark the
COIN with a sign (e.g., ) to denote that it has been
checked.

If COINz does not introduce a potential mismatch, move
to the next unmarked COIN until both portfolios are
completely checked.

An example of the detected conceptual mismatches between the COIN 
Portfolios of the smart farm and the smart tractor (see Table 14 and 
Table 15) using our checklist-based method is depicted in Table 17. 

Table 17 Example of a snippet of the Mismatches List for the Smart Farm and the Smart Tractor 

Interoperable
element

Mismatch Reference COINs 
ID Category Type Description COIN ID 

from S1 
COIN ID 
from S2 

Overall system M3 
Potential 

consensus Context 
S1 and S2 have different (not 
necessarily contradictory) user 
characteristics 

C1 C4 

Function 
RemoteSteering 

M1 Direct Quality 
S1 and S2  contradict over the 
quality of the  RemoteSteering 
function  

C2 C1 

Function GetLog M2 Direct Semantic 
S1 and S2 contradict over  the 
output of the GetLog function 

C3 C2 
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Data Location M4 
Potential 

consensus Syntax 
S1 has a definition that, if 
misunderstood, might lead to a 
mismatch  

C4 - 

Function GetLog M5 
Potential 

adherence Dynamic S2 has synchronous communication 
style and S1 has to satisfy it - C3 

… … … … … … … 

6.5 Summary 

In this chapter, we presented our methodical and technical contributions 
within the Conceptual Interoperability Analysis Framework (COINA). 
Our framework is based on the model of conceptual constraints 
introduced in Chapter 0, which extends and refines the existing models 
of reuse and interoperability. The overall goal of COINA is to support 
software architects and analysts in performing effective and efficient 
conceptual interoperability analysis. 

The framework has two supporting components: the first component 
tells providers to proactively share the conceptual interoperability 
constraints about the software units offered by them, while the second 
component guides clients interested in systematically analyzing the 
conceptual interoperability between their own software units and 
external ones. In this regard, we contributed methods to help providers 
extract the COINs from in-house architectural documents (using 
templates and supported by an add-in tool for the Enterprise Architect 
tool) and from shared API documents (using machine learning and 
supported by an add-in tool for the Chrome web browser). Furthermore, 
we supported clients with methods for comparing the list of COINs for 
two software units and detecting their conceptual mismatches (using 
perspective-based and checklist-based methods supported by cheat 
sheets and standard documentation templates).  
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7 Evaluation 

7.1 Introduction 

In this chapter, we will describe the empirical evaluation studies and 
their results.  

In Section 7.2, we start by stating our evaluation objectives and
the derived hypotheses.

In Section 7.3, we will describe our multi-run controlled
experiment, which we conducted to show the effect of using our
systematic conceptual interoperability analysis approach on
the produced analysis results.

In Section 7.4, we will describe a survey and an initial controlled
experiment, which we used to show the perceived value of our
guidelines and the actual effect on the results of conceptual
interoperability analysis.

In Section 7.5, we will describe the comprehensiveness results
of our COIN Model from the collected data of our multiple-case
study described in Subsection 6.3.2.

In Section 7.6, we will summarize the presented evaluation
studies and their findings.

7.2 Objectives and Hypotheses 

For each of our proposed solution ideas, we expect to have some 
practical improvements or benefits, which we translated into a number 
of scientific hypotheses. From the theoretical perspective, we have 
hypotheses about our conceptual foundation idea (i.e., S.I1: the COIN 
Model) regarding its validity and comprehensiveness as follows:   

Hypotheses regarding the COIN Model

H1: The model of conceptual interoperability constraints is valid in 
defining the relationships among types of constraints, interoperable 
elements, types of software units, and the type of relevant conceptual 
mismatches.

H2: The model of conceptual interoperability constraints is 
comprehensive in covering the different types of conceptual 
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interoperability constraints that can restrict the interoperation of 
software units.

From the engineering perspective, we have different hypotheses about 
the first methodical idea of the COINA Framework (i.e., S.I2.1: 
Proactive preparation method) with respect to its effectiveness, 
efficiency, and acceptance. As stated below, these improvements are 
from the point of view of providers of interoperable software units (H3 to 
H5) as well as third-party clients (H6 to H8).   

Hypotheses regarding the COINA Framework – Proactive 
Preparation

H3: Using the COINA extraction method increases the effectiveness
of architects in extracting and sharing the relevant conceptual 
interoperability constraints of their software units when compared to ad-
hoc approaches.

H4: Using the COINA extraction method increases the efficiency of 
architects in extracting and sharing the relevant conceptual 
interoperability constraints of their software units when compared to ad-
hoc approaches.

H5: Using the COINA extraction method as proposed is accepted by 
architects for extracting and sharing the relevant conceptual 
interoperability constraints of their software units.

H6: Implementing the COINA guidelines for improving documentation 
increases the effectiveness of third-party client architects in 
identifying the conceptual interoperability constraints of external 
software units when compared to not applying them.

H7: Implementing the COINA guidelines for improving documentation 
increases the efficiency of third-party client architects in identifying 
the conceptual interoperability constraints of external software units 
when compared to not applying them.

H8: Implementing the COINA guidelines for improving documentation is 
accepted by third-party client architects as valuable for identifying the 
conceptual interoperability constraints of external software units.

From another engineering perspective, we have hypotheses about the 
second part of our methodological idea (i.e., S.I2.2: Systematic 
detection of conceptual mismatches) with respect to its improvement 
effects on effectiveness, efficiency, and acceptance. The hypothesized 
improvements are from the point of view of third-party clients who are 
responsible for identifying mismatches between software units.   
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Hypotheses regarding the COINA Framework – Systematic 
Analysis

H9: Using the COINA systematic analysis increases the effectiveness
of third-party client architects in identifying the conceptual constraints 
(from structured and unstructured documents) and the mismatches of 
two software units when compared to ad-hoc analysis approaches.

H10: Using the COINA systematic analysis increases the efficiency of 
third-party client architects in identifying the conceptual constraints 
(from structured and unstructured documents) and the mismatches of 
two software units when compared to ad-hoc analysis approaches.

H11: Using the COINA systematic analysis as proposed is accepted by 
third-party client architects for identifying the conceptual constraints 
and mismatches of two software units.

Overall, we also have hypotheses for applying the COINA Framework 
in general. Validating these hypotheses is beyond the scope of our 
thesis work as this would require further activities that take place after 
the analysis task.  

H12: Using the COINA Framework increases the effectiveness of 
third-party client architects in designing the resolution for conceptual 
mismatches compared to results from ad-hoc analysis approaches.

H13: Using the COINA Framework increases the efficiency of third-
party client architects in designing the resolution of conceptual 
mismatches compared to results from ad-hoc analysis approaches.

In Figure 42, we summarize our hypotheses regarding each main 
contribution. The shaded hypotheses are the ones we evaluated within 
our thesis work. In particular, we evaluated: 

– H2 through our multiple-case study (Section 07.5);

– H6, H7, and H8 through a survey and an initial controlled experiment
(Section 7.4);

– H9, H10, and H11 through a multi-run controlled experiment
(Section 7.3).

In the following figure, the unshaded hypotheses represent those that 
were not evaluated and have been left for future work and studies.  
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Figure 42 Hypotheses for the contributions 

7.3 Multi-Run Controlled Experiment 

In this section, we will present a multi-run controlled experiment for 
evaluating the effectiveness (H9), efficiency (H10), and acceptance (H11)
of our systematic analysis approach. Thus, we will describe the study 
goal and research question, the experimental context and setup, the 
analysis of the experiment results, a cross-run discussion, and the 
threats to validity. 

7.3.1 Objectives and Research Questions 

The main goal of this study, formulated by means of the GQM goal 
template, was to analyze the systematic conceptual interoperability 
analysis approach for the purpose of evaluation with a focus on
effectiveness, efficiency, and acceptance from the perspective of
software architects and analysts in the context of a controlled 
experiment with students. That is, we wanted to know if our proposed 
analysis approach allows performing a more effective and efficient 
conceptual interoperability analysis compared to ad-hoc interoperability 
analysis. Also, we wanted to know if our approach is accepted in 
practice. In line with the goal, our research questions were as follows: 

RQ9 (Effectiveness): Does adopting the systematic conceptual 
interoperability analysis approach of COINA enable software architects 
to analyze interoperable software units and identify their conceptual 
constraints and mismatches more effectively compared to performing 
an ad-hoc analysis? 

RQ10 (Efficiency): Does adopting the systematic conceptual 
interoperability analysis approach of COINA enable software architects 
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to analyze interoperable software units and identify their conceptual 
constraints and mismatches more efficiently compared to performing an 
ad-hoc analysis?

RQ11 (Acceptance): Do practitioners perceive the systematic 
conceptual interoperability analysis approach of COINA as useful and 
easy to use when they follow it to analyze interoperating software units? 

7.3.2 Experimental Context 

The experiment was conducted in two runs (Run I and Run II). Run I 
was performed in a practical course entitled “Team-based Software 
Development” for master students at the University of Kaiserslautern,
Germany (TU KL). The practical course was co-supervised together 
with the Fraunhofer Institute for Experimental Software Engineering 
IESE in the winter semester 2015/2016. Run II was performed in the 
German-language “Grundlagen des Software Engineering (GSE)” 
course for bachelor and master students at TU KL. The GSE course 
was supervised by Prof. Dieter Rombach in the winter semester 
2015/2016.  

7.3.3 Experimental Setup 

To explain the setup of the experiment, we will first define the study 
variables and formulate our statistical hypotheses. Then we will provide 
more information about the participants, the experimental design, the 
procedures, tasks, and the materials to be provided. 

Study variables. The main concept behind performing experiments is 
to examine some variables (dependent variables) while manipulating 
some other variables (independent variables). For the experiment we 
designed, we defined these variables as follows: 

Dependent variables: effectiveness and efficiency for the conceptual 
interoperability analysis results, and the participants’ acceptance of the 
approach. 

Independent variables: the approaches applied for the conceptual 
interoperability analysis. 

It is important to mention that we distinguish between: (1) full COINA
support provided for the systematic analysis approach (where both the 
COIN extraction and the mapping is supported by cheat sheets); and 
(2) half COINA support provided for the systematic analysis approach 
(where only the COIN extraction is supported by cheat sheets). Hence, 
our independent variables are called “full COINA”, “half COINA”, and 
ad-hoc approach. 

Statistical hypotheses. In this experiment, we intended to answer the 
previously stated research questions from Subsection 7.3.1, namely 
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RQ9, RQ10, and RQ11. In order to do this, we derived the statistic null 
hypotheses (H0) and the corresponding alternative hypotheses (H1)
from the stated research questions. Note that the arithmetic mean of 
effectiveness and efficiency, and the median of acceptance of the full 
COINA approach are denoted by μc. Meanwhile, μb denotes the mean 
of effectiveness and efficiency of the half COINA approach and μa
denotes the effectiveness and efficiency of the ad-hoc analysis 
approach. In Table 18, we describe the hypotheses related to each 
research question of this controlled experiment.   

Table 18 Hypotheses of the Multi-run Controlled Experiment 
Research 
Question Hypothesis Quantified 

Hypothesis 

RQ9: 
Effectiveness

H9.1: Full COINA increases the completeness in extracting 
the COINs of interoperating systems manually from 
structured documents compared to ad-hoc analysis.

H9.1, 0: μ
c
 ≤ μ

a

H9.1, 1: μ
c

> μ
a

H9.2: Full COINA increases the correctness in extracting 
the COINs of interoperating systems manually from 
structured documents compared to ad-hoc analysis.

H9.2, 0: μ
c
 ≤ μ

a

H9.2, 1: μ
c

> μ
a

H9.3: Full COINA increases the completeness in extracting 
the COINs of interoperating systems manually from 
unstructured documents compared to ad-hoc analysis.

H9.3, 0: μ
c
 ≤ μ

a

H9.3, 1 : μ
c

> μ
a

H9.4: Full COINA increases the correctness in extracting 
the COINs of interoperating systems manually from 
unstructured documents compared to ad-hoc analysis.

H9.4, 0: μ
c
 ≤ μ

a

H9.4, 1: μ
c

> μ
a

H9.5: Full COINA increases the completeness in finding 
the conceptual mismatches compared to ad-hoc analysis 
and half COINA.

H9.5, 0: μ
c
 ≤ μ

a
, μ

b

H9.5, 1: μ
c
 > μ

a
 , μ

b

H9.6: Full COINA increases the correctness in finding the 
conceptual mismatches compared to ad-hoc analysis and 
half COINA.

H9.6, 0: μ
c
 ≤ μ

a
, μ

b

H9.6, 1: μ
c
 > μ

a 
, μ

b

RQ10: 
Efficiency 

H10: Full COINA decreases the time when used for 
interoperability analysis compared to ad-hoc analysis and 
half COINA.

H10, 0: μ
c
 ≤ μ

a
, μ

b

H10, 1: μ
c
 > μ

a 
, μ

b

RQ11: 
Acceptance

H11.1: Practitioners perceive full COINA as useful when 
they use it for interoperability analysis.

H11.1, 0: μ
c
 ≤ 3* 

H11.1, 1: μ
c

> 3* 

H11.2: Practitioners perceive full COINA as easy-to-use 
when they use it for interoperability analysis.

H11.2, 0: μ
c
 ≤ 3* 

H11.2, 1: μ
c

> 3* 

*The value 3 in H11.1 and H11.2 is compared to a defined scale of values from 1 to 5 (more
details below). All hypotheses in the table were tested at a confidence level of α = 0.05.

Operationalization (Evaluation metrics). As stated previously, the 
comparison in H9 and H10 is between an ad-hoc conceptual 
interoperability analysis and analysis using the support of the COIN 
Cheat Sheets or the Mismatches Cheat Sheets. In order to perform the 
comparison, we need to have specific metrics that can be calculated 
from the results produced by the participants in the experiment. In order 
to evaluate the effectiveness in H9, we use the following basic metrics: 

– True positive (TP): a COIN/mismatch instance that is correctly
identified as a COIN/mismatch instance
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– False positive (FP): a non-COIN/non-mismatch that is incorrectly
identified as a COIN/mismatch instance

– True negative (TN): a non-COIN/non-mismatch that is correctly not
identified as a COIN/mismatch instance

– False negative (FN): A COIN/mismatch instance that is incorrectly
not identified as a COIN/mismatch instance

These basic metrics are used for calculating the following two derived 
metrics, which we use in our evaluation: 

– For completeness: 

– For correctness: 

Meanwhile, we evaluate efficiency in H10 by directly using a basic cost 
metric, which is  in minutes spent on the tasks. With regard to 
Acceptance, we evaluate it in H11 using the following derived metrics: 

– , which is the degree to which software
architects believe that applying the full COINA approach will help
them perform better COIN/mismatch analysis and achieve better
results; and

– , which is the degree to which software
architects believe that applying the full COINA approach would be
free of effort.

Figure 43 Acceptance evaluation metrics 
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To calculate these two metrics, we use basic metrics from the 
Technology Acceptance Model (TAM) [DBW89] as seen in Figure 43. 
All the basic metrics of acceptance were measured by means of a
debriefing questionnaire at the end of the experiment (more details to 
come in this subsection). The questionnaire included questions with a
5-level Likert scale [Lik32] for each basic metric. The five levels were:
strongly disagree, disagree, neither, agree, and strongly disagree. To
quantify the Likert scale data and consequently test H3, the scale levels
were weighted as 1, 2, 3, 4, and 5 accordingly.

Figure 44 Experimental Design 

Experimental Design. In accordance with our independent variables, 
we have three different analysis approaches (i.e., ad-hoc, half COINA, 
and full COINA). Hence, we designed the experiment accordingly with 
three groups. Group Ad-hoc (control group) applied the ad-hoc 
approach to perform the conceptual interoperability tasks on the 
available documentations of two software units. The group was not 
given any supporting sheet; only documentation templates were 
provided. Group Half COINA (experimental group) performed the 
same analysis tasks, but was supported by the COIN Cheat Sheet and 
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documentation templates. Group Full COINA (experimental group)
performed the same tasks, but was supported by both the COIN Cheat 
Sheet and the Mismatches Cheat Sheet with the documentation 
templates. Figure 44 captures the experimental design and shows the 
exact differences between the groups. 

Note that, the participants were randomly assigned to the groups and 
none of them was known to the experimenter before. The participants 
did not know about the differences between the groups either. 

For ethical learning purposes, we ran the experiment in three sessions 
with three input examples (e1, e2, and e3). Each input example 
included an SRS document for a required software unit Sx and an API 
document for an offered software unit Sy. Thus, each of the GSE 
students got the opportunity to experience each of the three 
approaches on different days and with different input examples to avoid 
the bias of results at the last session (see Figure 45).

Figure 45 Design of Experimental Sessions 

Participants (Subjects). The participants of Run I were 27 master-
level students from the Team-based Software Development course, 
who participated on a voluntary basis. All participants had a background 
in computer science, their average age was 26, and most of them had 
participated in software engineering projects (N = 21). In Run II, 60 
bachelor-level students from the GSE course participated, with the 
motivation to get bonus grades. Not all participants had a background 
in computer science (e.g., some of them were from electrical 
engineering, economics, sociology, etc.), their average age was 23, and 
most of them had participated in software engineering projects (N = 51). 
In order to monitor the influence of the participants on the experimental 
results, more information was gathered about the participants by asking 
them to fill out a briefing questionnaire before the experiment was 
conducted. The questionnaire included questions regarding the 
participants’ background. 

Experimental procedure. The time allocated to the experiment 
session was 90 minutes, which included: (1) Preparation (25 minutes), 
which started with an introduction tutorial presented to the students 
about the concepts of interoperability, COINs, and conceptual 
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mismatches with examples. Also, the participants got a clear statement 
on the role of the experiment in the course and on their role in the 
experiment. Then the briefing questionnaire was filled out by the 
participants. (2) Execution (55 minutes), which started with task 
assignment, where the participants received the materials explaining 
their task and the procedures in detail. Throughout the execution, the 
experimenter recorded observations on plausible disturbing factors,
such as participants’ emotions and events. The data collection 
instrument used was a pre-defined observation template (see Appendix 
G). These observations were to be used to analyze confounding 
variables and to explain extreme values, e.g., outliers. (3) Finalization
(10 minutes), where the debriefing questionnaire was filled out by the 
participants to get their feedback on the assigned tasks and approach. 

Experimental tasks. During the experiment, the participants played
the role of software architects/analysts and performed the conceptual 
interoperability analysis tasks. All groups got the same input example 
of documents for two software units (for SX and SY) that were supposed 
to interoperate with each other, but in a different order in the three 
sessions for Run II. The tasks assigned to the participants were: 

– Task 1: All groups were to analyze the SRS document of SX (which
specified the characteristics of the required unit) and extract the list
of COINs (COIN Portfolio) from it.

– Task 2: All groups were to analyze the API document of SY (which
specified the characteristics of the offered unit) and extract the list
of COINs (COIN Portfolio) from it.

Task 3: All groups were to compare the two COIN lists (portfolios) and 
detect the list of conceptual mismatches between SX and SY. 

In other words, the participants were expected to produce two types of
results as presented in Figure 44. The first was a COIN List for each 
analyzed software unit. The second was a Mismatch List between the 
two software units. To ensure format consistency and comparability, 
Group A (which applied the ad-hoc approach) was provided with the 
documentation template for the COINs and the mismatches. In this way, 
we were able to get the same result artifacts from all groups. 

Materials. Different artifacts were used to execute the experiment and 
collect the data. These included the following:  

– A briefing questionnaire, which was the first input filled out by the
participants to collect information about their characteristics and
backgrounds.

– A debriefing questionnaire, which was the last artifact filled out by
the participants after the experiment session to collect their
feedback and experience regarding the analysis approach.
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– The input examples that were analyzed by the participants of the
three groups were:

o (e1), which included a made-up SRS document for a My Job
Notification app and a part of the real-world, publicly shared
AppleWatch API documentation;

o (e2), which included a made-up SRS document for a music app
and a part of the real-world, publicly shared SoundCloud API
documentation;

o (e3), which included a made-up SRS document for a postman
app and a part of the real-world, publicly shared Google Map
Directions API documentation.

Note that the API document in e1 is from the platform API domain, 
while the API documents of e2 and e3 are from the web service 
API domain.  

– The Documentation Templates for the COINs and the Mismatches,
which guided all groups in documenting their results in a structured
format.

– The COIN Cheat Sheets, which were provided to the participants
of Group Half COINA and Full COINA only.

– The Mismatches Cheat Sheet, which was provided to the
participants of Group Full COINA only.

Along with these materials, the participants were given a non disclosure 
agreement and an informed consent form, an explanation of the 
experimental procedure, and the task description. See the experimental 
materials in Appendix H.1. 

Pilot study. We performed a pilot study with five computer science 
students (with no previous background in interoperability analysis) with 
different study levels (i.e., one bachelor student, two master students, 
and two Ph.D. students).The goal was to assess the understandability 
of the experimental materials and the sufficiency of the allocated time 
to read and perform all tasks. We encouraged the participants to ask 
about any confusing or uncertain words and to write their comments on 
the space provided on the debriefing questionnaire. Accordingly, the 
SRS documents and the API documents were reported to be too long 
to finish analyzing them within the given time. Hence, we reduced their 
length by deleting paragraphs without affecting the understandability of 
the input. 
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7.3.4 Analysis Results 

Data Analysis Procedure 

One of the most important steps in the data analysis is to evaluate the 
dependent variables of the participants’ analysis results. Therefore, we 
developed a reference solution for the existing COINs and mismatches 
for each of the analyzed input examples. The author of this thesis 
evaluated the results produced by the participants using this reference 
solution, and a second researcher repeated the evaluation for a portion 
of the produced results. The observed agreement percentage between 
the two researchers was 88% and Cohen’s Kappa was 0.6 (interpreted
as substantial agreement).

Run I was applied by 27 students on the e1 example. Thus, the size of 
the produced data was reasonable to analyze it all (i.e., 27 cases each 
containing two COIN Portfolios and a Mismatches List). However, the 
results produced in Run II were very large, as we had three sessions 
with three examples each applied by 60 students (i.e., 180 cases, each 
containing two COIN Portfolios and a Mismatches List). Because of the 
time and resource constraints of this Ph.D. work, we randomly selected 
a portion of the results of Run II. For comparability reasons with Run I, 
we selected 36 cases from e1 (i.e., 12 cases per approach). 

Then we analyzed further cases from e2 to explore the generalizability 
of the results among different input examples. Hence, we selected 12 
cases from e2 (i.e., 4 cases per applied analysis approach) via the 
stratified sampling technique, using the participants’ demographic 
characteristics and their correlations. That is, we statistically tested the 
correlation between the four characteristics, which showed some 
differences with regard to the results (i.e., reuse experience, study 
program, study level, and English proficiency). We tested the 
correlation using the Spearman RHO test, as we could not use the 
Pearson test due to the categorical and nominal nature of the data. 
Figure 46 shows the results of the Spearman RHO test (denoted as ρ). 
These results mean that Study Program, Study Level, and English 
Proficiency are correlated and the null hypotheses are rejected with a 
significant p-value ranging between 0.00 and 0.03. However, with 
regard to Reuse Experience, there is no evidence on its correlation with 
any other characteristic and the null hypotheses are not rejected.  

Hence, we chose the Study Level (i.e., one of the three correlated 
characteristics) along with Reuse Experience for building the sampling 
strata as follows: Master student with Reuse Experience (Stratum 1), 
Master student without Reuse Experience (Stratum 2), Bachelor 
student with Reuse Experience (Stratum 3), and Bachelor student 
without Reuse Experience (Stratum 4).  

Measuring

Cases’ 
selection

Building the 
sampling 
strata
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Finally, we chose a sampling fraction of 1/3 of the sample size of Run 
II on e1 (i.e., 36 cases). Thus, we randomly selected 12 cases (i.e., 4
participants per approach, one from each stratum). 

Figure 46 Correlation results from SPSS for the demographic characteristics of the participants 

We left e3 for future work as it has the same domain as e2 (i.e., web 
service API) and the same type of COINs and mismatches as e2. 

Statistical Analysis Results 

Results of Effectiveness (H9) and Efficiency (H10) 

After evaluating the selected results cases, the data was entered into 
SPSS version 23 [Cor10]. Using this tool, we checked the data 
normality for each measure using the Shapiro-Wilk test and cross-
checked it with the Lilliefors test. To compare the results of the three 
groups when data was not normally distributed, we used the Kruskal-
Wallis test. Then, if the null hypothesis was rejected, we ran a post-hoc 
analysis using Dunn’s test, else we performed a pair-wise comparison 
using the Mann-Whitney (U) test. However, when data was normally 
distributed, we used the one-way ANOVA test. Then, if the null 
hypothesis was rejected, we ran the post-hoc Tukey's Honestly 
Significant Difference (HSD) method, else we performed a pair-wise 
comparison using an independent t-test. Our one-tailed hypotheses 
were tested at a p-value < 0.5. Cohen's effect size (d) = (mean
difference/standard deviation) and its classifications are: small = 0.2, 
medium = 0.5, and large >= 0.8. 

By analyzing the results of the 27 cases in (Run I * e1), we found that, 
on average, the results of the full COINA approach were better than the 

Analysis 
methods

Stratified 
sampling

Run I on e1
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ad-hoc approach results. That is, with full COINA, COIN extraction from 
the SRS document improved by 12.5% for precision and by 11.7% for 
recall. Also, full COINA improved COIN extraction from the API 
document by 13.4% for precision, but only by 3.4% for recall. 
Additionally, full COINA improved the mismatch detection by 17.4% for 
precision and by 3.4% only for recall. Regarding time spent on analysis, 
full COINA had an improvement of 16.3%. With regard to the difference 
between half COINA and ad-hoc analysis, we found that the former 
improved COIN extraction from both SRS and API documents, except 
for extraction recall from API documents (i.e., half COINA scored 1.6% 
less). Half COINA also had lower precision (14.7% less) and recall 
(4.3% less) in detecting mismatches compared to the ad-hoc approach, 
but the time spent was less (16.8%). Obviously, the full COINA had a 
better improvement effect compared to half COINA.  

While analyzing the results of the 36 cases in (Run II * e1), we found 
that, on average, the results of the full COINA approach were better 
than the ad-hoc approach results. That is, with full COINA, COIN 
extraction from the SRS document improved by 11.9% for precision and 
by 17.3% for recall. Also, full COINA improved COIN extraction from 
the API document by 6.6% for precision and by 5.5% for recall. 
Additionally, full COINA improved the mismatch detection by 33.9% for 
precision and by 22.4% only for recall. Regarding time spent on 
analysis, full COINA had an improvement of 12.5%. With regard to the 
difference between half COINA and ad-hoc analysis, we found that the 
former improved the results as the full COINA did. Thus, half COINA 
improved COIN extraction from both SRS (by 8.2% for precision and by 
14.4% for recall) and API documents (by 7.4% for precision and by 
6.8% for recall). Half COINA also increased precision (36.7% higher) 
and recall (15.6% higher) in detecting mismatches compared to the ad-
hoc approach and the time spent was less (7.2%). Clearly, the full 
COINA had a better improvement effect compared to half COINA.  

With regard to the results of the 12 cases in (Run II * e2), we found that 
they confirm the improvement results that the full COINA approach 
showed earlier in Run II on e1.  In other words, this extended analysis 
showed conformance between the effect of full COINA on different input 
examples (e1 and e2). That is, with full COINA, COIN extraction from 
the SRS document improved by 9.5% for precision and by 25% for 
recall. Also, full COINA improved COIN extraction from the API 
document by 10.8% for precision and by 16.3% for recall. Additionally, 
full COINA improved the mismatch detection by 14.9% for precision and 
by 17% only for recall. Regarding time spent on analysis, full COINA 
had an improvement of 10%. With regard to the difference between half 
COINA and ad-hoc analysis, we found that the former improved the 
results as the full COINA did. Thus, half COINA improved COIN 
extraction from both SRS (by 7.9% for precision and by 25% for recall) 
and API documents (by 7.5% for precision and by 9.6% for recall). Half 
COINA also increased precision (15.4% higher) and recall (12% higher) 

Run II on e1

Run II on e2
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in detecting mismatches compared to the approach ad-hoc and the time 
spent was less (3.1%). Thus, the full COINA had a better improvement 
effect compared to half COINA.   

In Table 19, we show all the statistical analysis results for comparing 
the differences between the different approaches applied on the 
different runs and examples. The statistically significant improvements 
(p-value < 0.05) are denoted with a ( ) mark. We also include the effect 
size for each improvement (Cohen’s d). For example, the null 
hypothesis of H9.1 was rejected with statistical significance on both Run 
I and Run II on e1, which means that the recall results for extracting 
COINs from structured SRS documents were improved by both half and 
full COINA compared to the ad-hoc analysis approach. However, in Run 
II on e2, there were not enough participants to calculate the statistical 
significance of the improvement. Still, in all the runs and examples, the 
effect size ranges from medium to large (i.e., d between 0.6 and 1.1).  

Results of Acceptance (H11) 

Using the SPSS tool, we ran the one-sample Wilcoxon signed-rank (Z) 
test to check H11.1 and H11.2. The test finds out if the responses given in 
the debriefing questionnaire (in which answers were on a scale from 1: 
strongly disagree to 5: strongly agree) on perceived usefulness and 
ease of use are rather in agreement (more than 3). 

For both Run I on e1 and Run II on e1 and e2, the participants agreed 
on the ease of use of the full COINA approach in terms of learnability, 
proficiency, etc. The statistical significance of this agreement could be 
shown in Run I and Run II on e1, but Run II on e2 could not be 
calculated due to the small sample size. The participants also agreed 
on the usefulness of using our approach for achieving better results in 
terms of completeness, correctness, etc. Although the statistical 
significance could be shown in Run I, a larger sample size would have 
been needed in Run II. In Table 20, we show the median value and the 
statistical significance of the agreements. These results indicate that 
practitioners show acceptance for our proposed COINA approach and 
its associated cheat sheets and templates.

Analysis 
method

For all runs 
and
examples



E
va

lu
at

io
n 

16
0

Ta
bl

e 
19

 
A

na
ly

si
s 

re
su

lts
 re

ga
rd

in
g 

E
ffe

ct
iv

en
es

s 
(H

9)
 a

nd
 E

ffi
ci

en
cy

 (H
10

) f
or

 R
un

 I 
an

d 
R

un
 II

 

Ef
fe

ct
iv

en
es

s  
(T

as
k1

: e
xt

ra
ct

in
g 

CO
IN

s f
ro

m
 

st
ru

ct
ur

ed
 d

oc
.)

Ef
fe

ct
iv

en
es

s  
(T

as
k2

: e
xt

ra
ct

in
g 

CO
IN

s f
ro

m
 

un
st

ru
ct

ur
ed

 d
oc

.)

Ef
fe

ct
iv

en
es

s  
(T

as
k3

: f
in

di
ng

 m
ism

at
ch

es
)

Ef
fic

ie
nc

y 
 

(fo
r a

ll 
an

al
ys

is 
ta

sk
s)

H 9
.1

: P
re

ci
sio

n
H 9

.2
: R

ec
al

l
H 9

.3
: P

re
ci

sio
n

H 9
.4

: R
ec

al
l

H 9
.5

: P
re

ci
sio

n
H 9

.6
: R

ec
al

l
H 1

0: 
Ti

m
e

P-value

Cohen’s d

P-value

Cohen’s d

P-value

Cohen’s d

P-value

Cohen’s d

P-value

Cohen’s d

P-value

Cohen’s d

P-value

Cohen’s d

Run I on e1 

Ad
-h

oc
 v

s. 
ha

lf 
CO

IN
A

.0
1 

.9
1

.0
1 

1.
43

.3
7 ?

.0
7

.2
7 ?

.1
3

.1
9 ?

.3
6

.1
2 ?

.9
6

.0
0 

3.
05

Ad
-h

oc
 v

s. 
 

fu
ll 

CO
IN

A
.0

3 
.6

4
.0

6 ?
.8

.2
2 ?

.6
.2

1 ?
.4

.1
5 ?

.6
1

.1
9 ?

.5
8

.0
0 

2.
63

Ha
lf 

CO
IN

A 
vs

. 
fu

ll 
CO

IN
A

-
-

-
-

-
-

-
-

.0
7 ?

.8
9

.0
15

 
1.

35
.4

9 ?
.0

7

Run II on e1 

Ad
-h

oc
 v

s. 
ha

lf 
CO

IN
A 

.0
45

 
.7

7 
.0

47
 

.8
4 

.0
23

 
.8

2 
.0

36
 

.7
7 

.0
00

5 
1.

2 
.0

02
 

1.
2 

.0
15

 
1.

23
 

Ad
-h

oc
 v

s. 
fu

ll 
CO

IN
A 

.0
05

 
1.

1 
.0

19
 

.9
6 

.0
33

 
.7

8 
.0

62
 

?
.6

6 
.0

01
 

1.
1 

.0
0 

1.
5 

.0
0 

1.
63

 

Ha
lf 

CO
IN

A 
vs

. 
fu

ll 
CO

IN
A 

- 
- 

- 
- 

- 
- 

- 
- 

.4
7 ?

.3
2 

.4
04

 
?

.5
2 

.0
8 ?

.9
 



E
va

lu
at

io
n 

16
1

Run II on e2 

Ad
-h

oc
 v

s. 
ha

lf 
CO

IN
A

S
N

P ?
.8

0 
S

N
P ?

1.
22

 
S

N
P ?

.5
1 

S
N

P ?
.8

1 
S

N
P ?

1.
09

 
S

N
P ?

.8
4 

S
N

P ?
.7

1 

Ad
-h

oc
 v

s. 
fu

ll 
CO

IN
A 

S
N

P ?
1.

17
 

S
N

P ?
1.

69
 

S
N

P ?
1.

08
 

S
N

P ?
1.

3 
S

N
P ?

1.
15

 
S

N
P ?

1.
23

 
S

N
P ?

2.
34

 

Ha
lf 

CO
IN

A 
vs

. 
fu

ll 
CO

IN
A

- 
- 

- 
- 

- 
- 

- 
- 

S
N

P ?
.0

3 
S

N
P ?

.5
1 

S
N

P ?
1.

88
 

:I
m

pr
ov

ed
 a

nd
 s

ta
tis

tic
al

ly
 s

ig
ni

fic
an

t (
p 

< 
0.

05
);

?:
 Im

pr
ov

ed
 (d

 >
 0

.2
), 

bu
t n

ee
ds

 m
or

e 
pa

rti
ci

pa
nt

s 
to

 s
ho

w
 s

ta
tis

tic
al

 s
ig

ni
fic

an
ce

;
?:

N
o 

ev
id

en
ce

 o
f i

m
pr

ov
em

en
t;:

 N
o 

hy
po

th
es

is
 a

ss
um

ed
 a

s 
th

es
e 

ar
e 

id
en

tic
al

 p
ar

ts
 o

f t
he

 h
al

f a
nd

 fu
ll 

C
O

IN
A

;S
N

P
:s

ta
tis

tic
al

ly
 n

ot
 p

os
si

bl
e

to
 c

al
cu

la
te

 d
ue

 to
 th

e 
sm

al
l s

iz
e 

of
 th

e 
sa

m
pl

e

Ta
bl

e 
20

 
R

es
ul

ts
 o

f A
cc

ep
ta

nc
e 

(H
11

)f
or

 R
un

 I 
an

d 
R

un
 II

 

H 1
1: 

Ac
ce

pt
an

ce
 o

f C
O

IN
A 

ap
pr

oa
ch

 

H 1
1.

1: 
Pe

rc
ei

ve
d 

us
ef

ul
ne

ss
 

H 1
1.

2: 
Pe

rc
ei

ve
d 

ea
se

-o
f-u

se
 

M
ed

ia
n 

P-
va

lu
e 

M
ed

ia
n 

P-
va

lu
e 

Ru
n 

I o
n 

e1
 

4 
0.

00
2 

3.
9 

0.
02

 

Ru
n 

II 
on

 e
1 

4 
0.

2 
3.

6 
0.

00
1 

Ru
n 

II 
on

 e
2 

4.
5 

S
N

P
4.

4 
S

N
P



Evaluation 

162

7.3.5 Discussion

The findings presented in the previous subsection gave us statistically 
significant evidence about the improvement that our proposed 
systematic analysis approach COINA can bring to the correctness 
(measured as precision) of the manual extraction of COINs compared 
to ad-hoc analysis. This has been shown, in Run II on e1, for both 
structured artifacts (i.e., SRS documents) and unstructured artifacts 
(i.e., API documents). Across the runs, the correctness improvement 
for structured documents had an effect size d ranging from 0.6 to 1.17 
standard deviations (SD). This is interpreted according to Cohen’s scale 
interpretation as a medium to large effect. Obviously, the more correctly 
detected COINs there are, the more mismatches are detected correctly. 

Moreover, COINA improved the completeness (measured as recall) of 
the manual extraction of COINs compared to ad-hoc analysis in 
structured documents with statistical significance. The completeness 
improvement has an effect size d ranging from 0.8 – 1.69 SD, which is 
interpreted as a large effect size. This improvement has a direct 
influence on the detection of mismatches early in an integration project. 
Similarly, COINA improved the completeness of the manual detection 
of COINs in unstructured documents with an effect size d ranging 
between 0.13 – 1.3 SD. This effect size widely varies from small to large 
improvement per analyzed service or method. To get statistical 
significance on this improvement, we would need to analyze more 
cases. One of the reasons that might be the cause of this variation is 
the fact that reading API documents is a challenging task, especially for 
inexperienced students from non-CS majors. 

It is noticeable that COINA improved the correctness (measured as 
precision) of the manual detection of mismatches compared to ad-hoc 
analysis, with an effect size d ranging from 0.36 to 1.2 SD. This is 
considered a rather medium to large. Moreover, COINA improved the 
completeness (measured by recall) of the manual detection of 
mismatches compared to ad-hoc analysis. This improvement is of an 
effect size d that ranges from 0.58 to 1.5 SD, which is interpreted as a 
rather medium to large effect size. 

On top of precision and recall enhancements, COINA increased the 
efficiency of the analysis (measured by time in minutes) compared to 
ad-hoc analysis with very high statistical significance. The effect size d 
ranges from 0.71 - 3.05 SD. This is interpreted as a rather large to very 
large effect, which is translated into 10% to 40% faster analysis with 
better results. Such improvements are of high value for the success of 
integration projects with limited time. 

With regard to Run I, we notice that the results did not provide the same 
statistically significant evidence on our hypotheses as in Run II. This is 

Cross-run 
COIN
extraction 
correctness

Cross-run 
COIN
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completeness

Cross-run 
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Cross-run
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related to multiple influencing factors we noticed during the execution 
of Run I. First, there was the “Randomization Effect”, which 
unintentionally led to assigning the participants with the lowest 
experience score and the lowest English proficiency to the Full COINA 
Group (e.g., one participant was continuously using a digital translator 
during the experiment). Also, the Half COINA Group scored the lowest 
in the “ease of task” debriefing question. The Ad-hoc Group had the 
participants with the highest experiences. Second, there was the 
“Learning Effort Effect”, which means that the Half and Full COINA 
approaches required learning the COIN categories and using them 
within the experiment time, whereas in Run II, the participants were 
trained on them in a class session and in a special exercise session. 
Third, there was the “Motivation Effect”, which negatively affected the 
performance of the Full COINA Group. That is, it was observed that the 
participants were not motivated (e.g., distracted by texting on the 
phone, arriving late, asking to take the assignment home, attending only 
for the sake of a participation certificate required by another class, etc.).
The Ad-hoc Group, on the other hand, had some highly motivated 
participants (e.g., two were seeking the experimenter’s supervision for 
their master theses). Add to this that participation in Run I was on a 
volunteering basis, while the participants of Run II were promised to get 
extra points in the GSE class. 

This experiment included only one contribution of this Ph.D. work, 
namely the systematic approach for mismatch detection. It can be 
expected that the analysis results would be even better if the other 
components of COINA had been included in supporting the participants. 

7.3.6 Threats to Validity 

Construct Validity. This threat concerns the degree to which the 
experiment measures the stated goals and claimed hypotheses. It 
includes “researcher bias”, which was introduced by the experimenter 
(who was also the author of the COINA approach under experiment) 
and which may have influenced the design of the experiment 
unconsciously so she could prove her claimed hypotheses. In order to 
alleviate this effect, the experiment design was peer-reviewed by the 
supervisor of this thesis, Prof. Dieter Rombach, and three senior 
researchers from Fraunhofer IESE. We also used reliable test 
instruments (e.g., TAM) and the GQM approach.  

Internal Validity. This threat concerns the degree to which 
independent variables influence the dependent variables (i.e., cause-
effect relation). It includes “learning bias”, which is the influence of 
maturing skills during the experiment sessions of Run II. The learning 
effect is expected to be strong if the participants perform the tasks using 
first the ad-hoc approach, then the Half COINA approach, and finally 
the Full COINA approach if they perform them on the same input SRS 
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and API documents. Hence, we developed three different examples of 
input artifacts (i.e., e1, e2, and e3). Another threat to internal validity is 
“evaluation bias”, which is about influencing the findings through 
subjective evaluation of the collected data. Hence, we developed a 
reference solution and evaluation guidance to ensure objective 
evaluation of the data. Moreover, the evaluation was repeated partially 
by another researcher. The two researchers’ results had an observed 
agreement percentage of 88% and Cohen’s Kappa = 0.6, which is 
interpreted as substantial agreement. In addition, “sample selection”
can threaten the internal validity if the participants were assigned to 
groups in a biased way. To avoid this bias, we randomly assigned the 
participants to the groups. We followed this for both Run I and Run II.

External Validity. This threat concerns the degree to which the results 
of the experiment can be generalized to different people and settings. 
It includes the concern about the “representative sample” as the 
experiment participants were students either at the master or bachelor 
level from either a computer science program or a non-computer 
science one. That is, they were not practitioner software engineers or 
architects. To alleviate this representation issue, we trained the 
participants on the concepts through introductory sessions using 
presentation slides and examples. Another threat to external validity is 
“case bias”, which is about affecting the generalizability of the achieved 
results by limiting them to specific input artifacts (in our study, these 
were the analyzed SRs and API documents) on the produced results. 
To overcome this issue, we included three different input artifacts from 
two different domains (i.e., platform APIs and web service APIs). We 
had the examples checked to ensure they were similar in length, 
difficulty, number, and kind of COINs they have, and the number and 
kind of mismatches they have. Despite the effort we put into including 
three examples, the “case size” in each of them is still quite small 
compared to the typical documentation for software systems in industry. 
An additional concern is the “included COINs bias”, which represents 
an issue related to the generalizability of the results due to the fact that 
the study did not cover all the different types of the COIN Cheat Sheets. 
The study included the cheat sheets for the SRS and the API 
documentation, and it covered most but not all the COIN types due to 
the time limits of the session. Hence, we do not claim that the results 
apply to the uncovered sheet and COIN types, but leave their evaluation 
to future studies.     

Conclusion Validity. This threat concerns the degree to which the 
conclusions drawn from the experiment results are correct and proven 
with sufficient statistical tests. This includes the “effectiveness metrics“ 
used for assessing the results of the interoperability analysis tasks. We 
based these metrics on the COIN Model, which the author proposed as 
the foundation for the analysis approach. This threat to validity holds 
especially true for the notion of “correctly extracted COIN” and 
“incorrectly extracted COIN”. Hence, the experiment definition of
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“correctness” must be taken into account when interpreting the results. 
Another concern is the “time measurement”, as the reliability of this 
metric data affects the assessment of the efficiency of the 
interoperability analysis approaches and can also be a threat to validity. 
This is because the instrument used in recording the time stamps was 
pen and paper used by the participants themselves, even though they 
were allocated a specific timeframe for each activity throughout the 
whole experiment. Moreover, what can be counted as a threat to the 
reliability of measuring time is the fact that students tend to spend all 
the given time to work on assigned tasks or even on revising their 
answers, which may affect the preciseness of our conclusions 
regarding the efficiency of the approach. 

7.4 Survey and Initial Controlled Experiment 

In this section, we present a research study that included both a survey 
and an initial controlled experiment that we used for evaluating our 
proposed guidelines for improving API documentation. This study 
evaluated H6, H7, and H8. Thus, we will describe the study goal and 
research questions, its design, data analysis, and the threats to validity. 

Note that these two studies have been completely designed by the 
author of this Ph.D. thesis; however, the execution was performed 
under her supervision by a master student [Jad16]. ]. The master thesis 
included additional guidelines identified in the literature beside the ones 
proposed in this Ph.D. thesis. Hence, we will briefly describe the studies 
and their results only with respect to the proposed content guidelines in 
this thesis. For further information about the materials of the two 
studies, see their web page [Abu16b]. 

7.4.1 Objective and Research Questions 

The main goal of this study, formulated by means of the GQM goal 
template, was to analyze our guidelines for improving the content of API 
documentation for the purpose of evaluation with a focus on their 
perceived and actual effect on the effectiveness and efficiency of 
conceptual interoperability analysis from the perspective of software 
developers in the context of a survey with practitioners and an initial 
controlled experiment with students. That is, we wanted to know if our 
proposed content guidelines (see Subsection 6.3.3) have the potential 
to produce more effective and efficient conceptual interoperability 
analysis results compared to not applying them. In line with the goal, 
our research questions are as follows: 

RQ6 (Effectiveness): Does implementing the guidelines for improving 
the content of API documentation enable software developers to detect 
conceptual constraints more effectively compared to not applying 
them? 
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RQ7 (Efficiency): Does implementing the guidelines for improving the 
content of API documentation enable software developers to detect 
conceptual constraints more efficiently compared to not applying them?

RQ8 (Acceptance): Do practitioners perceive the guidelines for 
improving the content of API documentation as enhancing the 
usefulness and ease of use of the analyzed API documentation? 

In order to achieve the stated goal and answer the aforementioned 
questions, we performed our research study in two parts as follows: 

Research Part 1 (Survey study). In this part, we systematically 
explored the practitioners’ acceptance of the value of the guidelines 
(RQ8). The result of this part directed us to choose a subset of the 
guidelines to further evaluate them in the next research part.  

Research Part 2 (Initial controlled experiment). In this part, we 
performed a controlled experiment with a small number of students to 
get an indication of the guidelines’ actual effect on the conceptual 
interoperability analysis results (RQ6 and RQ7). 

Next, we will describe the design, execution process, and results for 
both research parts. 

7.4.2 Survey Study 

Study Design 

Study goal. We aimed at answering RQ8, which we stated earlier in 
Subsection 7.3.1. In order to do so, we needed to collect data from 
software developers in practice. 

Research method. We performed a survey by means of structured 
interviews with a sample of software developers. Such a method is 
helpful for collecting evidence and drawing generalizable results about 
our guidelines. The survey started with the preparation, where a 
number of software developers in the industry with experience in using 
APIs were invited to participate in the study after we briefly explained it 
and its goals. Next, the execution was performed by the master student 
according to the structured interviews we had designed. He explained 
each guideline with an example, then asked the practitioners about their 
perceived value of it. 

Target population. Our target population were software developers 
who used API and read API documentations in their daily work routine.
We invited developers from different software companies. We had our 
invitation accepted by 20 practitioners whose job titles included intern, 
software developer, software architect, and software development lead. 
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Their experiences varied from 1 year to 10 years, and included 
experience in both software engineering and usage of different APIs. 

Evaluation metrics. To measure the acceptance of the guidelines, we 
used a subset of the metrics defined in the TAM model for ease of use 
and usefulness. This subset is the same as the one we used in the 
multi-controlled experiment acceptance metrics (see Figure 43).

Statistical hypotheses. In this study, we intended to answer the 
previously stated research questions, namely RQ6, RQ7, and RQ8. In 
order to do this, we derived the statistic null hypotheses (H0) and the 
corresponding alternative hypotheses (H1) from the stated research 
questions. Note that the arithmetic median of acceptance is denoted by 
μ and represents the answer on a response scale ranging from 1 
(Strongly disagree) to 5 (Strongly agree). Thus, our hypotheses are as 
follows: 

H8.1,0  (Guideline effect on Ease of Use): μ = 3 and H8.1,1 : μ > 3 

H8.2,0  (Guideline effect on Usefulness): μ = 3 and H8.2,1 : μ > 3

Data collection and questionnaire. The answers of each interviewee 
were collected in a sheet, then all answers from all interviews were 
saved to an Excel sheet. The questionnaire included three parts (i.e., 
demographic questions, ease-of-use questions about the guidelines,
and usefulness questions about the guidelines). For the questionnaire 
and the data collection sheet, see the study web page [Abu16b]. 

Execution and Results 

Pilot study and execution. We ran a pilot with four participants from 
industry to get their feedback on the questionnaire’s understandability, 
length, and complexity. The results showed that there were no reported 
issues at all and the estimated time for the interview session was about 
40 minutes. Following this pilot, the interviews were performed in person 
during July 2016. 

Results for acceptance of the content guidelines. The collected data 
was analyzed descriptively and statistically as seen in Table 21. As the 
normality test showed that the collected data are not normally 
distributed, we used the one-sample Wilcoxon signed-rank test. This 
test aims at checking if the agreement answers on the guidelines’ effect 
on ease of use and usefulness are statistically significant. 
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Table 21 Results of the survey on the guidelines for improving API documents 

Guideline ID a Acceptance Median
H8 test statistics b

Z P-value 

CG1
Ease of Use (H8.1) 5 190.0 0.000***
Usefulness (H8.2) 5 190.0 0.000***

CG2
Ease of Use (H8.1) 5 186.0 0.000***
Usefulness (H8.2) 5 167.0 0.000***

CG3
Ease of Use (H8.1) 5 171.0 0.000***
Usefulness (H8.2) 5 171.0 0.000***

CG4
Ease of Use (H8.1) 4 102.0 0.001***
Usefulness (H8.2) 4.5 132.0 0.001***

CG5
Ease of Use (H8.1) 4 153.0 0.000***
Usefulness (H8.2) 5 171.0 0.000***

CG6
Ease of Use (H8.1) 5 210.0 0.000***
Usefulness (H8.2) 5 210.0 0.000***

CG7
Ease of Use (H8.1) 4.5 153.0 0.000***
Usefulness (H8.2) 4 105.0 0.001***

CG8
Ease of Use (H8.1) 5 210.0 0.000***
Usefulness (H8.2) 5 210.0 0.000***

CG9
Ease of Use (H8.1) 4 74.0 0.004**
Usefulness (H8.2) 4 87.0 0.003**

a  See guidelines and their IDs in Subsection 6.3.3
b One-sample Wilcoxon signed-rank test H0: median (all respondents) = 3 
(sometimes); * p < 0.05 ; ** p < 0.01, *** p < 0.001

According to the presented results, all null hypotheses were rejected. 
That is, it was revealed that there is a consensus among practitioners 
on the value of our proposed content guidelines for enhancing the ease 
of use and usefulness of API documents. The agreement on accepting 
our guidelines is of high statistical significance, ranging from 0.00 to 
0.003. 

We decided to select a subset of these content guidelines to further 
evaluate their actual effect on the results of conceptual interoperability 
analysis. Our selection criterion was that the guidelines must be fully 
accepted with very high significance. That is, the guideline has to have 
the median value = 5 for both its perceived ease of use and 
effectiveness, and has to have its related null hypotheses rejected at p-
value = 0.0. Thus, the guidelines we selected for the next step of the 
evaluation were CG1, CG2, CG3, CG6, and CG8. See [Jad16] for 
further descriptive analysis and charts. 
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Threats to Validity 

Construct validity. To avoid the risk of using improper measures 
(“researcher bias”), we used reliable metrics for acceptance (i.e., TAM) 
and followed the GQM approach. We also had the study design peer-
reviewed by a second researcher with experience in empirical software 
engineering.

Internal validity. To avoid “experimenter bias”, we designed our 
interview to be structured to ensure that we would not get different 
results between the interviews. Furthermore, we evaluated the survey 
in pilot studies to assess the understandability of the questionnaire. 
Another concern is “misinterpretation” of our questions during the 
interview. To mitigate this issue, we allowed the participants to read the 
guidelines by themselves besides receiving our verbal explanation. 

External validity. The number of participants in the study was 20 
software developers with various levels of experience in using different 
types of APIs and reading their documentation. Although the results 
showed high statistical significance, we realize that performing further 
surveys with a larger sample size would increase confidence in the 
“sample representation” and would allow better generalizability of the 
results. 

7.4.3 Initial Controlled Experiment 

In this subsection, we present our further evaluation of the selected 
subset of guidelines (i.e., CG1, CG2, CG3, CG6, and CG8) using an 
initial controlled experiment. We implemented these selected 
guidelines in a new version of an already existing API document. 

Experimental Context 

Study goal. We aimed at answering RQ6 and RQ7, which we stated 
earlier in Subsection 7.3.1. In order to do so, we needed to experiment 
with the effect of applying the selected guidelines on the conceptual 
interoperability analysis results. 

Experimental context. The experiment was performed with eight 
master students at the University of Kaiserslautern, Germany (TU KL),
on a voluntary basis.

Experimental Setup 

Study variables. For this designed controlled experiment, we defined 
the variables as follows: 
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Dependent variables: the effectiveness and efficiency of the conceptual 
analysis results. 

Independent variables: the input of the API document analyzed for the 
conceptual analysis. 

Statistical hypotheses. To answer RQ6, and RQ7, we derived the 
statistical null hypotheses (H0) and the corresponding alternative 
hypotheses (H1). Note that the arithmetic mean of the effectiveness and 
efficiency of the analysis using the modified input according to the 
selected guidelines is μb, while μa denotes the mean of the 
effectiveness and efficiency of the analysis using the original API 
document without applying the selected guidelines. Thus, our 
hypotheses are as follows:

H6.1,0  (Guideline effect on Analysis Effectiveness): μb ≤ μa and H6.1,1: μb > μa 

H6.2,0  (Guideline effect on Analysis Efficiency): μb ≤ μa and H6.2,1: μb > μa

Operationalization (Evaluation metrics). As stated previously, the 
comparison in H6 and H7 is between analysis using modified API 
documents using our guidelines and analysis using the original API 
documentation without applying our guidelines. In order to perform the 
comparison, we needed to have specific metrics that can be calculated 
from the results produced by the participants in the experiment. In order 
to evaluate the effectiveness in H6, we used the following two basic 
metrics for measuring the correctness of the analysis: 

– True positive (TP): a COIN/mismatch instance that is correctly
identified as a COIN/mismatch instance

– False positive (FP): a non-COIN/non-mismatch that is incorrectly
identified as a COIN/mismatch instance

On the other hand, we evaluated efficiency in H7 by directly using a 
basic cost metric, namely  in minutes spent on the task.

Experimental design. According to our independent variables, we 
have two different input artifacts for the conceptual analysis task. 
Hence, we designed the experiment with two groups accordingly. 
Group A (control group) applied the conceptual analysis tasks to the 
original API document (i.e., the original SoundCloud API document). 
Group B (experimental group) performed the same analysis tasks, 
but was given the modified API documents (i.e., a new version that we 
had created for the SoundCloud API document).  

Participants (Subjects). The participants were eight master-level 
students from the CS Department of TU Kaiserslautern, who 
participated on a voluntary basis. All of them had participated in 
software engineering projects and all had experience in reading UML 
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diagrams. Some of them (3 students) had basic experience in software 
reuse (i.e., 1-2 years of experience) and all reported having a level of 4 
out of 5 with regard to English proficiency. In order to monitor the 
influence of the participants on the experimental results, more 
information was gathered about the participants by asking them to fill 
out a briefing questionnaire before the experiment was conducted. Note 
that the 8 participants were randomly assigned to the groups and none 
of them had been known to the experimenter before. The participants 
did not know about the differences between the groups either.  

Experimental procedure. The time allocated to the experiment 
session was 90 minutes, which included: (1) Preparation (20 minutes), 
which started with an introduction for the students about the concepts 
of interoperability analysis and clarification of their role in the 
experiment. Then the briefing questionnaire was filled out by the 
participants. (2) Execution (30 minutes), which started with task 
assignment, where the participants received materials explaining their 
task and procedures in detail. Throughout the execution, the 
experimenter recorded observations regarding plausible disturbing 
factors, such as the participants’ emotions and events. (3) Finalization
(10 minutes), where the debriefing questionnaire was filled out by the 
participants to get their feedback on the task and the input document. 

Experimental tasks. During the experiment, the participants played
the role of software architects/analysts and performed the conceptual 
analysis task. All participants brought their laptops as we had requested 
in the invitation. We gave each participant a copy of the digital .html 
files for the API document version assigned to their group. Then we 
handed the participants the printed material, which included the task 
description and an experiment sheet. After reading the question, the 
participants were to find the answer from the API document and fill in 
the answer in its dedicated space in the printed material. 

– Task 1: All groups were to read the digital API document on their
laptops.

– Task 2: All groups were to read the questions in the printed
experiment sheet, which contained questions about some
conceptual constraints of the SoundCloud API.

– Task 3: All groups were to look for the answer in the API document,
then document it in the allocated space in the question sheet.

Materials. Different artifacts were used to execute the experiment and 
collect the data. These included:  

– A briefing questionnaire, which was the first input filled out by the
participants and which was aimed at collecting information about
their characteristics and background.
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– A debriefing questionnaire, which was the last artifact filled out by
the participants after the experiment session to collect their
feedback and experience on the analysis input.

– The digital input examples, which were analyzed by the participants
of the groups on their laptops.

– The Experiment Sheet, which included 11 questions about
conceptual constraints and space for answering the questions.

Along with these materials, there was a non disclosure agreement and
an informed consent form. For the experimental materials, see 
Appendix I.1. 

Analysis Results 

Data Analysis Procedure. One of the most important steps in data 
analysis is to evaluate the dependent variables of the participants’ 
analysis results. Therefore, we developed a reference solution for the 
questions on the experiment sheet (i.e., see Appendix I.2) and assigned 
a weight to each question (29 points in total). After evaluating the 
answers of the eight participants according to the reference solution, 
we ran some descriptive analyses for the data, but no statistical 
analysis, as the sample size is too small and the error rate would be 
very high. 

Effectiveness results (H6). By analyzing the results of the eight cases,
we found that, on average, the correctness results of Group B (using 
API documents modified according to our guidelines) were better than 
the results of Group A (using the original API document). That is, Group 
B scored an average of 20.5 out of 29 (70.7% correctness), while Group 
A scored 10.75 out of 29 (37.1% correctness). In other words, Group B 
produced results that were 33.6% more correct than Group A. This 
indicates that our evaluated content guidelines do have the potential to 
improve the effectiveness of conceptual interoperability analysis. 

Efficiency results (H7). The data collected about the time spent on 
tasks indicates a minor improvement. On average, Group B (using API 
documents modified according to our guidelines) spent 26 minutes, 
while Group A (using the original API document) spent 27 minutes. This 
is a small 3.7% improvement on efficiency. Hence, there is not enough 
evidence on the ability of our evaluated content guidelines to introduce 
an improvement effect on the efficiency of the analysis task of API 
documents. This might be related to the typical tendency of students to 
spend all given time working on tasks even if they were actually done. 

Acceptance. When analyzing the debriefing questionnaire data for the 
eight participants, we found that Group B had an increase (ranging from 
10% to 12%) in the feedback provided on the perceived ease of use 
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and usefulness of the documents in producing the results (see Table 
22).

Table 22 Acceptance results from the debriefing questionnaire 

Acceptance Variable Group A Group B

Perceived ease of use of the API document 70% 80%

Perceived efficiency in analyzing the API document 55% 65%

Perceived effectiveness in analyzing the API document 60% 72.5%

Threats to Validity 

Construct Validity. This threat includes “researcher bias”, which was 
introduced by the experimenter (who was also the author of the 
guidelines under experiment), might have influenced the design of the 
experiment unconsciously so she could prove her claimed hypotheses. 
In order to alleviate this effect, the experiment design was peer-
reviewed, and reliable test instruments (e.g., TAM) and the GQM 
approach were used.  

Internal Validity. This threat includes “evaluation bias”, which is about 
influencing the findings by subjective evaluation for the collected data. 
Hence, we developed a reference solution to ensure objective 
evaluation of the data. In addition, “sample selection” can threaten the 
internal validity if the participants are assigned to groups in a biased 
way. Hence, we randomly assigned the participants to the groups.

External Validity. This threat includes concern about the 
“representative sample”, as the experiment participants were students 
and not practitioners. Also, there is “case bias”, which may affect the 
generalizability of the achieved results by limiting them to the specific 
API example used in this experiment (i.e., the SoundCloud API 
documentation). An additional concern is “included guidelines bias”, 
which represents an issue related to the generalizability of the results 
due to the fact that the study did not cover all the content and 
presentation guidelines proposed in Subsection 6.3.3. Hence, we do 
not claim that the results apply to the uncovered guidelines, but leave 
their evaluation to future studies.     

Conclusion Validity. This threat includes concern about “time 
measurement”, as the reliability of this metric data affects the 
assessment of the efficiency of the interoperability analysis approaches 
and can also be a threat to validity. This is because the instrument used 
in recording the time stamps was pen and paper used by the 
participants themselves, even though they were allocated a specific 
time for each activity throughout the whole experiment. Moreover, what 
can be counted as a threat to the reliability of measuring time is the fact 
that students tend to spend all given time to work on assigned tasks or 
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even on revising their answers, which may affect the preciseness of our 
conclusions regarding the efficiency of the approach. 

7.4.4 Summary 

In this section, we presented a research study that combined a survey 
with practitioners and an experiment with students in order to 
investigate the perceived and the actual value of our proposed content 
guidelines for improving API documentation. We included all nine of our 
content guidelines in the survey and got confirmation from 20 
practitioners from industry on the potential of these guidelines in 
improving the results of the conceptual analysis. Although all the 
guidelines got statistically significant agreement on their improvement 
effect, we chose the top-rated ones for inclusion in the next part of the 
evaluation. The second evaluation part was a controlled experiment 
performed with a small sample size (N = 8). The control group was 
given the original API documentation of SoundCloud, while the 
treatment group was given the modified version of the documentation 
in which we had implemented our selected content guidelines. Both 
groups were asked to answer the same set of questions about some 
conceptual constraints of the API. The treatment group results showed 
that our implemented guidelines did affect the correctness of the 
analysis results compared to the results of the control group. Also, the 
participants reported better perception of the ease of use and 
usefulness of the API documentation in the analysis task. However, we 
did not get enough evidence or indication of the effect of the guidelines 
on the efficiency of the analysis. Due to the limited number of 
participants, it was not possible to perform statistical tests on the 
collected data. Therefore, the experiment results cannot be generalized 
and should be interpreted as an indication. In the future, further 
experiments on the effect of the guidelines should be performed with a 
larger sample size to get generalizable evidence supported by 
statistical significance.    

7.5 Multiple-Case Study 

In this section, we present the evaluation results of H2, which states that 
the COIN Model is comprehensive in covering the different types of 
conceptual interoperability constraints of software units. We performed 
the evaluation by means of a multiple-case study, where we 
investigated each sentence in six API documentations from different 
domains to identify the types of existing conceptual constraints in these 
real-world artifacts. We explained the design of the study and its threats 
to validity in detail in Subsection 6.3.2, as its first goal was to utilize it in 
developing our ML-based COIN extraction method. In this section, we 
will describe the second goal of this study and its related research 
questions, data analysis, and discussion.   
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7.5.1 Objectives and Research Questions 

The goal of this evaluation, formulated by means of the GQM goal 
template, was to analyze the COIN Model for the purpose of evaluation 
with a focus on its comprehensiveness in covering the different types of 
conceptual interoperability analysis from the perspective of
interoperability researchers in the context of a multiple-case study. That 
is, we wanted to know if our proposed model falls short in covering any 
conceptual interoperability constraint that actually existed in one of the 
API documentation cases that we included in the study. In line with the 
goal, our research question is as follows: 

RQ1 (Comprehensiveness): Does every existing instance of a 
conceptual interoperability constraint in the API document have a 
matching category and attribute for it under the proposed COIN Model? 

Measures.  To answer this question, we used a simple metric, which is 
“the percentage of conceptual constraints found that are not covered in 
the COIN Model”.  

In order to achieve the stated goal and answer the aforementioned 
question, we performed our multiple-case study, where we analyzed 
each sentence in the six cases against the COIN Model. For more 
details on the study design, process, and execution, please refer to 
Subsection 6.3.2. 

7.5.2 Data Analysis and Discussion 

Overall, the multiple-case study showed very positive results with 
regards to the comprehensiveness of our proposed COIN Model. The 
results of the comprehensiveness analysis are summarized in Table 23. 
As seen in the presented results, for all six investigated cases of API 
documentation, the percentage of conceptual constraints uncovered by 
the proposed COIN Model is 0%. In other words, within the six cases, 
the COIN Model achieved 100% coverage for existing types of 
conceptual constraints on the systems level, data level, and service 
level. The only sentences not covered under the model relate to non-
conceptual information (e.g., references, technical recommendations, 
development examples, etc.). This strongly indicates the capability of 
our COIN Model to offer a solid foundation for analyzing currently 
published documentations about interoperable software units. 

When we compare our COIN Model to other existing models of 
conceptual interoperability (see Section 4.3), we find in addition that the 
COIN Model is more comprehensive. In other words, it covers more 
conceptual categories and attributes than any of the other models. As 
mentioned earlier, the existing models and classifications of 
interoperability found in the literature are rather abstract compared to 
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the detailed attributes and description of our model. Hence, the COIN 
Model paves the way for practitioners to benefit from its detailed 
categories and attributes for their analysis purposes in software 
integration projects. 

Table 23 COIN Model comprehensiveness data analysis 

API Document (Case) No. of sentences
Percentage of 

conceptual 
constraints

Percentage of 
uncovered 
conceptual 
constraints

Sound Cloud 219 35.9% 0%
GoogleMaps 473 37.0% 0%
AppleWatch 360 59.2% 0%

Eclipse Plugin 651 71.0% 0%
Skype 325 63.4% 0%

Instagram 255 58.4% 0%
Total 2283 58.0% 0%

With regard to the generalizability of our results, we included six cases 
of API documents (i.e., SoundCloud, GoogleMaps, Skype, Instagram, 
AppleWatch, and Eclipse-Plugin Developer Guide) from two different 
domain types (web service APIs and platform APIs). Thus, the results 
are very likely to be representative of currently shared API 
documentation (which is a type of public documentation for 
interoperable software units). However, further case studies with larger 
numbers of sentences are needed to generalize the results and to 
observe changes over time.  

7.6 Summary 

In this chapter, we presented our empirical evaluation contributions for 
this Ph.D. work. We started by presenting our multi-run controlled 
experiment, which we used to evaluate the hypothesized benefits of our 
systematic approach for conceptual interoperability analysis. In 
particular, we tested our hypotheses about the effectiveness, efficiency, 
and acceptance of our approach. The results of the experiment show 
that software architects and analysts can produce more correct and 
complete analysis results in less time when they use the proposed 
systematic approach of COINA. The results have also shown that the 
approach is perceived as useful and easy to use.  

The second study we presented in this chapter included a survey and 
a controlled experiment to evaluate both the perceived and the actual 
effect of applying our proposed content guidelines. The survey showed 
statistically significant agreement from practitioners about the value of 
applying the guidelines. The guidelines rated top by the survey 
participants were further evaluated through the controlled experiment. 
The results of the experiment show a strong indication of the actual 
effect of applying the guidelines on the effectiveness of conceptual 
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interoperability analysis. Due to the small number of experiment 
participants, it was not possible to show the statistical significance. 

Finally, we presented a further analysis for our multiple-case study data 
in order to evaluate the comprehensiveness of our COIN Model in 
covering the existing conceptual constraints in current API documents. 
The results were very positive as in all six cases, the COIN Model 
showed 100% coverage of the cases’ conceptual constraints.
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8 Summary

In this chapter, we will summarize our thesis contributions and major 
results, discuss some ideas for potential future work, and finally provide 
concluding remarks. 

8.1 Contributions and Results 

Successfully integrating a software system with an existing software 
system requires more than resolving any technical mismatches. It 
requires identifying and resolving the conceptual mismatches that might 
result in worthless technical integration and costly rework. The overall 
goal of this Ph.D. work was to support software architects and analysts 
in performing effective and efficient conceptual interoperability analysis 
in black-box integration projects.  

Foundation Contribution 

We have contributed a conceptual model for conceptual interoperability 
constraints, the “COIN Model”. It represents a basis for all the 
subsequent contributions of this thesis. The model captures the notion 
of a conceptual constraint and its relations with interoperable software 
elements, software types, and mismatch types. We evaluated the 
model’s comprehensiveness in covering existing conceptual 
constraints in current publicly shared documentations of interoperable 
software units.  

Methodical Contributions 

To achieve our goal, we proposed the COINA Framework for supporting 
conceptual interoperability analysis. This framework includes two 
components.  

The first component of COINA supports providers of black-box 
interoperable software units in performing in-house preparation by 
proactively sharing comprehensive documents about the conceptual 
constraints of their units. This is achieved with the help of our 
contributed methods, which facilitate extracting the COINs of a software 
unit from its documentation. One contributed extraction method is 
based on our pre-defined templates, which identify COINs from 
internally shared UML diagrams. The other contributed extraction 
method is based on the ML COIN Classification Model we produced, 
which identifies COINs automatically from NL text of publicly shared API 
documents. This method showed very promising results as it achieved 

Thesis goal
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an accuracy of 82% in automatically detecting seven COIN classes and 
87% in detecting two COIN classes. We further support providers with 
guidelines to improve the API documentation with regard to the content 
and presentation of conceptual interoperability constraints. 

The second component of COINA supports third-party clients in 
performing successful conceptual interoperability analysis that reveals
the conceptual mismatches existing between two software units. This 
is achieved with the help of our proposed systematic algorithm-based 
analysis approach, which we support with cheat sheets and 
documentation templates for the COINs and the mismatches. It offers 
detailed guidance for inexperienced architects and analysts to manually 
extract the COINs of two software units and map them in order to find 
existing mismatches. 

Technical Contributions 

To bring our methodical ideas to practical life, we implemented an add-
in for the Enterprise Architect architecture modeling tool. This tool 
allows the semi-automatic extraction of conceptual constraints from 
UML diagrams. By implementing our contributed formal COIN 
Extraction Templates, the architects can determine the software 
interoperable elements that they are looking for by finding and 
documenting their constraints automatically. 

In addition, we extended our technical contribution by implementing an 
add-in tool for the Chrome web browser to make our proposed ML-
based COIN extraction method practical. This tool embeds our 
contributed Machine Learning COIN Classification Model. Thus, it 
allows architects to select natural language sentences in an API 
document and choose the COIN types they are looking for, and the tool 
then automatically reports if the selected sentences have such COINs. 

Empirical Evaluation Contributions 

We evaluated parts of our contributions in a number of empirical 
studies. We performed a multi-run controlled experiment to evaluate our 
proposed systematic approach for detecting conceptual mismatches. 
The results of this experiment show that our approach has a statistically 
significant effect on enhancing both the effectiveness and efficiency of 
the analysis results.  

In addition, we performed a survey to evaluate the perceived effect of 
our proposed content-related guidelines. The survey results provided 
us with statistically significant agreement from practitioners on the 
perceived usefulness and ease of use of API documents when applying 
our guidelines. We further evaluated the guidelines rated top by the 
practitioners through a controlled experiment with a small number of 
participants. The experiment results show a strong indication of the 
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actual effect of our selected content guidelines on the correctness of 
the results of conceptual interoperability analysis. 

Moreover, we evaluated the comprehensiveness of our proposed COIN 
Model within a multiple-case study. The results that we derived from the 
six cases show that our model is solid in covering the different 
conceptual constraints (100% coverage). 

8.2 Benefits and Limitations 

In this subsection, we will shed light on the main benefits and limitations 
of our research work and contributions. 

Overall, this Ph.D. research has great strength from the scientific 
research point of view. This is reflected in the fact that all of our included 
research studies (the SLR, the surveys, the multiple-case study, and the 
experiments) were methodologically rigorous and systematic studies. This 
minimizes bias and threats to the validity of our results and findings. It also 
supports traceability between the different activities and our reported results 
and derived conclusions. Thus, it enables future researchers to independently 
replicate our work and compare their results with ours.

With regard to the practical benefits of our work, we mainly expected
and partially validated that the COINA Framework has the capability to 
increase software architects’ effectiveness (in terms of completeness 
and correctness of the analysis results) and efficiency (in terms of time 
and effort spent) in identifying the conceptual constraints and 
mismatches of their software systems. Beside this main practical 
advantage, we believe that the added value of COINA from the 
practitioners' point of view includes the following aspects: 

- Extensible framework. The components of the COINA Framework 
are designed to allow flexible extension. For example, the 
Interoperability Knowledge Base (IKB), which we introduced in 
Subsection 6.3.1, the COIN Extraction Templates and can be easily 
maintained and extended by architects and domain experts. That 
is, they can add further templates to cover extra input types (e.g., 
templates for automatically extracting COINs from structured SRS 
documents). Moreover, the COIN Corpus can also be extended 
with further manually labeled NL sentences to increase the 
prediction accuracy of the classifier model.

- Technology-independent conceptual and methodological support.
The supporting methods, cheat sheets, and templates offered by 
the COINA Framework will work for any software unit regardless of 
its implementation technology. For example, the COIN Extraction 
Templates can be implemented for modeling languages other than
the UML. Also, the ML COIN Classification Model and its tool can 
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be used to analyze Java API documents or .Net API documents. 
Add to this that the COIN Model is designed to cover all types of 
conceptual constraints in any software unit regardless of its domain 
or size. 

- Experience-independent analysis. The COINA Framework 
provides detailed guidelines on how to apply it and use the 
supporting tools it offers. Hence, architects and analysts with 
limited experience can follow the directions and easily learn how to 
perform effective preparation for a software unit as well as effective 
analysis for mismatches between software units.   

- Ready-to-use shared documents. The COIN Portfolio is the result 
of proactive preparation of interoperable software units, which 
takes place before the need for interoperation arises. Hence, 
having interoperability-related conceptual information all set and 
ready to use accelerates the analysis and the building of
interoperation among systems. Accordingly, providers improve 
their business impact and competitiveness. 

- Traceable and repeatable analysis results. Our proposed systematic 
analysis approach allows practitioners to trace the results between the 
analysis activities. For example, a mismatch recorded in the Mismatches 
List can be tracked down to the COIN(s) causing it, which in turn can be 
traced to their related interoperable elements. In addition, systematic 
analysis allows repeating it by following the exact same steps and 
comparing the achieved results to increase the trust and reliability of the 
decisions made. These well-documented results and replications are a 
form of saving interoperability analysis experiences, which can be 
used for training purposes, to reflect on performance, and to plan 
future improvements of analysis-related activities. 

- Consistent documentation. The standard documentation templates 
proposed by the COINA Framework for recording the extracted COINs 
and the detected mismatches enable consistency. This consistency is 
achieved within the analysis results of an integration project and 
among different integration projects. Obviously, this makes it easier 
to learn how to read and use the documents and where to locate 
specific pieces of information in it. It also enables comparison 
between the results achieved by analyzing multiple candidate units. 
Accordingly, this supports making trade-offs and arguing reasons 
for selecting a specific candidate over others.  

Despite the benefits of the COINA Framework, it does have some 
limitations that we could not resolve due to the time and resource 
constraints of this PhD work. We describe these limitations as follows: 

- Limited context of COINA. The framework currently only offers 
support for conceptual interoperability analysis in the context of 
black-box integration. For example, the extraction methods do not 
cover input artifacts like source code or activity log, which would be 
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available in white-box integration. However, the extensibility of the 
framework allows extending it to include such artifacts. Accordingly, 
the supporting tools and guidelines would have to be extended, too.

- Limited extraction templates for UML diagrams. The proposed set
of templates is initial and basic, which may lead to false negatives
in the extraction results. That is, a COIN instance might not be
addressed by our predefined COIN Extraction Templates, so it may
get missed in the extraction process. To alleviate this issue, the
framework’s modularity allows extending its IKB with more
templates as needed. For example, templates can be introduced to
cover further UML diagrams (e.g., state machine diagrams,
composite structure diagrams, etc.), further COIN types (e.g.,
technical, business, etc.), and different documents with further
abstraction levels (e.g., high-level architecture documents).

- Input-sensitive. The results of the COIN extraction method from
UML diagrams is subjective regarding the quality of the input
assumed to exist (i.e., architectural documentation). For example,
incomplete UML diagrams will lead to missing information in the
created COIN Portfolio that is shared with clients. Although we
hypothetically assumed that the input is complete and correct, we
are still working on mitigating this challenge by further including
other input artifacts (i.e., the API documentation and the SRS) in
order to complement the extraction results.

- Limited size of the COIN Corpus (ground truth). It is known in the ML
field that the larger the corpus, the better the accuracy results. Also, the
more classification classes you want to train the machine classifier on
identifying, the more training data it must be fed. This explains the higher
accuracy we achieved using the Two-COIN Corpus compared to the
Seven-COIN Corpus, even with the same number of sentences in both.

- Unbalanced number of instances for each class in the corpus. As noticed,
the number of instances for the COIN classes is not balanced in the corpus.
That is, dominant classes (i.e., Not-COIN, Dynamic, and Semantic)
contribute the majority of the sentences in the data set (i.e., 91%), whereas
the other classes (i.e., Structure, Syntax, Quality, and Context) are smaller
and share the remaining 9% of the corpus. This affects the classification
accuracy of classes with the fewer instances.

- Limited automation capability for mapping the COIN Portfolios.
Although we presented an example for the potential of automating the
mapping activity to detect conceptual mismatches, full automation for this
activity is very difficult. On the one hand, formalizing the whole COIN
Portfolio document for each interoperable software unit is a tedious and
time-consuming task, which requires knowledge and experience in
formalization languages. On the other hand, this requires semantic
descriptions of all COINs with all their possible values. Nevertheless, we
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consider our contributed mapping approach an important computer 
science contribution, as it formalizes the mapping process in an algorithm.

- Limited context of the ML-based support. The current version of our
classification model cannot be used to identify COINs from any API
document. This is due to the fact that our corpus is relatively small
(i.e., 3k sentences) and is built from six cases only (which has
specific characteristics with regards to company size, document-
writer features like his language or role, the maturity of the API,
etc.). Hence, it will not be appropriate to generalize the features of
the sentences in our small corpus to all existing sentences of all
API documents. Thus, we intend in the future to enlarge the corpus
(e.g., hundreds of thousands of sentences) to cover a wider range
of API documents with different characteristics and to update the
classification model with further features based on the new
sentences. Accordingly, our tool support is currently reliable in the
context of our six cases and their similar cases.

8.3 Future Work 

In this section, we will describe our ideas for potential future work and 
directions aligned with the contribution areas of this thesis. 

In our foundation contribution, the COIN Model, we focused on building 
a solid basis for the analysis-related activities of the conceptual level of 
interoperability. The model could be extended to better support other 
activities (e.g., resolution design and implementation) and other levels 
of interoperability (e.g., technical and organizational). 

With regard our methodical contributions within the COINA Framework, 
Section 8.2 described some limitations that open the door for many 
possible improvements, including the following: 

- Extending the automatic COIN extraction methods (both the template-
based method and the ML-based method) to cover artifacts other than
software architecture diagrams and API documents. For example, they
could be extended to include other input like the software requirements
specification (which describes goals, data, interaction, structure, etc.)
using different models like Business Process Modelling Notations
(BPMN). It could also be extended to automatically extract COINs from
source code and transaction logs.

- Extending the ML-based COIN extraction method to recognize the
perspectives to which a COIN is related. This could be a tough task to train
the machine on recognizing, due to the lack of standardization in the
format and structure of API documents.  However, it may be potentially
possible to recognize them with the help of the special HTML tags used
for formatting the heading that declares a new service of the system.
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- Extending the systematic analysis approach to support the conceptual
interoperability analysis in the context of white-box integration. Thus,
further cheat sheets and guidelines could be provided to support the
manual extraction of COINs in this context (e.g., reverse engineering
COINs from code, execution logs, history reports, or even from
StackExchange entries and Wikis).

- If the aforementioned extensions were performed, then our supporting
tools could also be extended. For example, the add-in for the Chrome
browser could be extended to search for COINs in source code pages, too.

On the empirical evaluation level of our contributions, we see room for 
the following extensions: 

- Extending our multi-run experiment with further experiments that cover
more elements of our systematic analysis approach. For example, include
the Cheat Sheet for UML and cover the rest of the uncovered types of
COINs in the analyzed input.

- Extending our experiment for evaluating the guidelines with further
experiments that include larger numbers of participants. These further
experiments could also include the presentation guidelines, which we did
not evaluate. Moreover, it could be of benefit to run the experiments with
experts from industry rather than with students to draw a clear border
between the performance results of experienced and inexperienced
participants.

- Extending the experiments to include our technical contributions (i.e., the
add-ins for Enterprise Architect and for the Chrome web browser). That
is, both tools still need to be evaluated with regard to their actual effect on
enhancing the analysis results. Although the add-in for the Chrome web
browser has been evaluated with regard to its acceptance and the results
have shown significant agreement on its value (see the master thesis
supervised by the author of this thesis  [Nai17]), the acceptance of the add-
in for the Enterprise Architect has not been evaluated yet.
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Appendix B Scoping Study on Interoperability-
Related Architectural Problems and Solutions 

B.1 Selected Primary Studies 

ID Reference 

S1 A. Brodt et al.: A mobile data management architecture for interoperability of 
resource and context data. In MDM (2011) 

S2 A. Ojo et al.: Semantic interoperability architecture for electronic government. In 
dg.o (2009) 

S3 A. Moulton et al.: Semantic Interoperability in the fixed income securities industry: A knowledge 
representation architecture for dynamic integration of web-based information. In HICSS (2003) 

S4 G. Hatzisymeon et al.: An architecture for implementing application interoperation with heterogeneous 
systems. In DAIS (2005) 

S5 L. Xianming et al.: Research on the Portlet Semantic Interoperability Architecture. In WCSE (2009) 

S6 D. de Carvalho et al.: Functional and device interoperability in an architectural model of geographic 
information system. In SIGDOC (2007) 

S7 J. Kim et al.: An enterprise architecture framework based on a common information technology domain 
(EAFIT) for improving interoperability among heterogeneous information systems. In SERA (2005) 

S8 S. Zhu et al.: Army enterprise architecture technical reference model for system interoperability. In MILCOM 
(2009) 

S9 F. Rabhi: Towards an open architecture for the integration and interoperability of distributed systems. In Ent-
Net at SUPERCOMM (2001) 

S10 B. Powers: A multi-agent architecture for NATO network enabled capabilities: enabling semantic 
interoperability in dynamic environments (NC3A RD-2376). In SOCASE (2008) 

S11 E. Leclercq et al.: ISIS: a semantic mediation model and an agent based architecture for GIS interoperability. 
In IDEAS (1999) 

S12 M. Paul: Enterprise geographic information system (E-GIS): A service-based architecture for geo-spatial data 
interoperability. In IGARSS (2006) 

S13 G. Lepouras et al.: An active ontology-based blackboard architecture for web service interoperability. In 
ICSSSM (2005) 

S14 C. Schroth et al.: UN/CEFACT Service-Oriented Architecture-Enabling Both Semantic And Application 
Interoperability. In KiVS (2007) 

S15 P. Arapi et al.: ASIDE: An Architecture for Supporting Interoperability between Digital Libraries and ELearning 
Applications. In ICALT (2006) 

S16 A. Bennaceur et al.: Towards an architecture for runtime interoperability. In ISoLA (2010) 

S17 R. Maciel et al.: WGWSOA: A service-oriented middleware architecture to support groupware 
interoperability. In CSCWD (2007) 

S18 Y. Demchenko et al.: Intercloud Architecture for interoperability and integration. In CloudCom  (2012) 

S19 D. Arize et al.: ThesIS: A semantic interoperability service for a middleware service oriented architecture. In 
CSCWD (2013) 

S20 R. Crichton et al.: An Architecture and Reference Implementation of an Open Health Information Mediator: 
Enabling Interoperability in the Rwandan Health Information Exchange. In FHIES (2013) 

S21 G. Komatsoulis et al.: caCORE version 3: Implementation of a model driven, service-oriented architecture for 
semantic interoperability. In J-BHI (2008) 

S22 A. Mohtasebi et al.: Analysis of Applying Enterprise Service Bus Architecture as a Cloud Interoperability and 
Resource Sharing Platform. In KMO (2013) 
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B.2 Data Extraction Form 

Field Description RQ

F1 Title Title of the paper

D
ocum

entation

F2 Author Writer(s) of the paper

F3 Year Year of publishing the paper

F4 Publication Name of Journal / Proceeding
F5 Keywords Keywords of the paper RQ1
F6 Objectives Stated goals of the study by the authors- free text RQ1
F7 IS type Kind of IS application which the study focuses on RQ2

F8 Interoperability
problem(s)

Object of the study which the study tries to  solve (i.e., 
problem of interest) - free text RQ2

F9 Interoperability 
level Level of LCIM that the study handles RQ1

F10 Architectural 
solution(s)

Subject of the study that is proposed to solve the object 
(i.e., solution of problem) - free text RQ3

F11 Solution elements Concrete elements of the proposed subject (i.e., 
components of architectural solutions) - free text RQ3

F12 Technology used Technologies supporting implementation of proposed 
subjects (e.g., XML, Web Services … etc.) RQ3

F13 Solution evidence 
Evidence provided on the quality of proposed subjects 
(e.g., discussion, controlled experiment, case study, 
etc.)

RQ4

F14 Interoperability 
Metric

Quantitative measures used in the study evaluation to 
describe the interoperability property achieved RQ4.1

F15 Comments Additional notes provided in the study (i.e., claimed 
benefits, tradeoffs, limitations, or challenges) - free text RQ2.1
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Appendix D COIN Extraction Templates from UML 
Diagrams and their Identification Algorithms 

Template 
ID 

COIN source 
diagram 

COIN 
category 

COIN type 

t1 Component Structure Layering 
t2 Component Structure Component distribution 
t3 Component Structure DB distribution 
t4 Deployment Structure Component distribution 
t5 Deployment Structure DB distribution 
t6 Class Structure Structural multiplicity 
t7 Class Structure Inherited constraints 
t8 Use case Context Allowed users 
t9 Use case Context Usage multiplicity 

t10 Use case Structure Inherited constraints 
t11 Sequence Dynamic Interaction synchronicity 
t12 All NA Natural language constraints 

Template (t1): Layering in component diagrams 

t1  Structure COINs Category

system (s), e { interoperable elements (E) ∩ 

component diagram components (COMDC)}, 

t1 (s) = True ↔ (hasBoundary(COMD) = true) 

((length(horizontal lanes(COMD) >1 | 

(length(vertical lanes(COMD) >1))
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Algorithm (t1 identification)

Input: Component diagram (COMD), interoperable system (s), 
interoperable elements (E)

Process:

1 coinCandidates ← 

2 coin ← 

3  isInteroperable ← false

4 While (isInteroperable ≠ true)

5    For each e {COMD.elements}

6 If (e s.elements e E)

7 isInteroperable ← true

8 Break For each

9 End If

10 End For each

11 End While

12 If (hasBoundary(COMD) = true

13 ((length(horizontal lanes(COMD) >1 | 

14 (length(vertical lanes(COMD) >1))

15 coin ← (e, "Structure", "System Layering", “Layered”)

16 coinCandidates ← {coinCandidates coin}

17 End If

Output: coinCandidates
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Template (t2): Component distribution in component diagrams 

t2 Structure COINs Category

element (e) { interoperable elements (E) ∩ 

component diagram components (COMDC)},

t2 (e) = True ↔ e.stereotype ≠ “database” ength (e.locations) > 1

Algorithm (t2 identification)

Input: Component diagram (COMD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {COMD.elements}

4 If (e E e.stereotype ≠ “database length (e.locations) > 1)

5 coin ← (e, "Structure", "Component distribution", “distributed”)

6 coinCandidates ← {coinCandidates coin}

7 End If

8 End For

Output: coinCandidates
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Template (t3): DB distribution in component diagrams 

t3  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

component diagram elements (COMDE)},

t3 (e) = True ↔ e.stereotype = “database” length (e.locations) > 1

Algorithm (t3 identification)

Input: Component diagram (COMD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {COMD.elements}

4 If (e E (e.stereotype = “database (length (e.locations) > 1)

5 coin ← (e, "Structure", "DB distribution", “distributed”)

6 coinCandidates ← {coinCandidates coin}

7 End If

8 End For

Output: coinCandidates
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Template (t4): Component distribution in deployment diagrams 

t4  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

deployment diagram components (DDC)},

t4 (e) = True ↔ e.stereotype ≠ “database” length (e.locations) > 1

Algorithm (t4 identification)

Input: Deployment diagram (DD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {DD.elements}

4 If (e E (e.stereotype ≠ “database (length (e.locations) > 1)

5 coin ← (e, "Structure", "Component distribution", “distributed”)

6 coinCandidates ← {coinCandidates coin}

7 End If

8 End For

Output: coinCandidates
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Template (t5): DB distribution in deployment diagrams 

t5  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

deployment diagram elements (DDE)},

t5 (e) = True ↔ e.stereotype = “database (e.locations) > 1

Algorithm (t5 identification)

Input: Deployment diagram (DD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {DD.elements}

4 If (e E (e.stereotype = “database (length (e.locations) > 1)

5 coin ← (e, "Structure", "DB distribution", “distributed”)

6 coinCandidates ← {coinCandidates coin}

7 End If

8 End For

Output: coinCandidates
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Template (t6): Structural multiplicity in class diagrams 

t6  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

class diagram elements (CDE)},

t6 (e) = True ↔ e.association.multiplicity ≠

Algorithm (t6 identification)

Input: Class diagram (CD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {CD.elements}

4 If (e E (e.association.multiplicity ≠ )

5 coin ← (e, "Structure", "Structural multiplicity", 

6 value(e.association.multiplicity))

7 coinCandidates ← {coinCandidates coin}

8 End If

9 End For

Output: coinCandidates
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Template (t7): Inherited constraints of class diagrams 

t7  Structure COINs Category

element (e) { interoperable elements (E) ∩ 

class diagram elements (CDE)},

t7 (e) = True ↔ e.Parent ≠ e.Parent.Constraints ≠

Algorithm (t7 identification)

Input: Class diagram (CD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {CD.elements}

4 If (e E) (e.Parent, e.Parent.getConstraints ≠ )

5 For each c in e.Parent.getConstraints

6 coin ← (e, "Structure", "inherited constraint", value(c))

7 coinCandidates ← {coinCandidates coin}

8 End For

9 End If

10 End For

Output: coinCandidates
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Template (t8): Allowed users in use case diagrams 

t8  Context COINs Category

element (e) { interoperable elements (E) ∩ 

Use case diagram elements (EDE)},

t8 (e) = True ↔ length(e.actors) > 0

Algorithm (t8 identification)

Input: Use case diagram (UD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {UD.elements}

4 If (e E) (length(e.actors) > 0)

5 coin ← (e, "Context", "Allowed users", value(e.actors))

6 coinCandidates ← {coinCandidates coin}

7 End If

8 End For

Output: coinCandidates
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Template (t9): Usage multiplicity in use case diagrams 

t9  Context COINs Category

element (e) { interoperable elements (E) ∩ 

Use case diagram elements (UDE)},

t9 (e) = True ↔ e.association(actor).multiplicity ≠

Algorithm (t9 identification)

Input: Use case diagram (UD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {UD.elements}

4 If (e E (e.association.multiplicity ≠ )

5 coin ← (e, "Context", "Usage multiplicity", 

6 value(e.association(actor).multiplicity))

7 coinCandidates ← {coinCandidates coin}

8 End If

9 End For

Output: coinCandidates
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Template (t10): Inherited constraints in use case diagrams 

t10 Structure COINs Category

element (e) { interoperable elements (E) ∩ 

Use case diagram elements (UDE)},

t10 (e) = True ↔ e.Parent ≠ e.Parent.Constraints ≠

Algorithm (t10 identification)

Input: Use case diagram (UD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {UD.elements}

4 If (e E) (e.Parent, e.Parent.getConstraints ≠ )

5 For each c in e.Parent.getConstraints

6 coin ← (e, "Structure", "inherited constraint", value(c))

7 coinCandidates ← {coinCandidates coin}

8 End For

9 End If

10 End For

Output: coinCandidates
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Template (t11): Interaction synchronicity in sequence diagrams 

t11  Dynamic COINs Category

system (s), e { interoperable elements (E) ∩ 

Sequence diagram elements (SDE)},

t11 (s) = True ↔ SDE.message.type ≠

Algorithm (t11 identification)

Input: Sequence diagram (SD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3  messagesSynchronicity ← 

4 For each message {SD.elements}

5 If (m.type ≠ )

6 messagesSynchronicity ← {messagesSynchronicity m.type}

7 End If

8 If (messagesSynchronicity ≠ )

9 coin ← (e, "Dynamic", "Interaction synchronicity", 

10  messagesSynchronicity)

11 coinCandidates ← {coinCandidates coin}

12 End If

Output: coinCandidates
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Template (t12): Natural language constraint in all diagrams 

t12  any COINs Category

e { interoperable elements (E) ∩ {

Component diagram elements (COMDE) 

Deployment diagram elements (DDE) 

Class diagram elements (CDE) 

Use case diagram elements (UDE) 

Sequence diagram elements (SDE)}},

t12 (e) = True ↔ ≠ ≠ ≠

Algorithm (t12 identification)

Input: Component diagram (COMD), Deployment diagram (DD), 

Class diagram (CD), Use case diagram (UD), Sequence 

diagram (SD), interoperable elements (E)

Process:

1 coinCandidates ←

2 coin ←

3 For each e {COMD.elements DDE.elements CDE.elements

4 UDE.elements SDE.elements}

5 If (e E) (e. ≠

6    coin ← (e, NA, "Natural language constraint", value(e.Note))

7 coinCandidates ← {coinCandidates coin}

8 End If

9 If (e E) (e. ≠
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10  coin ← (e, NA, "Natural language constraint", value(e.Constraint))

11 coinCandidates ← {coinCandidates coin}

12 End If

13 If (e E) (e.Comment ≠

14  coin ← (e, NA, "Natural language constraint", value(e.Comment))

15 coinCandidates ← {coinCandidates coin}

16 End If

17 End For

Output: coinCandidates
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Appendix E COIN Cheat Sheets 

E.1 COIN Cheat Sheet for UML Diagrams 

Perspective COIN 
Category COIN type Description Where to find 

(probably)? 

System Structure 

Layering Layered, not layered 

- In component and deployment 
diagrams when components 
appear organized in horizontal or 
vertical lanes 

Distribution Distributed, centralized 
- In component and deployment 

diagrams when components 
appear on multiple nodes 

Data/ 
service 

Semantic 

Semantic 
constraints of 

data 

Unit of measurement, 
scale of measurement, 
sorting style (e.g., 
ascending, descending, 
categorized, etc.), etc. 

- In NL “note” or “constraint” 
elements in any diagram 

Input and 
output of 

service 

Non-technical 
description of expected 
input and output (no 
format, no data type) 

- In input and output elements of  
activity diagram, sequence 
diagram, or interaction overview 
diagram 

Structure 

Data 
structural 

constraints 

Data invariants, 
inherited constraints, 
capacity limits/ranges, 
or multiplicity 
constraints 

- In a relation’s multiplicity 
information in class diagrams, 
object diagrams. Or in NL “note” or 
“constraint” elements in any 
diagram 

Service 
distribution 

and data 
distribution 

Distributed, centralized 
- In component and deployment 

diagrams when a data or service 
element appears in multiple sites 

Dependency 

Underlying 
dependencies (i.e., 
additional required 
functions or data) 

- In a relation’s type information 
(aggregation, composition, etc.) in 
class diagrams, object diagrams, or 
in NL “note” or “constraint” 
elements in any diagram 

Redundancy 
Single or multiple units 
or interfaces dedicated 
to a specific element 

- In component and deployment 
diagrams when a data or service 
element appears duplicated 

Service and 
data 

encapsulation 

Encapsulated with 
interfaces or not 
encapsulated with 
direct access 

- Interfaces in component diagrams, 
deployment diagrams, or class 
diagrams 

Data 
concurrency 

Single-user or shared 
access 

- In state machine diagrams and 
activity diagrams 

Dynamic Service 
contracts 

Invariants, pre-, or post- 
conditions 

- In NL “note” or “constraint” 
elements in any behavioral diagram 
(e.g., activity diagram, sequence 
diagram, communication diagram, 
etc.) 



Appendix 

230

Interaction  
time 

constraints 

Session timeline, 
acknowledgment 
timeline, response 
timeline, etc. 

- In timing diagrams, NL “note”, or 
“constraint” elements in any 
behavioral diagram (e.g., activity 
diagram, sequence diagram, 
communication diagram, etc.) 

Interaction 
property 

State(ful/less), 
(a)synchronous, etc. 

- In the type of messages in 
sequence diagrams (i.e., a 
synchronous message is denoted 
by a solid arrowhead ; an 
asynchronous message by a line 
arrowhead ) 

Interaction 
protocol 

Description of process 
flow/activities and 
usage steps 

- In activity diagrams, sequence 
diagrams, or interaction overview 
diagrams 

Communicati
on style 

Messaging, procedure 
call, blackboard, 
streaming, etc. 

- In message types and properties in 
activity diagrams, sequence 
diagrams, or interaction overview 
diagrams 

Context 

Usage 
multiplicity 

Access rate or session 
multiplicity 

- In a relation’s type information 
(aggregation, composition, etc.) in 
class diagrams, object diagrams, or 
in NL “note” or “constraint” 
elements in any diagram 

Usage 
environment 

Device specification, 
wired/wireless, etc. 

- In component and deployment 
diagrams when a data or service 
element appears duplicated 

Intended end 
user 

Human/machine, 
gender, location, age, 
etc. 

- Interfaces in component diagrams, 
deployment diagrams, or class 
diagrams 

Quality 

Service quality 

Availability, response 
time, throughput, 
#parallel connections, 
etc. 

- In state machine diagrams and 
activity diagrams 

Data quality Security, trust, 
accuracy, etc. 

- In NL “note” or “constraint” 
elements in any behavioral diagram 
(e.g., activity diagram, sequence 
diagram, communication diagram, 
etc.) 
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E.2 COIN Cheat Sheet for SRS in IEEE Template 830 

Perspective COIN 
Category COIN type Description Where to find 

(probably)? 

System 

Syntax Terminology 
definition 

Glossary items or inline 
definition for special 
terms or abbreviations 

- In “Definitions or Glossary” 
subsection under “Introduction” 
section 

Semantic Goal of system Why to  interoperate with 
this system 

- For the system goal, look in 
“Purpose” subsection under 
“Introduction” 

Structure 

Layering Layered, not layered 
- In “Design and Implementation 

Constraints” subsection under 
“Introduction” section 

Distribution Distributed, centralized 
- In “Design and Implementation 

Constraints” subsection under 
“Introduction” section 

Dynamic 

Dynamicity 
Static, periodic change, 
irregular change, 
continuous change, etc. 

- In “Design and Implementation 
Constraints” subsection under 
“Introduction” section 

Communication 
style 

Messaging, procedure 
call, blackboard, 
streaming, etc. 

- In “Design and Implementation 
Constraints” subsection under 
“Introduction” section 

Context 

Application 
domain 

The domain area where 
the system will be used 
(e.g., health, banking, 
education, etc.) 

- In “Project Scope” subsection 
under “Introduction” section 

Usage quota Access rate or quota (e.g., 
limited, unlimited, etc.) 

- In “Design and Implementation 
Constraints” subsection under 
“Introduction” section 

Usage mode 
Online/offline, 
wired/wireless, 
dynamic/static, etc. 

- In “Operating 
Environment” 
subsection under 
“Overall Description” 
section 

Quality Quality 
attributes 

Reliability, response time, 
ease of use, security, etc. 

- In “Non-Functional 
Requirements” subsection under 
“Specific Requirements” section 

Data/service 

Semantic 

Semantic 
constraints of 

data 

Unit of measurement, 
scale of measurement, 
sorting style (e.g., 
ascending, descending, 
categorized, etc.), etc. 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section. Or, within 
“input/output” description of use 
cases in the “Specific 
Requirement” section 

Goal of service Why to  interoperate with 
this service 

- For a function goal, look in 
“Goal” description of its use 
cases in the “Specific 
Requirement” section 

Input and 
output of 

service 

Non-technical description 
of expected input and 
output (no format no data 
type) 

- In “input/output” description of 
a function use case in the 
“Specific Requirement” section 

Structure Data structural 
constraints 

Data invariants, inherited 
constraints, capacity 
limits/ranges, or 
multiplicity constraints 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section 
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Service 
distribution 

and data 
distribution 

Distributed, centralized 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section especially under design 
constraints 

Dependency 
Underlying dependencies 
(i.e., additional required 
functions or data) 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section especially under design 
constraints 

Redundancy 
Single or multiple units or 
interfaces dedicated to a 
specific element 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section especially under design 
constraints 

Service and 
data 

encapsulation 

Encapsulated with 
interfaces or not 
encapsulated with direct 
access 

- In “Software Interfaces” under 
“External Interface 
Requirements” subsection 

Data 
concurrency 

Single-user or shared 
access 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section, especially under design 
constraints 

Dynamic 

Service 
contracts 

Invariants, pre-, or post- 
conditions 

- In “pre-condition and post-
condition” description of a 
function use case in the “Specific 
Requirement” section 

Interaction  
time 

constraints 

Session timeline, 
acknowledgment 
timeline, response 
timeline, etc. 

- In “pre-condition and post-
condition” description of a 
function use case in the “Specific 
Requirement” section 

Interaction 
property 

State(ful/less), 
(a)synchronous, etc. 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section   

- In “Communication Interfaces” 
under “External Interface 
Requirements” subsection 

Interaction 
protocol 

Description of process 
flow/activities and usage 
steps 

- In the “Specific Requirement” 
section look for a function’s 
“Flow of events” in its use case 
or for process details in the 
“Functional requirements” 

Communication 
style 

Messaging, procedure 
call, blackboard, 
streaming, etc. 

- In “Design and Implementation 
Constraints” subsection under 
“Introduction” section 

Context 

Usage 
multiplicity 

Access rate or session 
multiplicity 

- In “Constraints, assumptions and 
dependencies” subsection under 
“Overall/General description” 
section 

Usage 
environment 

Device specification, 
wired/wireless, etc. 

- In “Project Scope” subsection 
under “Introduction” section. Or, 
in “Operating Environment” 
subsection under “Overall 
Description” section 

Intended end 
user 

Human/machine, gender, 
location, age, etc. 

- In “User Classes and 
Characteristics” subsection under 
“Overall Description” section 
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Quality 

Service quality 
Availability, response 
time, throughput, 
#parallel connections, etc. 

- In “Non-functional 
Requirements” subsection under 
“Specific Requirements” section 

Data quality Security, trust, accuracy, 
etc. 

- In “Non-functional 
Requirements” subsection under 
“Specific Requirements” section 
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E.3 COIN Cheat Sheet for API Documents 

Perspective COIN 
Category COIN type Description Where to find 

(probably)? 

System 

Syntax Terminology 
definition 

Glossary items or inline 
definition for special 
terms or abbreviations 

In “Overview or Introduction” section 
of the system, or within the 
introduction of services 

Semantic Goal of system Why to  interoperate 
with this system 

Structure Layering Layered, not layered 
Distribution Distributed, centralized 

Dynamic 

Dynamicity 
Static, periodic change, 
irregular change, 
continuous change, etc. 

Communication 
Style 

Messaging, procedure 
call, blackboard, 
streaming, etc. 

Context 

Application 
domain 

The domain area where 
the system will be used 
(e.g., health, banking, 
education, etc.) 

Usage quota 
Access rate or quota 
(e.g., limited, unlimited, 
etc.) 

Usage mode 
Online/offline, 
wired/wireless, 
dynamic/static, etc. 

Quality Quality 
attributes 

Reliability, response 
time, ease-to-use, 
security, etc. 

Data/service 

Semantic 

Semantic 
constraints of 

data 

Unit of measurement, 
scale of measurement, 
sorting style (e.g., 
ascending, descending, 
categorized, etc.), etc. 

- In the description of data input or 
returned output of a service 

Goal of service Why to  interoperate 
with this service 

- In the service-dedicated 
description 

Input and 
output of 

service 

Non-technical 
description of expected 
input and output (no 
format, no data type) 

- In the service-dedicated 
description and process models 
associated with it 

Structure 

Data structural 
constraints 

Data invariants, 
inherited constraints, 
capacity limits/ranges, 
or multiplicity 
constraints 

- For input/output constraints, look 
in the service-dedicated 
description 

Service 
distribution 

and data 
distribution 

Distributed, centralized 
- In the service-dedicated 

description and any models 
associated with it 

Dependency 

Underlying 
dependencies (i.e., 
additional required 
functions or data) 

- In the service-dedicated 
description and any models 
associated with it 
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Redundancy 
Single or multiple units 
or interfaces dedicated 
to a specific element 

- In the service-dedicated 
description and any models 
associated with it 

Service and 
data 

encapsulation 

Encapsulated with 
interfaces or not 
encapsulated with 
direct access 

- In the service-dedicated 
description and any models 
associated with it 

Data 
concurrency 

Single-user or shared 
access 

- For data of a specific service, look 
in its dedicated description 

Dynamic 

Service 
contracts 

Invariants, pre-, or post- 
conditions 

- For a service contract, look in its 
dedicated description and 
conditional elements on process 
models associated with it 

Interaction  
time 

constraints 

Session timeline, 
acknowledgment 
timeline, response 
timeline, etc. 

- In the service-dedicated 
description 

Interaction 
property 

State(ful/less), 
(a)synchronous, etc. 

- In the service-dedicated 
description 

Interaction 
protocol 

Description of process 
flow/activities and 
usage steps 

- In the service-dedicated 
description and process models 
associated with it 

Communication 
style 

Messaging, procedure 
call, blackboard, 
streaming, etc. 

- In the service-dedicated 
description and process models 
associated with it 

Context 

Usage 
multiplicity 

Access rate or session 
multiplicity 

- In the service-dedicated 
description 

Usage 
environment 

Device specification, 
wired/wireless, etc. 

- In the service-dedicated 
description 

Intended end 
user 

Human/machine, 
gender, location, age, 
etc. 

- In the service-dedicated 
description 

Quality 
Service quality 

Availability, response 
time, throughput, 
#parallel connections, 
etc. 

- In the service-dedicated 
description 

Data quality Security, trust, 
accuracy, etc. 

- In the service-dedicated 
description 
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Appendix F Mismatches Cheat Sheet 

Mismatch Type How to find? Causing COINs Examples 

Direct 

COINs of similar 
category and type 
with explicit 
contradicting values 
for corresponding 
interoperable 
element. 

All types of COINs 
can be the cause 
of direct 
mismatches. 

S1 has a “size of lists” constraint that the 
returned object has a maximum capacity 
of 100 items. 

S2 has a “size of lists” constraint that the 
maximum size of the lists used in the 
system is 50 items.

This leads to a “direct mismatch“ on the 
structure level.

Indirect 

COINs with values 
that may influence 
the requirements of 
other COINs in the 
corresponding 
interoperable 
element. 

Mostly, Structure 
COINs and 
Dynamic COINs 
are the cause of 
indirect 
mismatches and 
they mainly affect 
Quality COINs of 
the other software 
unit. 

S1 has a “synchronicity” constraint that 
the independent tasks are processed 
synchronously. 

S2 has a ”quality” constraint that the 
system requires high response time.

This leads to an “indirect mismatch“ on 
the quality level.

Po
te

nt
ia

l 

Adherence 

A COIN that has no 
corresponding or 
conflicting COINs in 
the other 
system/service, but 
it demands being 
satisfied. 

All types of COINs 
can be behind the 
adherence 
mismatches. 

S1 has a “redundancy” constraint that 
there should be a backup interface to 
ensure availability of service.

S2 has no constraints regarding interface
redundancy. 

This may lead to “potential adherence 
mismatches“ if developers of S2 do not 
build a backup interface. Hence, it has to 
be reported to ensure they will satisfy 
this constraint when reusing S1. 

Consensus 

A COIN that has no 
corresponding or 
conflicting COINs in 
the other system, 
but demands a 
common 
understanding or 
agreement. 

Semantic and 
Context COINs are 
the main causes of 
the consensus 
mismatches. 

S1 has “terminology” constraints that it 
uses domain-specific terms (e.g., for a 
farm application, the “Growing season”
is the period of time from April until 
October or November for European 
farms). 

S2 has no corresponding constraint to 
define the aforementioned term.

This may lead to a “potential consensus
mismatch“ if users of S2 misunderstand 
the definition (e.g., farmers in Finland 
will understand the growing season as
the period of time from June to 
September only).
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Appendix G Observation Protocol Template for the 
Controlled Experiment Study 

Possible disturbing factors’ codes 

Emotions 
E1. Un-concentrated / Unfocused 
E2. Unconfident/doubtful 
E3. Bothered/ frustrated 
E4. Tired 

Events 
E5. Participant(s) is (are) inactive 
E6. Participant arrives late 
E7. Participant leave early 
E8. Cell-phone call 
E9. Noise 
E10. Interruption 

Controlled experiment study information  

Study date  

Study time  

Study location 

Group (A,B) 

Controlled experiment observations 

Participant ID Time Emotion code Event code Comments 
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Appendix H Multi-Run Controlled Experiment for 
Evaluating the Systematic Analysis Approach 

H.1 Experimental Material 

For all example inputs (e1, e2, e3) from all sessions and for the introduction tutorial for 
each group, please go to this webpage: http://abukwaik.com/site/multi-run-
experiment16

(use password: abukwaik_experiment). 

H.1.1 Non-Disclosure Agreement and Informed Consent 
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H.1.2 Experimental Procedure Description 
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H.1.3 Briefing Questionnaire 



Appendix 

241



Appendix 

242

H.1.4 Task Description 

For Ad-hoc Approach 
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For Half COINA Approach 
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For Full COINA Approach 
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H.1.5 Debriefing Questionnaire for Full COINA Approach 
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H.2 Raw Data 
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Appendix I  Controlled Experiment for Evaluating the 
Guidelines for Improving API Documentation 

I.1 Experimental Material 

For the experiment input for both the control and the treatment group (i.e., the original 
SoundCloud API document and the modified version), please go to this webpage: 
http://abukwaik.com/site/api-guidelines16

(use password: abukwaik_experiment). 
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I.2 Reference Solution for Experiment Task 
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