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1 Purpose

In contemporary medicine, the use of assistance functions for diagnosis and surgical interven-
tions is an evolving area (5). These functions can help to master medical challenges like the
prevention of treatment errors, enhancement of outcome and the preservation of a high level of
satisfaction for employees as well as patients.

To enable such assistance functions in a surgical intervention, we propose a situation de-
tection based on Random Forests. More precisely, the progress of an intervention is deduced
by detecting single surgical steps of a pre-modeled workflow. We are convinced, that among
other things – e.g. the status of the operating team – this information is a keystone to carry out
a tailored assistance function.

2 Methods

We have chosen supervised learning (3) for training the models that are used for the detection of
the actual progress of a surgical intervention. The idea of supervised learning is to build models
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which are able, after a learning phase, to deliver correct target vectors {t1, t2, t3...tn} for new,
previously unseen, input vectors {x1, x2, x3...xn}. To do so the learning phase needs different
input and corresponding target vectors which a significant for the identification of steps inside
the workflow.

12 datasets of a simplified workflow with 7 surgical steps were recorded and labeled manu-
ally. The re-enacted surgical steps differ in the use of tracked instruments, number and position
of persons. In Fig. 1 a detailed characteristic of each surgical step is presented. For the imple-
mentation of the probabilistic models we decided to use Random Forests as presented in (4) and
Support Vector Machine to evaluate the results.

For the recording and a future online identification we have choose the OP:Sense Setup (2)
and the corresponding perception system (1). The perception system partly comprised of four
Kinect V1 TM whereby it is possible to recognize people as well as objects in operation theatre.
The algorithms outcome delivers the current position of each person, it’s trace on the floor, as
well as a representation as a point cloud and skeleton tracking from multiple viewpoints. In the
presented approach especially the skeleton tracking deploys data of the characteristic positing
of each person in the operation theatre and the total amount of persons. For the identification of
the instruments we used ART, a marker based tracking system.

Figure 1: Specification of the workflow. Subfigure (a) shows the characteristic of the surgical
steps a-g. Subfigure (b) depicts the positioning of the operating team in a so called ’normal
positioning’. This position is taken up by the team members in steps a-c and f-g. During the
switching, person 1 (P1) and person 2 (P2) change their positing. C1 to C4 are representing the
camera positions on the ceiling. IT is the instrument table where the different instruments are
placed at the beginning.

(a)

Surgical steps

Feature Specifi-
cation a b c d e f g

Positioning of the
operation team

Normal x x x x x
Switched x x

Number of person
at operating table

1 x x
2 x x x x x

Number of used
instruments

0 x x x x x
1 x
2 x

(b)
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3 Results

To evaluate the performance of the method we used cross-validation with a leave-one-out it-
erator on the 12 datasets. Thereby each dataset is used once as a test-set while the remaining
dataset are for the training set. In Fig. 2 the corresponding normalized confusion matrix are pre-
sented. The diagonal elements representing the amount for which the predicted label is equal to
the true label, while off-diagonal elements are mislabelled by the classifier. It can be seen the
random forest classifier identify most of states.

(a) SVM (b) Random Forest

Figure 2: Confusion Matrix based on cross validation and leave one out

4 Conclusion

In this work we introduced a situation detection to enable an interactive assistance during a
surgical intervention. We are convinced, that the current progress of an intervention is essential
for providing a tailored assistance function.

Therefore, we trained Random Forests to detect 7 different surgical steps of a re-enacted
intervention. Both classifier mixed up often the states a and g. One of the reasons for this can
be found in the specification of the both states which are indeed similar. In comparison to the
Random Forest classifier the SVM identified more often false state as true, e.g. state d, r and f.
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It can be summarized that the results seems to be promising – Random Forests performed well
in the given classification task.

For the future, we plan to take our approach to the next level, by combining the classification
results with indicators of the operating team status. This will be the starting point for a targeted
assistance function.

5 Acknowledgement

The work performed was funded by the Federal Ministry of Education and Research within the
project ’Konsens OP’.

References and Notes

1. T. Beyl, P. Nicolai, M. D. Comparetti, J. Raczkowsky, E. De Momi, and H.Wörn. Time-of-
flight-assisted Kinect camera-based people detection for intuitive human robot cooperation
in the surgical operating room. International Journal of Computer Assisted Radiology and
Surgery, pages 1–17, 2015.

2. A. Bihlmaier, T. Beyl, P. Nicolai, M. Kunze, J. Mintenbeck, L. Schreiter, T. Brennecke,
J. Hutzl; J. Raczkowsky, and H. Wörn. ROS-based Cognitive Surgical Robotics. Robot
Operating System (ROS) - The Complete Reference, pages 1095–1106, 2015.

3. Christopher M Bishop. Pattern recognition and machine learning. springer, 2006.

4. A. Liaw and M. Wiener. Classification, regression by randomforest. R news, 2(3):18–22,
2002.

5. Patrick Philipp, Yvonne Fischer, Dirk Hempel, and Ju Beyerer. Framework for an interactive
assistance in diagnostic processes based on probabilistic modeling of clinical practice guide-
lines. In Emerging Trends in Applications and Infrastructures for Computational Biology,
Bioinformatics, and Systems Biology (In Press). Elsevier, 2016.

4


