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Abstract

Effort estimation is used for planning and managing all phases of soft-
ware development. Traditional estimation methods rely on having a
mostly “complete” and “fixed” specification of a system. In agile soft-
ware development, cost and effort estimation is challenging, as the re-
quirements cannot be specified entirely upfront and are evolved as de-
velopment progress and users interact with the product. It is imperative
that the scope of a requirement is sufficient for completing it within a
time-boxed iteration called sprint. Thus, estimation is equally essential
for sprint planning.

Current practice in this context relies heavily on human judgment which
has several limitations. It is based on limited information (subjective
opinion), hampered by wishful thinking and prone to human judgment
bias (individual and group effects).Estimates produced by these methods
are often inaccurate as they are made with limited implicit knowledge
leading to underestimation. Experts recognize the need and importance
of more objective information that includes historical data from previ-
ous iterations. Moreover, current estimation methods do not objectively
consider the potential impact of a change on existing software and cus-
tom factors that contribute to the effort overhead. In conclusion, first,
there is a need for systematically storing historical data, including esti-
mates together with the implemented change and contextual informa-
tion, in an experience base for learning and reuse purposes. Second,
there is a need for systematic tool support for analyzing the potential
impact and required effort of changes. Thus, considerable improvement
potential exists concerning systematic effort estimation in this environ-
ment and marks the contribution of this research to the body of knowl-
edge.

This thesis introduces HyEEASe - a hybrid, lightweight and systematic
method for estimating the effort in the context of iterative, incremental
software development. It utilizes change impact analysis information for
supporting estimation by human judgment. Additionally, a solely data-
driven estimation model based on Gradient Boosted Trees (GBT) is also
developed. HyEEASe was evaluated using two case studies and a con-
trolled experiment. The GBT estimation model was evaluated against
Agile COCOMO Il. The results indicate that the proposed hybrid method
is useful and it produces more effective estimates than purely expert-
based or purely model-based estimates. Furthermore, it provides more
useful impact information and enables learning of impact information.
The performance of the GBT model outperformed Agile COCOMO I re-
garding estimation effectiveness.
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1

1.1

1.2

Overview

Introduction

This chapter introduces the research done in the context of this thesis.
It starts with a brief introduction of effort estimation in an agile devel-
opment context and describes the associated problems and challenges.
It details the research goals and hypotheses and the strategy adopted
to address them. Furthermore, it highlights the research contributions
of the thesis. It concludes with an overview of the contents and a pre-
sentation of the structure of the thesis.

Motivation

Unlike traditional software development approaches, agile embraces
change. The requirements typically cannot be specified entirely upfront
and are developed as the project progresses. The resulting dynamism of
requirements makes estimating effort accurately a challenge. The soft-
ware development and delivery in this context are structured in short
time-boxed iterations often referred to as sprints. The scope of a re-
quirement must be sufficient for completing it within a sprint. Thus,
estimation is equally important for sprint planning. Each sprint involves
planning, development, integration, testing and delivery [87]. Incorpo-
rating a single change could entail a significant impact across the various
individual software components/modules, which makes it an important
aspect to consider while planning and estimating effort.

Currently, effort estimation in this context relies heavily on human judg-
ment. Typically, a cross-functional team of experts estimates by building
consensus on how much effort a particular change will entail. This ap-
proach is labor-intensive, and due to the use of limited information, it
has limited prediction accuracy.

The systematic analysis of the impact of a change can be used to es-
timating its costs and facilitate planning [73]. Change impact analysis
techniques identify software life cycle objects that are likely to be af-
fected by a given change request. Bohner et al. [35] have also suggested
the use of impact analysis in supporting practitioners to precisely deter-
mine the effort and cost estimates for a software change. None of the
existing estimation methods (in traditional or agile development) so far
have considered the quantification of the impact that a change has on
existing software. Therefore, an improvement potential exists concern-
ing systematic effort estimation in this environment.



Section 1.3: Research scope and approach

1.3

Research scope and approach

The research reported in the thesis is in the area of expert-based soft-
ware effort estimation in the particular context of agile software devel-
opment. With the focus on expert-based effort estimation methods, this
thesis characterizes the explicit information required by the experts as
they perform the task of estimation.

In the state-of-the-art and practice analysis as part of the foundation
work for this thesis, it was recognized that while many of the effort
drivers are either not relevant to the agile context or are already consid-
ered when estimating effort. However, the impact of a change on an
existing system is not objectively quantified. Recognizing that the impact
of a change on an existing system is a significant information source in
effort estimation, this thesis makes use of the research done in the area
of change impact analysis. The premise is that if the information about
the impact of a change is objectively provided to the experts while per-
forming estimation, it can support them to make informed decisions. It
is also hypothesized that it will improve estimation accuracy and reduce
bias.

This thesis considers various industrial application domains mainly man-
agement information systems. The geographical scope of this thesis
comprises software companies in Germany like SAP SE [7] and Insiders
Technologies GmBH [3].

This research is an attempt to identify the limitations of expert-based
estimation methods in practice, analyze the solutions proposed in the
published literature to improve these methods, and identify research
gaps. It further proposes and evaluates in practice, a systematic effort
estimation method that addresses the identified practical challenges and
knowledge gaps.

The research approach pursued in this thesis is shown in Figure 1.1 and
consists of the following steps:

1. Problem identification:
The current state-of-the-practice of effort estimation was analyzed
concerning industrial requirements, currently applied estimation
methods as well as problems associated with the methods and their
output, using industrial case study and survey with questionnaire
and interviews as well as the issues as reported in the related liter-
ature.

2. Solution idea:
Through state-of-the-art analysis, existing estimation methods in
the context of agile software development were reviewed and
analyzed for their demonstrated ability to solve issues related to
expert-based estimation in practice. Furthermore, as it is claimed
that change impact analysis can be used for estimating the effort
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Figure 1.1:
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of changes before actually implementing it [73]. The thesis aims
to leverage this claimed benefit of change impact analysis for ef-
fort estimation. An additional literature review was undertaken
to identify existing change impact analysis methods that could be
integrated with the estimation method and would provide useful
impact information supporting experts during estimation.

Solution design, development, and implementation:

To address the identified gaps, a tool based method called HYyEEASe
(hybrid effort estimation of change in agile software development)
in close collaboration with industry was designed and developed in-
crementally. The method combines expert judgment with impact
information and thus actually demonstrates the previously stated
benefit of change impact analysis in an agile development con-
text. Additionally, a Gradient Boosted Trees (GBT) based estima-
tion model was also developed.

Empirical evaluation:

HyEEASe was evaluated against the research hypotheses in two
industrial case studies and through a controlled experiment. The
GBT based estimation model was evaluated through comparison
against Agile COCOMO II.
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1.4

Research problem

Effort estimation has traditionally supported the software industry for
management activities like planning projects, resources and budget with
estimation accuracy being the fundamental criteria for its acceptance
and application.

Today, practitioners require estimation methods to be comprehensive
and generate more information and feedback that helps them learn
and reflect on the estimation. With this insight, they can better negoti-
ate project budget, schedule as well as functionality. They also require
estimation methods to be less complex, promote communication and
knowledge sharing among teams, with minimum overhead and being
accurate at the same time.

The analysis of state-of-the-art of effort estimation in agile software de-
velopment reveals that the research community fails to meet the above-
mentioned expectations from industry. The review further shows that
the most common method in practice in this context relies heavily on hu-
man judgment [87]. Expert-based estimation methods have several lim-
itations as they are based on limited information (subjective opinion),
hampered by wishful thinking as they are prone to human judgment
bias (individual and group effects) [63]. A secondary study [88] reviewed
the literature on estimation in agile, iterative, and incremental projects.
It concluded that there is a lack of research on finding the impact of
properties of historical/current project data on estimation results. Fur-
thermore, it has established that more empirical validation of estimation
models is required. Another secondary study [113] reviewed the litera-
ture on estimating the effort in an agile context. The study concludes
that the use of expert-based assessments is dominant and that there is a
lack of evidence on measuring the prediction accuracy of proposed esti-
mation techniques. It recommends considering factors other than size,
for estimating effort.

With the research done in the context of this thesis, it is further recog-
nized that existing expert-based estimation methods do not objectively
consider the potential impact of a change on existing software that con-
tributes to the effort overhead. This is because firstly, this impact infor-
mation is not explicitly provided to the experts. Secondly, it is neither
well integrated with expert-based estimation methods, nor is there any
guidance to integrate impact analysis while doing the estimation. As a
result, experts remain unaware of the impact factors affecting the soft-
ware and influencing the estimates. For example, impact factors that
influence estimation like code churn (no. of affected classes/methods,
size lines of code), code complexity and coupling are not visible during
estimation and thus inhibit experts from learning about the impact on
estimation. This indicates that subjective estimation does not support
systematic learning. It also makes the acquired estimates less reliable
[108].



Chapter 1: Overview

1.5

1.5.1

The analysis of the state-of-the-practice also revealed a complete reliance
on the subjective opinion of practitioners for effort estimation. Esti-
mates produced by these methods are often inaccurate as they are made
with limited implicit knowledge leading to underestimation. In addition
to information like the developer’s knowledge and experience, experts
recognize the need and importance of more objective information [62]
as well as a means to visualize this information [106]. This includes the
likely impact of a change on the existing software or historical data from
previous iterations of the product [106].

This leads to the following main problem:
Comprehensive, reliable and systematic support is missing in expert-
based estimation methods. The scientific and practical sub-problems re-
lated to this main problem are as follows:

1. P1: Low reliability of estimation outputs.
2. P2: Limited informative power of the estimation method.

3. P3: Subjective estimation does not support systematic learning.

In conclusion, first, there is a need for systematically storing historical
data, including estimates together with the implemented change and
contextual information, in an experience base for learning and reuse pur-
poses. Second, there is a need for systematic tool support for analyzing
the potential impact and required effort of changes. Thus, considerable
improvement potential exists concerning systematic effort estimation in
this environment and marks the main contribution of this research to
the body of knowledge.

Goals and hypotheses

Goals

This section describes the goals and corresponding hypotheses.

The main goal was to propose and evaluate a systematic hybrid effort
estimation method that increases estimation reliability, enables learn-
ability and increases the informative power of expert-based estimation
by utilizing and integrating existing change impact analysis techniques,
ie.:

1. G1: To increase the estimation reliability, i.e., increasing the accu-
racy of produced estimates and reducing human bias.

2. G2: To increase the informative power of the estimation method,
i.e., by providing explicitly impact related useful information that
will support experts in doing effort estimation. Useful here refers
to the extent to which the information provided by the estimation

5
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1.5.2  Hypotheses

method is perceived as understandable and complete by the ex-
perts when performing effort estimations.

G3: To improve learnability, i.e., by enabling learning (awareness)
of the impact factors. Learnability here refers to the extent to
which the experts performing effort estimations are aware of the
factors influencing estimations. Also, to enable feedback across
multiple iterations to learn about discrepancies between estimated
and actual effort.

The corresponding hypotheses of the proposed hybrid estimation
method (HYyEEASe) were as follows:

1.

H1: HyEEASe increases the estimation accuracy. HyEEASe is ex-
pected to produce estimates that are more accurate compared to
pure expert-based estimation methods.

H2: HyEEASe reduces estimation bias. HyEEASe is expected to re-
duced estimation bias compared to pure expert-based estimation
methods.

H3: HyEEASe provides useful (understandable, complete) impact in-
formation of the potentially impacted code. HyEEASe is expected
to provide understandable and complete impact related informa-
tion to the experts during estimation as compared to pure expert-
based estimation methods.

H4: HyEEASe enables learning (awareness) of the impact factors.
HyEEASe is expected to increase the awareness of the experts
about the code-based impact factors (like impact size and complex-
ity that would affect the existing system) while estimating effort
for a change request as compared to pure expert-based estimation
methods.

H5: HYyEEASe enables learning of associated effort (from sprint to
sprint). HyEEASe enables feedback across multiple iterations to
learn about discrepancies between estimated and actual effort.

Figure 1.2 shows a mapping of the research problems to goals and hy-
potheses.

1.6 Evaluation strategy

Different hypotheses of the research have been evaluated using differ-
ent strategies. Figure 1.3 shows a mapping of research goals, hypothe-
ses, and corresponding evaluation strategies:
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Figure 1.2:

Research Goals Research hypotheses
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associated effort (from sprint to
sprint).

Mapping of problems to goals and hypotheses

Case study at SAP SE: The objective of this case study was to eval-
uate the concept of utilizing change impact analysis for effort esti-
mation. Furthermore, through mock-ups, the perceived usefulness
(H3) of HyEEASe was evaluated.

Survey at Insiders Technologies: The objective was to evaluate the
effectiveness (accuracy (H1), bias (H2)) as well as the perceived use-
fulness (H3) and learnability (H4) of the refined HyEEASe with tool-
support.

Controlled experiment with students at TUKL: The experiment was
conducted to find the usefulness (H3) and learnability (H4) of the
hybrid method in comparison to the pure expert-based estimation
method.

Data based evaluation at Insiders Technologies GmBH: The objec-
tive was to evaluate the estimation effectiveness (accuracy (H1),
bias (H2)) of the GBT estimation model by comparing it with Agile
COCOMO Il estimation model [33].

1.7  Background

To utilize change impact analysis for supporting effort estimation in an
agile development context, the related research areas, i.e., effort esti-
mation methods and change impact analysis techniques were explored.
The following subsection gives a summary of background information in
these fields.
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Research goals Research hypotheses Emplrlcal validation
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bias. Technologies
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Case study at Insiders

potentially impacted code.

H4: HyEEASe enables learning
(awareness) of the impact factors.

Controlled Experiment

Figure 1.3:

Empirical validation strategies

1.71 Effort estimation methods

In traditional software development, many effort estimation methods
and models have been proposed in research. These may be classified as
[112]:

1. Data-driven (model-based, memory-based and composite) meth-
ods, like COCOMO 1.

2. Expert-based methods like Wideband Delphi, Planning Game, An-
alytic Hierarchy Process.

3. Hybrid methods like Bayesian Belief Nets (BBN) and CoBRA'[38].

Data-driven estimation methods are often models that are fixed (e.g.,
COCOMO family) which can only perform better on the type of data they
have been developed on. They are incapable of adapting themselves to
the agile context, cannot handle uncertainty and therefore cannot im-
prove the effectiveness of estimation especially when applied to a new
data set without prior calibration[84, 112]. Hybrid estimation methods,
are either inherently too complex (e.g., BBN) or are too effort-intensive
(e.g., CoBRA) to be deployed and used in an industrial setting especially
in agile development context [112].

Each of these methods claims to have addressed a problem in effort es-
timation. However very few of them have demonstrated the claims in
industrial settings. Also, very few individual studies are found that ad-
dress the effort estimation specifically in the agile context. Expert-based
methods are found to be the most used estimation method in agile con-
text [113], but their estimation accuracy is hampered by inconsistencies

TCoBRA is a registered trademark of the Fraunhofer-Gesellschaft and stands for Cost Estimation, Bench-
marking and Risk Assessment.
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and wishful thinking [63]. However, due to the lack of evidence that
model-based methods like COCOMO produce more accurate estimates
than expert judgment, the use of the latter approach is widespread [62].

In the context of this thesis, a literature review was made where effort
estimation techniques used in an agile context were further analyzed
for estimation accuracy, usefulness, and learnability. It was found that
none of the existing estimation methods (whether in traditional devel-
opment in general or in agile development in particular) so far have con-
sidered the quantification of the impact that a change has on existing
software artifacts. Further, explicit consideration of the most relevant ef-
fort drivers is also not addressed in expert-based methods in particular.
Furthermore to collect and analyze these effort factors a huge amount
of data and cost are required in data-driven or model-based methods
like COCOMO [112]. None of the existing estimation methods so far
have directly integrated results from an impact analysis.

1.7.2  Change impact analysis

Change impact analysis is a technique that identifies the effects of a
change or estimates the tasks required to implement a change [73].
It can be used for understanding a program, predicting the impact of
a change and estimating the costs of change before implementing it.
However, none of the studies especially in the agile context have used
this concept to provide support to experts during the estimation pro-
cess. A secondary study on change impact analysis [73] has identified 23
unique techniques that are broadly based on dependency analysis.

In the context of this thesis, another literature review was made where
these and other techniques were further analyzed for their support in
estimating the effort of a change by identifying its potential impact on
the existing system. It was found that two main types of analysis exist:
dynamic analysis and static analysis each with subtypes. Subtypes of dy-
namic IA include offline and online analysis. Subtypes of static analysis
are:

1. Structural static analysis: It focuses on static analysis of the struc-
tural dependence of the program and construction of the depen-
dency graph. Knowing the structural dependence allows predicting
which elements are impacted based on this dependence.

2. Textual analysis: It extracts conceptual dependence (coupling)
based on the analysis of the comments and/or identifiers in the
source code.

3. Historical analysis: It is performed by mining information from mul-
tiple evolutionary versions of the software in software repositories.

Software repositories can also provide information on the co-change
coupling to predict future changes. In the context of this thesis, the

9
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structural static analysis and historical analysis were combined for sup-
porting expert-judgment in agile development.

Research contribution

The contributions of this thesis are as follows:

1.

The development of a hybrid estimation method in the context of
agile software development by combining change impact analysis
and expert judgment.

In pursuit of developing the method, several other scientific and
empirical contributions were made i.e.

Development of key elements of the method: 1) Analysis of
affected software concerning the impact of the change. 1.1)
Providing historical estimates and impact information for simi-
lar impacted parts. 2) Measurement of size and complexity of
change. 3) Visualizing the impact information for the experts
to interact with. 4) Providing an experience base to store im-
pact and estimation data for organizational learning and fu-
ture reuse. 5) A prototype tool support.

Literature reviews were conducted for establishing the state-
of-the-art for change impact analysis and effort estimation in
agile development.

Industrial case study and a survey using interviews and ques-
tionnaires were conducted for establishing the state-of-the-
practice of estimation methods at the case companies, i.e.,
SAP SE and Insiders Technologies GmBH respectively.

The development of a prototype tool to support the method
as well as the GBT estimation model are among other scientific
contributions.

The evaluation of HyEEASe also involved several empirical contri-
butions including:

Two case studies at two companies were conducted. The
first case study was performed at SAP SE, a German multina-
tional software corporation, to evaluate the perceived useful-
ness and effectiveness of the concept through mock-ups. The
second case study was done at Insiders Technologies GmBH,
where the effectiveness, the perceived usefulness, and the
learnability of the refined hybrid method (HyEEASe) through
the use of a prototype tool was evaluated.

A controlled experiment was conducted with the BS and MS
students taking Software Process and Project Management
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(SPPM) course at the Department of Computer Science, Tech-
nische Universitat Kaiserslautern (TUKL) to find the usefulness
and learnability of the proposed hybrid method (HyEEASe).

1.9 Thesis structure

The thesis is structured as follows:

Chapter 2: State-of-the-practice: This chapter gives an overview of
the current estimation methods practiced in an agile development
context. It further identifies the problems in prevailing estimation
methods as well as elicit the requirements for an improved esti-
mation method. The overview is based on a review of the related
literature and results of an industrial case study and a survey.

Chapter 3: State-of-the-art: This chapter describes the literature re-
views of a) existing effort estimation methods in agile develop-
ment, b) existing change impact analysis techniques proposed in
the published literature. Based on an analysis of the impact analy-
sis techniques, the techniques that could be integrated into expert-
based estimation and would provide necessary impact information
to support experts during estimation were identified.

Chapter 4: HyEEASe - Method for effort estimation in agile develop-
ment: Based on the results of Chapter 3, a systematic hybrid effort
estimation method is developed that integrates impact analysis in
expert judgment. Additionally, a GBT based estimation model is
also developed. The detailed solution idea, design and implemen-
tation are described in this chapter.

Chapter 5: Empirical evaluation: Different research hypotheses
have been evaluated using different strategies, i.e., the reliability,
perceived usefulness and learnability of the developed hybrid
method are evaluated with the case companies. A controlled
experiment was conducted to evaluate the usefulness and learn-
ability of the hybrid method. The GBT model is evaluated through
comparison with a research alternative, i.e., Agile COCOMO II.
This chapter describes the design and results of these empirical
evaluations.

Chapter 6: Conclusions: This chapter summarizes the results of the
thesis work and draws directions for future research.

11






2

2.1

2.2

State-of-the-practice

Introduction

This chapter describes the state-of-the-practice of estimation methods. It
characterizes the methods based on their accuracy and the information
required by the experts to increase their usefulness. The industrial per-
spective was captured by reviewing published literature reporting state-
of-the-practice and through a case study and a survey conducted as part
of this thesis.

Performing a case study and survey with case companies, it was investi-
gated why and how estimation is done and what factors are considered
relevant for making estimates and for improving the reliability of esti-
mation output. Furthermore, the issues in prevailing estimation meth-
ods were identified as well as the requirements for an improved estima-
tion method were elicited. Two studies are presented in this chapter in
Section 2.3 and Section 2.4 respectively. Both studies shared the same
goals. The results of the studies include issues related to the estimation
methods. These issues and the issues identified through the related lit-
erature were then compared. The findings were used to formulate the
requirements of estimation methods.

The research done for this chapter was conducted as part of research
projects, Abakus, grant number 011S15050G, and HyEEASe, grant num-
ber 011512053 funded by the German Ministry of Education and Re-
search (BMBF). The results were also published, details can be found
at [107].

This chapter is structured as follows: Section 2.2 highlights the related
literature concerning issues related to estimation methods. Section 2.3
and Section 2.4 detail the design, execution, results of industrial case
study and the survey.

Section 2.5 identifies the problems of expert-based estimation methods
that will be addressed by this thesis. Section 2.6 reports a set of require-
ments that need to be fulfilled to address the problems of the estimation
methods. Section 2.7 summarizes the chapter.

Related literature

A few secondary studies exist in the published literature that establish
the state-of-the-art regarding different aspects of effort estimation in
the context of agile development.

13
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One secondary study [88] reviewed the literature on estimation in agile,
iterative, and incremental projects. It concluded that there is a lack of
research on finding the impact of properties of historical/current project
data on estimation results. Furthermore, it has established that more
empirical validation of estimation models is required.

Another secondary study [113] reviewed the literature on estimating the
effort in an agile context. The study concludes that the use of expert-
based assessments is dominant and that there is a lack of evidence on
measuring the prediction accuracy of proposed estimation techniques.
It recommends considering factors other than size, for estimating effort.

A few surveys are also found in the published literature that investigated
the state-of-the-practice regarding different perspectives of effort esti-
mation in this context. A survey [82] reported the results of interviews
conducted with managers of 18 different companies and from 42 differ-
ent projects in the Norwegian industry. The results showed that projects
that adopted a flexible development process model experienced fewer
effort overruns than the projects that adopted sequential development
models. Using a dataset from [82], one study [83] established that ex-
pert estimation is the dominant estimation method, that the use of for-
mal models does not impact estimation accuracy and that managers are
convinced of their high estimation accuracy, which in reality is not that
high. The latter study, however, did not distinguish between projects
using traditional or agile development models.

Another survey [114] conducted with 60 agile practitioners from 16 dif-
ferent countries concluded that the use of expert-based assessments is
dominant, with the effort being underestimated. It further reported
that using a combination of estimation techniques may affect estima-
tion accuracy positively, that estimation inaccuracy is mainly due to re-
quirements and management related issues, and that team-related cost
drivers are frequently used in agile development.

These studies have tried to establish the state-of-the-practice of effort
estimation from different perspectives, but none of them has explored
the estimation of the impact of change requests concerning their mag-
nitude as well as the factors constituting effort overhead and affecting
estimation accuracy.

Estimation methods issues

Some issues of expert-based estimation methods mentioned in the pub-
lished literature are as follows [62], [63], [113], [88]:

1.  Expert estimation is inaccurate and biased, where underestimation
is a trend.

2.  Expert estimation is based on limited information.
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2.3

2.3.1

Case study

Goal

Lack of research on finding the impact of properties of histori-
cal/current project data on estimation results.

Lack of empirical evidence on the effectiveness of proposed esti-
mation techniques.

It is obvious from problems 2 and 3 that expert-based estimation
needs to consider more information to make informed decisions
while doing the estimation.

From the review of published literature, it is recognized that exist-
ing expert-based estimation methods do not objectively consider
the information, like the potential impact of a change on existing
software, that contributes to the effort overhead. This is because
firstly, this impact information is not explicitly provided to the ex-
perts. Secondly, it is neither well integrated with expert-based es-
timation methods, nor is there any guidance to integrate impact
analysis while doing the estimation. As a result, experts remain un-
aware of the impact factors affecting the software and influencing
the estimates. This leads to the following issue:

Subjective estimation does not support systematic learning.

Experts performing effort estimations remain unaware of the com-
plexity and volume of the factors influencing the overall system as
well as the estimations. For example, impact factors that influence
estimation like code churn (no. of affected classes/methods, size
lines of code), code complexity and coupling are not visible during
estimation and thus inhibit experts from learning about their im-
pact on estimation. This indicates that subjective estimation does
not support systematic learning. It also makes the acquired esti-
mates less reliable.

There is a need to provide this information during estimation that
would support experts in making informed decisions and thus im-
prove estimation accuracy and reduce bias.

This section describes the goal, sample, design, execution, results, and
analysis of the case study.

The goal of the case study was to explore and analyze the prevailing
estimation process concerning its operationalization and effectiveness
in the context of agile software development from the perspective of
agile development teams.

15
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2.3.2

2.3.3

We, therefore, wanted to explore the prevailing estimation methods
(purpose, process, tools used, etc.) and the issues associated with them.

Sample and population

Design

The case study was performed with a German multinational software
corporation, SAP SE (Systems, Applications & Products in Data Process-
ing). SAP develops enterprise applications in terms of software and
software-related services to manage business operations and customer
relations [7]. To keep pace with the changing market trends and cus-
tomer needs, the company has also integrated agile practices such as
XP and Scrum. Since the aim was to explore the estimation process in
an agile context; the focus was on the ongoing projects practicing agile
principles.

The context was narrowed down to the Scrum and XP methodology
and defined the case to be studied as Scrum and XP teams performing
estimation while planning for a sprint. The unit of analysis was intention-
ally selected to allow the comparison of deviant cases such as estimation
method (individual vs. group estimation) and team size (small vs. large).
Accordingly, a sample of three units of analysis corresponding to three
different software development teams was drawn. Table 2.1 shows the
units of analysis. The experience of the teams is aggregated and is shown
as the median value.

Team A comprised 10 members with an average experience of four years
of agile development and 14 years of software development.

Team B comprised seven members with an average experience of four
years of agile development and 18 years of software development.

Team C comprised 20 members with an average experience of five years
of agile development 10 years of software development.

Scrum, test-driven development (TDD) and extreme programming (XP)
are being practiced by all three teams. The programming languages
used are ABAP' and Javascript. All teams are collocated, delivering 12
sprints per year, with a sprint lasting for four weeks.

Using case study research, two observations and eleven interviews were
conducted with three agile development teams at the case company.
This section is based on the published work [106] of the author of the
thesis.

TABAP (Advanced Business Application Programming) is a high-level programming language developed by

SAP.
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Table 2.1:

A multiple-case design was chosen to get more in-depth insights on
how estimation has been performed in agile software development. A
multiple-case study is a variant that investigates at least two cases of
the same phenomenon. Thus, it is especially useful for examining a phe-
nomenon across different settings and for exploring how the results vary
among them [99]. This case study was performed and documented ac-
cording to the guidelines of Runeson and Host [96].

The case study protocol used in this research includes (1) the procedures
for selecting the units of analysis and making arrangements for the field-
work, (2) the informed consent for protecting the participants and the
organization, (3) the data collection procedures, forms, and plan, and
(4) the data analysis procedures. The materials can be found in Appendix
A.

Sample
Characteristics Team A Team B Team C
Team size 10 7 20
Team experience with software | 14 18 10

development (in years)

Team experience with agile 4 4 5
development (in years)

Agile methods being used

Scrum, TDD, XP

Scrum, TDD

Scrum, TDD, XP

Programming language

ABAP

Javascript

Javascript

234

Data collection

The case study was performed during the second half of 2014. To re-
duce bias and increase the credibility of the empirical data and findings;
multiple data sources were used following a triangulation approach.

The first source driving the qualitative analysis was observation sessions
of sprint planning meetings to watch the effort estimation process.

The second source was a set of interviews. The materials can be found
in Appendix A. Data collection was performed as follows:

1. Introduction meeting: A meeting was held to introduce the pur-
pose, process, and outcomes of the case study to the Scrum mas-
ters (SM) and product owners (PO) of the three selected teams.
All questions and concerns were resolved. Informed consent was
collected, observations and interviews were scheduled.

2.  Observations: Two researchers observed the sprint planning meet-
ings of the teams. They independently recorded data regarding
the participants (roles and responsibilities), their interactions, the
estimation process (inputs, steps, rationale, and outputs), and the

17
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tool used. After each observation, they compared their notes and
generated a consensual observation protocol.

3. Interviews: Interviewees were selected so that the main roles in the
team were covered, i.e., PO, SM, and at least one developer be in-
terviewed. However, the number of interviewees varied according
to the team size. In Team A and B, there were three each, and in
Team C, there were five interviewees.

The design of the interview consisted of three main parts, and the
duration of the interviews was 45 minutes to one hour. In the first
part of the interview, an introduction of the study goal was pro-
vided, data confidentiality was ensured, and demographic ques-
tions were asked. In the second part, the interviewees were asked
about their experience in general and with the agile development
approaches in particular. They were also asked about their role
and responsibilities at SAP and their working domain, platform, lan-
guage and effort estimation concepts in general. In the third part,
questions related to effort estimation, in particular, were asked in
a semi-structured interview.

Altogether, 11 interviews were performed either face-to-face or via
video conferencing. Two researchers were involved in conducting
the interviews. One performed the interview, and the other took
notes. All interviews were recorded and transcribed. After each in-
terview, they compared their notes with the electronic record and
generated a consensual interview protocol. The interview question-
naire was derived by operationalizing the research questions using
the GQM approach [115].

Data analysis

Observations and interviews: Qualitative data analysis was performed
by using coding techniques and making use of the tool, MAXQDA
[6]. Quantitative data analysis was performed using IBM SPSS Statis-
tics [10]. Descriptive statistics including the sample median (Mdn),
minimum (Min), maximum (Max), frequencies, and valid percentages
are reported. For five-point rating scale data, one-sample Wilcoxon
signed-rank test was used to test for significant differences from the
midpoint (HO: Mdn(x) = 3) [119]. In these cases, the observed value (Z)
and the significance level (p) has been reported.

Feedback: The results were aggregated, presented, and discussed with
the corresponding teams. This approach was used to increase the trust-
worthiness of the results and ensure that they reflect the participants’
insight. The participants reviewed the results and agreed with the find-
ings.
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2.3.6

2.3.7

Threats to validity

In the following, we will discuss some threats and the ways we tried to
mitigate them.

Construct validity: To strengthen the empirical evidence, multiple
data sources (e.g.interviews and observations) were used follow-
ing a triangulation approach. Additionally, another experienced
researcher reviewed the design protocol and provided his expert
opinion on how to conduct the studies. This feedback also en-
hanced the quality of the study design.

Internal validity: To avoid bias in study results, only those teams
were approached that had sufficient experience in agile method-
ologies. During the interviews, the practitioners were asked about
their experience specifically in agile development in addition to
their experience in software development in general. To avoid
evaluation apprehension, the practitioners were assured of the
anonymity of their personal and organizational data. Furthermore,
we faced slight deviations from the data collection protocols due to
time constraints and low staff turnover. We mitigated this threat
by conducting the feedback session where the teams reviewed the
study results and agreed with the findings.

External validity: As our case study used a convenience sample, our
results might not be generalizable. However, they may be repeat-
able in a similar context and with similar characteristics concerning
agile development.

Conclusion validity: We aggregated the results of the teams and
only used median values, and the number of respondents to iden-
tify common practices/views and to point out potential future re-
search areas.

Reliability: Through involving more than one researcher in each
step of the studies’ design, review, and execution and using the
defined protocol for reducing bias and increasing the credibility of
the results, we mitigated this threat.

Results - estimation method

This section describes the results of the study in terms of detailing the
estimation method.

Estimation purpose: The teams do estimation for scheduling user
stories but not for risk assessment [56], project bidding, or budget-
ing [38] for example.
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Other than that, the teams perform estimation to develop a com-
mon understanding among them regarding is what needs to be
done in a sprint.

° Estimation method: Teams A and B do individual estimations,
whereas, Team C plays the estimation game [9] where estimates
are provided through consensus.

. Estimation unit: Teams A and B estimate effort in Person hours,
whereas, Team C estimates complexity of BLI in Story points.

e Tools used: The teams use MS Excel and the issue tracking and
project management tool, JIRA [11].

° Estimation process: It was observed that the teams have a prop-
erly laid out process for organizing estimation sessions where the
whole team participates. All the teams do estimation in Scrum ses-
sions at the sprint planning level. The estimates are made for re-
quirements at the granularity level of backlog items (BLIs) which is
a fine-grained level of a User Story (US).

2.3.8 Results - estimation method issues
From observations and interviews, the identified issues are as follows:

1. Effort is underestimated. A difference of opinion was observed
among the teams. The participants of all three teams at manage-
ment level were convinced that underestimation is a trend whereas
the team members of teams A and B were unsure about the accu-
racy. Team C perceived their estimates are reasonably accurate. It
is because the team members think that the discussion they make
during the planning helps them develop a common understanding
of BLIs to be done in a sprint. However, on the contrary, it was ob-
served that no discussion was made during BLI estimation. Some
participants remained unaware of why a certain BLI is given a cer-
tain estimate. That is, they cannot guarantee whether they have
gotten a common understanding of BLIs and therefore, this leaves
room for inaccuracy.

2. Lack of measurement data (i.e., data on estimates and actuals is
not stored). Concerning the previous problem, it was also observed
that the estimates made and the actual effort spent is only available
till the end of a sprint. They are, however, neither stored nor used
to measure effort estimation accuracy. There is a lack of basis for
assessing and improving estimation performance (accuracy).

Though the teams are convinced about their high estimation per-
formance although no objective evidence is available. Since the
impact of estimation performance on project performance (e.g.,
schedule slippage) is unknown, this prevents the PO from making
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commitments to external stakeholders regarding BLI delivery in a
planned sprint.

Estimation is based on partial information for BLI estimation. It was
observed that factors with significant impact on effort estimation
are either considered to a limited extent or not considered at all.
It is because the current tools do not provide this information and
also are incapable of generating it. It is explained below:

To investigate what factors are considered during estimation, we
captured the interviewees' perspectives in different ways. First,
the interviewees were asked in an open-ended question to provide
factors they consider (implicitly in their minds) while making esti-
mates. Figure 2.3 shows the factors with the number of practition-
ers providing them (first column). “Developer implementation ex-
perience” was considered most relevant (provided by six out of 11
practitioners) followed by Developer knowledge” and “Capacity”.
According to the teams, “Capacity” means the amount of workload
a certain developer has. However, the factor “Estimates made for a
similar BLI in previously completed sprints” does not seem relevant
for making estimates as no one mentioned it.

Second, the interviewees were presented with seven factors (see
Table 2.2) to rate the extent to which each factor is relevant for
the estimation process (scale: five-point ratio scale, with 5 being
very relevant and 1 not being relevant at all). There was also an
opportunity to provide additional factors they thought were rel-
evant and rate them accordingly. However, no one provided any
additional factor. Table 2.3 in the second column, shows the aggre-
gated results of the teams. Almost all factors are rated as relevant
to be considered for the estimation process. However, the factor
“Estimates made for a similar BLI in previously completed sprints”
does not seem relevant for making estimates (median= 2).

Finally, the interviewees were presented with the same seven fac-
tors (see Table 2.2) to rate the extent to which each factor has
the potential to improve estimation accuracy (scale: five-point ra-
tio scale, with 5 being very relevant and 1 not being relevant at
all). There was also an opportunity to provide additional factors
they thought could improve accuracy and rate them accordingly.
However, no one provided any additional factor. Table 2.3 in the
third column, shows the aggregated results of the teams. Here
again, almost all factors were rated as having a high potential to
improve estimation accuracy. However, the teams were unsure
whether having estimated similar BLI in the past (i.e., the factor
“Estimates made for a similar BLI in previously completed sprints”
has any effect on improving estimation accuracy.

During the analysis, it was found that factors that are rated as con-
sidered highly relevant for making estimates are either considered
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to alimited extent or are not considered at all during the estimation
process. For example, in Table 2.3, the factor “BLI impact on parts
of the developed system” is rated as relevant whereas only four
out of 11 practitioners are implicitly considering it. Similarly, the
factors “"Developer’s experience with making estimates” and “BLI
complexity” are also rated high for improving estimation accuracy
but are being implicitly considered to a limited extent.

On the other hand, the factor “Dependencies among BLI" is rated
as relevant, whereas no one is implicitly considering it. It can also be
noted that it is also rated as high for improving estimation accuracy.

This shows that when provided with a factor explicitly, the prac-
titioners realized this factor’'s relevance and impact on accuracy.
Such explicit consideration of factors is missing in the currently used
estimation methods.

However, the factor “Estimates made for a similar BLI in previously
completed sprints” is neither rated as relevant (median = 2) nor any
participant implicitly considers it as well as the practitioners were
unsure (median value = 3) of the impact of this factor on effort
estimation accuracy as seen in Table 2.3. One possible reason for
this could be the practice of not storing estimates. Therefore, no
one realizes the impact it can have on estimation accuracy.

2.4  Survey

This section describes the survey goal, design, execution, results and dis-
cusses them.

2.4.1 Goal

This study shares the same goal as presented in Section 2.3.

2.4.2 Sample and population

The survey was performed with a German software company, Insid-
ers Technologies GmBH [3]. The domain of Insiders Technologies is
mainly information systems. It is a product development company that
develops document management solutions for the public, insurance,
commercial, and finance sector. It focuses on the development of soft-
ware for processing, extracting, and classifying information from any
kind of business correspondence for the insurance domain. The used
programming languages are C++, Javascript, and HTML. The releases
have been developed using Scrum since 2009. The company follows
agile software development processes including Scrum and XP.

Altogether three interviews were conducted with one development
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Factor definition

Factor name

Factor definition

Factor category

Developer's experience
with making estimates.

Refers to the experience of a developer
with estimating development activities.

People-based
impact factor.

Developer's knowledge
of BLI.

Refers to the knowledge of a developer
regarding the system/component he/ she
is working on as well as a certain BLI to be
implemented in that system/component.

People-based
impact factor.

Dependencies among
BLI.

Refers to existing dependencies (coupling
with other BLIs) among the BLlIs to be im-
plemented in a sprint.

Code-based
impact factor.

BLI complexity.

Refers to the complexity of a new BLI in
terms of its type, i.e., functional/non-
functional, number of required in-
puts/outputs, internal/external interfaces,
design constraints, user/location, and re-
quired feature [103].

Code-based
impact factor.

BLI impact on parts of
the developed system.

Refers to the impact of implementing a new
BLI on the existing system, i.e., identification
of system classes/ components affected

by the change or the number of test cases
required, for retesting the system after a
change, etc.

Code-based
impact factor.

Estimates made for a
similar BLI in previously
completed sprints.

It means a similar (in terms of actual and
estimated effort) BLI was already estimated
and implemented in the past, so both it's 1)

Data-based
impact factor

actual effort and 2) estimation error should
be known.

Design

team comprising eight members. The roles of participants were devel-
opment manager, product owner (PO) and a developer. The average
experience of the participants was more than seven years in software
development and more than five years in agile development.

Through three interviews along with questionnaires were conducted
with one agile development team at the case company. The study was
designed using pre-defined protocols for questionnaires and interviews.
The materials can be found in Appendix B. The protocol comprised
of sending a formal invitation to the development team, introducing
the questionnaire/ interviews describing the goals and procedures and
guidelines, e.g., how to provide answers to the questions and the time
required to conduct interviews.

The questionnaire comprised of two sections. The first section con-
tained questions related to estimation scope and context information
and demographic information. The second section comprised of few
closed-ended questions related to estimation practices. The interview
design was an elaborated version of the initial questionnaire and con-

23



Section 2.4: Survey

Table 2.3:

244

24

Factors comparison

Factor name Implicit consider- | Explicit consider- | Factor impor-
ation of factors ation of factors tance for improv-
(No. of partici- (factor rating - ing estimation
pants) median) accuracy (factor

rating - median)

Developer’s experience with | 4 4 4

making estimates

Developer’s knowledge of |5 5 5

BLI

Developer’s experience of 6 5 4

implementation

Dependencies among BLI 0 4 4

BLI complexity 4 5 4

BLI impact on parts of the |4 4 4

developed system

Estimates made for a similar | 0 2 3

BLI in previously completed

sprints

Capacity 6 0 0

centrated mainly on participant’s experience of the estimation method,
the strength, and weaknesses of the method in practice, as well as the
identification of requirements regarding effort estimation.

Data collection

Multiple data sources were used to increase the credibility of the data
and findings. The data were collected using a questionnaire, the first
source, followed by interviews, the second source, as data collection in-
struments. More than one researcher was involved in designing, con-
ducting as well as analyzing the collected data. The materials can be
found in Appendix B. Data collection was performed as follows:

1.

Off-line Survey: Invitation to the survey was sent initially to the
company. The invitation stated the goals of the survey and con-
tained few closed-ended questions regarding the demographic in-
formation, organization context, product characteristics, estima-
tion scope and context and few open-ended questions regarding
characteristics of the current estimation practices.

Face-to-face interviews: After getting the response to the off-line
survey, the invitation to the interviews was sent to the develop-
ment team. The invitation stated the goals of the interview and
contained open-ended questions regarding the characteristics of
the current estimation practices.

Altogether three interviews were conducted at the case company.
Each interview lasted about 45-60 mins. The interviews were con-
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ducted face to face by two researchers in the setting of a focus
group. One researcher interviewed whereas the second took notes.
The participants were ensured that the information they provide
would be handled confidentially. Interviews were recorded. Af-
ter each interview, both researchers compared notes with the elec-
tronic data to reach a consensus. Finally, the interview transcripts
were revised by the interviewees.

2.4.5 Data analysis

Interviews and questionnaire: The same tools and techniques were used
as mentioned in the previous case study in Section 2.3.5. The qualitative
data analysis was performed using coding techniques. The analysis was
performed by more than one researcher to increase the credibility of the
results. Only the aggregated results are reported.

Feedback: The aggregated results were presented and discussed with
the case company. The participants reviewed and agreed with the find-
ings. This feedback increased the trustworthiness of the results and re-
flected the company’s insights.

2.4.6  Threats to validity

This study shares the same threats as mentioned in Section 2.3.6.

2.4.7 Results - estimation method

This section describes the results of the study in terms of detailing the
estimation method.

. Estimation purpose: The company does effort estimation mainly for
project planning and for creating business value, i.e., creating new
features for making new business markets or using/ refactoring
the existing features for maintaining the existing customers. Their
main goal does not seem to focus solely on creating attractive of-
fers/ quotations for customers, but they need effort estimation for
planning their business and project goals.

° Estimation method: Planning poker [5] is the prevailing estimation
method. Estimation is done for the granularity level of “Stories/
User stories”.

° Estimation unit: complexity (in Story points - SP) is estimated.

e  The whole team participates in Planning poker during Scrum ses-
sion, but the only developer gives her/ his estimate for her/his user
story which is then discussed in the team.
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e  Tools used: A company-specific tool is being used for documenting
and using estimates for future reference.

° Estimation process: The case company uses a multistage process to
estimate a user story as follows:

-  Package grooming: In this stage the team gives an initial
rough estimate for a user story so that the product owner
(PO) can prioritize the user story in the backlog. After that,
the user story is included in a future sprint.

- Grooming: In this stage, the requirements for the user story
are refined by at least two members of the development team
together with the PO.

- Research: In this stage the user story is researched by at least
two members of the development team and is broken down
into low granularity sub-stories, called “tasks”, which can be
implemented independently from each other.

- Q&A:Inthisstage, the developers present the user story to the
rest of the team to re-estimate the whole story more precisely
using planning poker. The team then divides the estimate of
the story into its corresponding tasks based on the associated
complexity and risk.

Results - estimation method issues

From interviews, the identified issues of estimation methods are as fol-
lows:

1. Estimation methods used in the company do not provide accurate
estimates where underestimation being a trend. Inaccurate esti-
mates result in project delays, time/ budget overruns, dissatisfied
customers and employees alike, loss in businesses.

2. Estimation is based on individual judgment with limited informa-
tion. Thus, the estimation becomes difficult when for example, the
necessary experience/ required expert is not available.

3. Lack of standardization (of process and documentation). There is
no systematic process to learn about the factors influencing esti-
mates as well as the impact on the overall system.

4. No mechanism of reusing data from similar user stories imple-
mented in the past sprints for making estimates for the new ones.
Unlike the case study, this company does have some measurement
data however it is not being used during estimation.
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2.5  Estimation method issues - literature, case study, and survey

Table 2.4:

In this section, the issues of expert-based estimation methods identified
by both the studies and the related work are compared and discussed.
Table 2.4 shows the issues identified by both the academia (related lit-
erature) and industry (case study and survey).

Identified issues of estimation methods

Identified issues Source

Estimation inaccuracy Both academia and industry
Effort underestimation Both academia and industry
Estimation based on limited information Both academia and industry

Lack of research on finding the impact of properties | Academia
of historical/current project data on estimation
results

Subjective estimation does not support systematic Both academia and industry
learning

Lack of evidence on measuring estimation accuracy | Academia

Lack of standardization (of process and documenta- | Industry
tion)

No mechanism of reusing data from similar user Industry

stories implemented in the past

Out of all the issues presented in Table 2.4, following are those com-
mon issues of expert-based estimation methods that will be addressed
as "problems” by this thesis (along with their corresponding goals):

1. P1: Low reliability of estimation output. Estimates generated by
the expert-based estimation methods employed in both the com-
panies are inaccurate with underestimation being a trend. Due to
this problem, project planning and controlling are gets affected.
The management cannot make commitments to the external stake-
holders which further affects project bidding adversely.

G1: The corresponding goal of the thesis is to increase the estima-
tion reliability, i.e., increasing the accuracy of produced estimates
and reducing human bias.

2. P2: Limited informative power of the estimation method. Expert
estimation is based on partial information that may exist in the
minds of experts. Such information is useful only when explicitly
provided and in an understandable form to support experts while
doing the estimation. For example, currently, the factors with a
significant impact on effort estimation are either considered (im-
plicitly) to a limited extent or not considered at all. Due to this
problem, the estimation becomes difficult when the necessary ex-
perience/ required expert is not available.
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G2: The corresponding goal of the thesis is to increase the informa-
tive power of the estimation method, i.e., by providing explicitly
impact related useful information that will support experts in do-
ing effort estimation.

3.  P3: Subjective estimation does not support systematic learning.
Expert-based methods lack a mechanism to systematically storing
estimates together with the implemented change and contextual
information in an experience base for learning and reuse purposes.
Due to this, experts performing effort estimations remain unaware
of the complexity and volume of the factors influencing the overall
system as well as the estimations.

G3: The corresponding goal of the thesis is to improve learnability,
i.e., by enabling learning (awareness) of the impact factors.

Requirements of estimation method

Table 2.5 describes a set of requirements that needs to be fulfilled to
address the problems of the estimation methods. These requirements
were gathered based on the results and our experience of conducting
state-of-the-art and practice analysis.

Certain other expectations (wishes instead) were also observed dur-
ing state-of-the-practice analysis. For example, an improved estimation
method should automatically calculate velocity (speed) and story points
per defect based on historical data. It should be able to reuse data from
similar user stories implemented in the past and derive standard esti-
mates for certain user stories.

Mapping of requirements to problems and goals

In this section, a mapping of the requirements described in Table 2.5 to
the problems and goals of the thesis is provided (see in Table 2.6). It is
observed that to address a problem of estimation methods, a subset of
requirement needs to be fulfilled, as explained below:

1. P1: Low reliability of estimation output.

Requirements: To overcome this problem, an improved estimation
method is required that increases accuracy and reduces bias. The
method should generate reliable yet easy to analyze and easy to
maintain estimates. Such a method should provide all necessary
and useful information required by the expert to make less biased
estimates.

2.  P2: Limited informative power of the estimation method.
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Table 2.5: Requirements regarding estimation method

ID

Requirements Definition

R1

Reliability The estimation method should produce reliable (accu-
rate and precise) estimation outputs.

R2

Complexity The estimation method should be easy to understand
and apply. It should provide outputs that too are easy
to analyze, understand and maintain.

R3

Informative power | The estimation method should have all necessary useful
(understandable and complete) information. This infor-
mation will help experts in making accurate estimates.
This information includes the explicit provision of code-
based impact related factors that influence estimates,
i.e., factors like the complexity of the story, the impact
of the user story on the overall system.

R4

Systematic learning | The estimation method should systematically make
support experts aware of the impacts of implementing a user
story. With this awareness, the experts would learn
about the effects of impact factors and thus would
make informed decisions regarding estimates.

R5

Tool support The estimation method should be tool supported. The
tool should be interactive, easy to use, interactive, per-
form and visualize impact analysis. It should facilitate
and enhance the quality of communication among team
members and help share knowledge.

R6

Empirical evidence | There should be sufficient empirical evidence regarding
the practical validity of the estimation method, i.e., the
estimation method has been applied and validated in a
real-life setting.

R7

Data requirement | The estimation method should require a minimum
amount of data (e.g., identification of most relevant
class/es that could potentially be impacted due to imple-
mentation of a user story, a measure of relevant impact
factors). The method should be able to use the data
that already exists in a certain project context.

Requirements: An improved estimation method is required to have
all necessary useful (understandable and complete) information.
To keep and reuse this useful information, a historical database is
also required that keeps not only the effort estimation trends but
also impact data. This impact related information can help identify
the number of system classes/ components affected by the user
story or the number of test cases required, for retesting the sys-
tem after implementing the user story. The method should be easy
to understand and apply. It should require a minimum amount
of data to generate useful information. If such a method is tool-
supported, it should be interactive, perform and visualize impact
analysis. Moreover, the tool should be easy to use. The introduc-
tion and application of the tool must not become an additional
burden to the experts (developers). This would also facilitate com-
munication among the team members.
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3. P3: Subjective estimation does not support systematic learning.

Requirements: An improved estimation method is required to let
experts become aware of the effect of impact factors. Firstly, the
method is required to have understandable and complete infor-
mation (impact and effort related). As mentioned earlier, such
data would require a historical database to systematically store es-
timates together with the implemented change and contextual in-
formation for learning and reuse purposes. If such a method is tool-
supported, it should support experts to compare estimates from
completed projects and help with making new estimates. It should
document effort data (estimated and actuals) and recognize pat-
terns in estimates (for example, underestimation). This would let
experts share knowledge. Furthermore, proper integration of tool
and data, as well as their maintenance, should be ensured.

Mapping of requirements to problems and goals

P2-Limited informative power of the estimation method
P3-Subjective estimation does not support systematic learning
G2-To increase the informative power of the estimation method
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2.7  Summary

Based on published literature, and results of state-of-the-practice, it is
recognized that expert-based estimation methods in agile development
context are unreliable, lack useful information and do not support sys-
tematic learning. As a result of these problems, inaccurate estimates are
produced that further lead to schedule and budget overruns. Experts re-
main unaware of the factors that influence estimation, and as they are
incapable of making informed decisions, make biased estimates. To im-
prove prevailing expert-based estimation methods, some requirements
are also elicited. For example, if data on estimates are stored in a histor-
ical database, it could be re-used for estimating changes in the future.
Additionally, explicit provision and consideration of useful information
like the complexity and impact of changes on the underlying system
would help experts take an informed decision as this information af-
fects the magnitude as well as the accuracy of estimation. Furthermore,
certain aspects of the estimation process, such as the potential impact of
a change on the underlying system, if are tool-supported, can improve
estimation effectiveness.
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3.1

3.2

3.2.1

State-of-the-art

Introduction

This chapter describes the literature reviews of a) existing effort estima-
tion (EE) methods in agile development method b) existing change im-
pact analysis (I1A) techniques proposed in the published literature. The
identified EE techniques in agile development were evaluated to find
the extent to which they fulfill the industrial requirements. Based on
an analysis of the impact analysis techniques, the techniques that could
be integrated into expert-based estimation and would provide with nec-
essary impact information to support experts during estimation were
identified.

This chapter is structured as follows: Section 3.2 describes the design, ex-
ecution, and results of the review conducted for identifying existing EE
methods in an agile development context. Section 3.3 gives an account
of the evaluation of identified EE methods in an agile development con-
text. Section 3.4 describes the design, execution, and results of the re-
view conducted for identifying change impact analysis techniques. The
chapter ends with a summary in Section 3.5.

Review of effort estimation in agile software development

Background

Various attempts, including data-based estimation models, have been
made to improve EE in agile development context. However, it con-
tinues to be a challenge in the software industry [23, 113]. A secondary
study, systematic literature review (SLR) that was published in 2014 [113]
investigated works from 2001 to December 2013, resulting in a com-
plete state-of-the-art analysis on EE in agile software development. In
the other work done by the same authors [114], they presented results
of the state-of-the-practice.

Since the review in the context of the thesis was made in 2015, therefore,
there was a need to update the previous review. Therefore, by perform-
ing the forward snowballing technique [48] following the guidelines
by Wohlin et al. [117], instead of automated search [21], a review was
conducted to execute this update. The purpose was to find any other
methods, tools or techniques that have been proposed for improving EE
in an agile development context.
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Review design and process

Since the review was an attempt to update the identified systematic
literature review (SLR), the same research questions were investigated,
and the same inclusion/ exclusion criteria were used in the evaluations
as were in the referenced SLR [113]. Following were the research ques-
tions:

RQ1: What techniques have been used for effort or size estimation
in agile software development?

RQ1a: What metrics have been used to measure estimation accu-
racy of these techniques?

RQ1b: What accuracy level has been achieved by these techniques?

RQ2: What effort predictors (size metrics, cost drivers) have been
used in studies on effort estimation for agile software develop-
ment?

RQ3: What are the characteristics of the dataset/ knowledge used
in studies on the size or effort estimation for agile software devel-
opment?

RQ4: Which agile methods have been investigated in studies on size
or effort estimation?

RQ4a: Which development activities (e.g., coding, design) have
been investigated?

RQ4b: Which planning levels (release, iteration, current day) have
been investigated?

The review process following the forward snowballing [48] is as follows:

The first step of forward-snowballing involves the identification of
seed set i.e. a set of studies as a starting point. Since this was an
updated review, therefore, the resulting studies found by the ref-
erenced SLR were considered as the seed set. Forward snowballing
was performed on this seed set as described in the next steps.

In the second step, search engines like Google Scholar [14] and
Scopus [15] were used to analyze all the citations of all the papers
in the seed set from 2014 to 2015.

In the third step, the cited papers were subjected to the study selec-
tion procedure [19, 90]. Only peer-reviewed papers were selected.
A basic evaluation was performed by analyzing the paper’s title
and abstract. An advanced evaluation was performed on the pa-
pers that passed the basic evaluation where every paper was read
using the same inclusion/ exclusion criteria as described in the ref-
erenced SLR:
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3.2.3

Results

As general inclusion criteria, include all studies that:

- Are reported in English AND

- Are reported in a peer-reviewed workshop or conference or
journal AND

- Are evidence-based (empirical studies)

If a study did not meet any one of the above conditions, it was
excluded.

The remaining studies had to meet the following inclusion criteria:

- Report effort or size estimation related (technique or model
or metric or measurement or predictors) AND

- Are based on any of the agile software development methods

A study meeting any of the following exclusion criteria was ex-
cluded from this review:

- Are not about effort or size estimation OR

- Are not conducted using any of the agile software develop-
ment methods OR

- Deal with software maintenance phase only OR

-  Deal with performance measurement only, i.e., velocity mea-
surement.

° In the fourth step, the studies that passed through the advanced
evaluation criteria were selected and assessed for their quality using
the quality assessment criteria of the referenced SLR.

° In the fifth step, the data was extracted from the selected studies
with respect to the research questions in the referenced SLR.

Snowballing is an iterative process. At the end of an evaluation cycle,
a new cycle starts using the resulting papers of the previous cycle. The
process ends when no more new citations are found. In this review,
snowballing ended after one cycle. In addition to the 20 relevant pa-
pers found by the referenced SLR, we could find six relevant papers (see
results in 3.1). This left us with a total of 26 papers (20 from the refer-
enced SLR and six from snowballing) from which we extracted data and
reported the results.

This section briefly describes the results of this study.
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Papers searched through snowballing

Status No. of papers
Total no. of papers 58

After evaluation 12

After quality assessment 6

Papers after snowballing cycle 1 6

RQ1 - Estimation techniques: Planning Poker, in particular, was
the most cited estimation technique, followed by ad hoc expert
judgment. Contrary to referenced SLR, no Use Case Points (UCP)
method was reported in this review. However, a trend towards the
use of data-driven estimation models like neural networks was ob-
served for estimation or supporting expert-based estimation meth-
ods.

RQ1a - Accuracy metrics: Like the referenced SLR, Mean Magnitude
of Relative Error (MMRE) is the most frequently used accuracy mea-
sure followed by Pred (n), Mean Square Error (MSE).

RQ1b - Accuracy level achieved: Like the referenced SLR, the addi-
tional papers also did not report a good level of accuracy achieved.
In most cases, it did not turn out to meet the 25 percent thresh-
old. However, the studies that used data-driven estimation models
presented somewhat better results.

RQ2 - Effort predictors (size metrics, cost drivers): The most re-
ported size metric was story points. Very few studies also used
function points, most of the papers did not report the size metric.
However, unlike referenced SLR, no UCP were reported. Among
cost drivers, few studies report project and people related drivers
like task complexity, priority, experience, technical ability, and team
composition.

RQ3 - Dataset used: Usage of both industrial and academic dataset
was observed, however, use of industrial dataset and within the
company data was dominant.

RQ4 - Investigated agile methods: Few papers mentioned Scrum as
the used agile method. Most of the papers do not mention any
agile method.

RQ4a - Investigated development activities: Most of the papers do
not mention any development activity. However, few mentioned
implementation as a development activity.

RQ4b - Investigate planning levels: Most of the papers do not men-
tion any planning level. Few papers mentioned the release plan-
ning level.
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Since with the results of the updated review, only six relevant papers
were found, the achievement of similar results in comparison to the ref-
erenced SLR did not come as a surprise. A slight trend towards using
data-driven estimation models was observed nonetheless.

Satapathy [101] used a story-point-based approach and considered dif-
ferent machine learning techniques such as decision trees, stochastic gra-
dient boosting, and random forests to assess estimation prediction. The
results showed that the stochastic gradient boosting technique outper-
formed the others. In another study, Satapathy [100] used a story-point-
based approach and considered different neural networks like Gen-
eral Regression Neural Network (GRNN), Probabilistic Neural Network
(PNN), Group Method of Data Handling (GMDH), Polynomial Neural
Network and Cascade-Correlation Neural Network. The results showed
that the cascade network outperformed the other techniques used.
Again in a different study Satapathy et al. [102] proposed various sup-
port vector regression (SVR) kernel methods. Optimizing the results ob-
tained from a story-point approach, the purpose was to estimate the ef-
fort of agile software project more accurately. Performance comparison
of these methods was made by using the data set from Zia et al.[120].
Based on the values of MMRE and Pred, it was found that radial basis
function (RBF) kernel-based SVR outperformed other proposed kernel
methods. Raslan et al. [94] also proposed a fuzzy-logic-based EE frame-
work considering user stories. Popli et al. [92] considered story-point-
based regression analysis for estimating effort but did not describe any
accuracy metrics. They did consider certain people, project and resis-
tance factors in devising their proposed model.

A lack of empirical evidence on the applicability and effectiveness of
these models in real life setting is observed as some of them validated
their approaches only in academia.

Overall, the state-of-the-art analysis on EE in an agile context, as cap-
tured by the referenced SLR and our updated review, showed expert-
based estimation methods (i.e., expert judgment, planning poker) as
the most dominant methods followed by data-driven estimation mod-
els. Furthermore, some studies have used function points. However,
function points are not commonly used in the industry. Parvez [89] mod-
ified the use case point estimation method by adding efficiency and risk
factors to estimate testing the effort in of agile projects. The approach
showed improved results for estimating the testing effort. Similarly, Hus-
sain et al. [58] proposed a methodology that finds COSMIC functional
size from informally written textual requirements for estimating devel-
opment effort in an agile development context. Kang et. al [65] pro-
posed a dynamic software cost estimation model (using function points)
and a project tracker (using a Kalman Filter) on daily-based velocity.

Nonetheless, story points remained the most used size metric which is
more relevant for the agile context. Zia et al. [120] developed a story-
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point-based regression model. It uses a ranking mechanism to specify
story size and complexity, considers and ranks certain other factors that
impede the velocity of creating a model and used 21 projects to calibrate
it.

Bhalerao et al. [32] proposed a Constructive Agile Estimation Algorithm
(CAEA) which incorporates factors believed to be vital for accurately in-
vestigating the cost, size, and duration of a project. Moser et al. [84]
proposed a model using neural networks and code metrics to predict
the development effort of a user story. This approach was extended
by Abrahamson et al. [17] who extracted and used keywords from user
stories instead of code metrics and then built models (regression, neural
networks, support vector machines) to predict the development effort
of the user story. The results show that EE works well only if the devel-
opers write well-structured user stories.

None of the estimation methods (expert judgment) in agile develop-
ment have leveraged the tools and techniques that can perform change
IA to estimate the effort required to implement a change and takes care
of its impact also.

Evaluation of existing effort estimation methods

This section presents the evaluation of the estimation methods identi-
fied through the state-of-the-art analysis in the context of agile soft-
ware development. These methods include all the methods identified
through the referenced SLR as well as the resulting methods from our
updated review. For the sake of simplicity, the methods were grouped
into categories depending on the type of estimation method used, i.e.,
all the studies that mentioned used planning poker were grouped un-
der Planning Poker. The corresponding references are also provided.
The studies that did not provide any specific technique but discussed
other related topics were not included in the evaluation. For example,
Cao [43] showed in general that the estimation in agile development is
more accurate then traditional development and that accuracy has not
improved in agile development over time. Similarly, in [81] effects of cer-
tain factors on estimation was found. It was shown that projects where
collaboration was facilitated by daily communication between the con-
tractor and the customer, exhibit a lesser magnitude of effort overruns.
In [70] influence of social factors on estimation was analyzed. Such stud-
ies were excluded from evaluation as they could not be categorized and
also none of the criteria was applicable to them.

The methods were evaluated using criteria (C1 to C8) defined in Table
3.2. We have adapted and used the criteria, scale and the threats to
validity as defined by [111]. These criteria were derived from the re-
quirements regarding estimation methods listed in Table 2.5. A four-
point Likert scale was used to evaluate each criterion. Using this scale,
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a given estimation method was evaluated by rating the extent to which
each method supports a certain requirement. The scale was used with
the symbols as follows: Strongly supports (++), moderately supports (+),
weakly supports (-), no support (--). The evaluation is presented in Table
3.3. The evaluation is based on the author’s experience as well as on the
data extracted from the identified estimation methods. The threats to
the reliability of the evaluation in Table 3.3 may be due to the evalua-
tion metric. The threats include 1) subjective definitions of the criteria,
2) Fuzzy definition of the metric and 3) Human judgment error.

From the evaluation of existing estimation method in Table 3.3, very few
estimation methods were found to be reliable. We have found studies
that mentioned an accuracy metric for their applied estimation method
but did not report the results. For such studies, we marked a single “-
" in “Reliability”. Moreover, certain studies have applied and compared
several estimation techniques, out of which only one seemed to perform
better in terms of accuracy. For such studies, we marked a single “-"
in their “Reliability”. For example, in the study by Satapathy et al.[101]
where various SVR Kernel methods were applied and compared, only the
RBF Kernel was found reliable. Same is true for their other study [100],
in which various neural networks were applied however only cascade
networks were found reliable.

Methods comprising of data-driven estimation models, e.g., GRNN [100],
SVR/RBF Kernel methods [101] were found too complex in their under-
lying theory.

None of the methods in Table 3.3 possessed “Informative power”, or
were able to provide “Learning support”. For the estimation techniques
where certain criteria were not applicable we marked “NA" in the corre-
sponding cell, e.g., for expert judgment and Planning poker, we marked
“NA" for “Tool support”.

Most of the methods required a lot of data as input e.g. UCP [89], CAEA
[32], SVR/RBF Kernel methods [101].

A single “+" in “Empirical Evidence” shows a lack of information on the

used data set for example, Tamrakar et al. [104] and Mahni% et.al [76]
did not provide information in used data set. Similarly, there were stud-
ies from Bhalerao et al. [32], Catal et al. [44] and Logue et al.[75]
that have applied an estimation technique but did not measure their
predicted accuracy. Such studies may be of negligible use to both re-
searchers and practitioners as they did not provide any solid evidence
on how accurate the proposed effort estimation techniques were. For

such studies, we marked a single “-" in “Empirical evidence”.

Despite this research on improving EE in an agile context, a lack of em-
pirical evidence on the accuracy of these methods (or models), a lack
of information on the used data set to build models and/or size metrics
and/or cost drivers is reported by the review [113]. Moreover, most of
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Estimation method evaluation criteria

Criterion

Definition

C1. Reliability

The reliability of the method is measured in terms of
accuracy of estimation output. The extent to which
the estimation method produces accurate outputs.
The accuracy of method can be measured using ex-
isting performance metrics e.g. Mean Absolute Error
(MAE) which is the average of the absolute errors
between the actual and the predicted effort, Mean
magnitude of relative error (MMRE), Prediction Ac-
curacy PRED (x) which is the average of MAE's off
less than or equal to x. The accuracy of the estimates
directly corresponds to PRED(x).

C2. Complexity

The extent of the complexity of the underlying the-
ory/technique employed in the estimation method.

C3. Informative power

The extent to which the estimation method provides
additional useful (understandable, complete) informa-
tion that contributes to the achievement of estimation
objectives, e.g.(support experts to make informed
decisions while doing estimation, support systematic
learning, facilitate communication and knowledge
sharing). This information includes relevant code-
based factors that have an impact on effort, historical
effort related data.

C3.1 Understandability

The extent to which the information provided is in an
understandable way.

C3.2 Completeness

The extent to which the information provided is com-
plete.

C4. Systematic learning sup-
port

The extent to which the experts performing effort
estimations are aware of or learn about the factors
influencing estimations.

C5. Tool support

It refers to the level and quality of tool support. It
includes but not limited to quality aspects like ease of
use, usability, interactivity, visualization.

C6. Empirical evidence

The extent to which the method has been evaluated
in practice. This includes considering the context (aca-
demic or industrial), and the reliability of documented
in-field applications of the method.

C7. Data requirement

The amount and type of data required by the esti-
mation method. The amount refers to the number
of projects or factors (e.g., COCOMO Il [1] model re-
quires 17 effort multipliers and 5 scale factors). The
data type refers to the measurement scale (nominal,
ordinal, etc.)

the improvement approaches either improve expert estimation by pro-
viding additional factors [32] to consider during estimation or by propos-
ing a data-driven static model [100] that keeps expert out of the esti-
mation process just like the estimation models proposed for traditional
development context thereby violating the Agile Manifesto [30].
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Table 3.3: Estimation methods evaluation
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Planning poker -- -- -- -- NA |- - 55][104][98][71][72
agp
Expert judgment -- |-- |-- |-- [NA |-- |- [17][75]1[89][97][55]1[44]
Use Case Points + - T I + ++ [ [89]
(UCP) Method,
UCP Method Modi-
fication
Linear regression, |+ ++ |-- |-- |- |+ + [17]
Neural Nets (SVM)
Robust regression, |+ e L . + [16]
Neural Nets (RBF)
CAEA - + - - - - - - ++ [32]
SVR: Linear Kernel, |- ++ |- |- |-- + ++ [ [101]
Polynomial Ker-
nel, RBF Kernel,
Sigmoid Kernel
GRNN, PNN, - |- |- |-- + ++ | [100]
GMDH, Cascade-
Correlation Neural
Network
Kalman filter - 4+ |o- |-- oo |4 + [65]
Cosmic FP - + -- - - + _ [58]
Statistical combina- | + - e - [76]
tion of individual
estimates
Own algorithm - - |- - - [+ []92]

3.4  Review of change impact analysis

3.4.1 Background

Several studies on change IA techniques exist in the literature. Therefore,
a systematic search was conducted to identify any secondary studies on
the topic.

As a result, a secondary study, a survey on code-based change IA tech-
niques by Li. et al. [73] was found. It was published in 2013 and investi-
gated works from 1997 to 2010, resulted in a complete state-of-the-art
analysis on code-based change IA techniques.

Since the review in the context of the thesis was made in 2015, there-
fore, there was a need to update the previous review. Therefore, by
performing forward snowballing technique [48] following the guide-
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lines by Wohlin et. al [117] another review was conducted to execute
this update.

The purpose was to find a code-based change IA technique that meets
some of the criteria (as mentioned in 3.2), i.e., it is simple, understand-
able, requires less amount of data and effectively provide all impact re-
lated information (i.e., the factors as discussed in Table 2.2). Moreover,
it can be integrated with EE technique to provide experts with impact
related information and support them in estimation.

Review design and process

As the purpose was to find a suitable change IA technique, a subset of
the same research questions was investigated, and the same inclusion/
exclusion criteria were used in the evaluations as were in the referenced
survey [73]. Following were the research questions:

° RQ1: What techniques/approaches have been used to perform the
change IA?

° RQ2: Which properties can be identified to characterize the re-
search on code-based change IA?

The same review process followed was the same as described in Section
3.2. The only difference was the selection of the seed set to start the
review. In Section 3.2, the seed set were all the articles selected by the
referenced SLR. Here the seed set was this secondary survey only. It is
firstly because the purpose was to find an IA technique that could be uti-
lized in the context of this thesis. Secondly, since the review represented
the complete state-of-the-art on code-based change IA techniques we,
therefore, restricted the seed set to this review.

In addition to meeting the general inclusion/exclusion criteria in Sec-
tion3.2 the inclusion criteria for this review aimed at including the studies
that:

° Focused on a specific change IA technique, stated the change IA to
be one of its goals and provided empirical validation of the tech-
nique from the change IA perspective.

The exclusion criteria for this review aimed at excluding the studies that:

° Focused on some other problems rather than the change IA tech-
nique OR

e  Focused on the traceability-based analysis techniques or high-level
model-based (design level and requirement level change IA) rather
than the code-based change IA technique.
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Table 3.4:

3.4.3

Results

In this review, snowballing ended after one cycle. In addition to the 23
unique IA techniques found by the referenced review, we found only
five relevant papers (see results in 3.4). However, none of these five
papers had any new or unique IA technique that was not mentioned in
the referenced review, therefore, we did not consider them.

Papers searched through snowballing

Status No. of papers
Total no. of papers 43

After evaluation 7

After quality assessment 5

Papers after snowballing cycle 1 5

This section briefly describes the results of this review.

RQ1- Techniques used to perform IA:

The result of this analysis indicated that two main types of anal-
ysis had been used in the published literature: static analysis and
dynamic analysis each with subtypes. Static change IA techniques
take into account all possible behavior and inputs of the software.
They are usually performed by analyzing the syntax and seman-
tic, or evolutionary dependence (i.e., change history repositories).
Subtypes of static analysis are as follows:

1.

Structural static analysis. It focuses on static analysis of the
structural dependence of the program and construction of
the dependence graph. Knowing the structural dependence
allows predicting which elements are impacted based on this
dependence.

In these techniques, the impact set is found by performing
a reachability analysis on the dependency graph. For exam-
ple, Badri et al. [28] and Hattori et al. [53] used the control
call graph to perform static change IA. Huang et al. [57] per-
formed dependency analysis in object-oriented programs. Pe-
trenko et al. [91] made use of a hierarchical model to obtain
the impact set. It is found that some change IA techniques
operate using coupling measurement like structural coupling.
For example, Briand et al. [39] used object-oriented coupling
measurement to identify the impact set.

Textual analysis: It extracts conceptual dependence (concep-
tual coupling) based on the analysis of the comments and/or
identifiers in the source code. Torchiano et al. [110] pro-
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posed using source code comments and change logs in a soft-
ware repository. Some change IA techniques operate using
coupling measurement like conceptual and relational topical
based coupling. For example, 1A proposed by Poshyvanyk et
al. [93] is based on conceptual coupling. It was found that
one of such couplings (i.e., the maximum conceptual coupling
between two classes), was better than existing structural cou-
pling measures when compared in terms of the accuracy of
impact set. Gethers et al. [50] used relational topic based
coupling to capture topics in classes and relationships among
them for change IA. They also showed that this coupling com-
plements the conceptual coupling proposed by Poshyvanyk et
al. [93].

3. Historical analysis: It is performed by mining information from
multiple evolutionary versions of the software in software
repositories. 1A techniques using historical analysis are based
on identifying the co-change coupling between the entities
that are changed together. The co-change coupling informa-
tion helps predict future changes. In this direction, Zimmer-
mann et al. [121] applied data mining to version history repos-
itories to extract the co-change coupling between at the file
level. In another technique, Hattori et al. [53] incorporated
two data mining algorithms like Apriori and DAR in the repos-
itories for change IA.

Historical analysis is found to be the most used technique followed
by structural static analysis. However, both of these types cannot
identify conceptual dependence. For example, the identifiers and
comments of the source code made by the developers reflect the
implicit relationships (dependencies) among parts of the same soft-
ware. Analyzing these relationships is also important as there is a
likelihood that they refer to similar concepts in the problem or solu-
tion domains of the software. Hence, textual analysis is needed to
cover these dependencies hidden in the comments and identifiers.

Techniques have also been proposed that combine different types
of change IA. For example, Kagdi et al. [64] used a combination
of textual analysis and historical analysis. They utilized both source
code of the current program version and previous versions from
software repositories to obtain better impact results when com-
pared with using them independently. Canfora et al. [42] also
combined textual and historical analysis. They used textual similar-
ity to retrieve past change request in the software repositories for
change IA. Huang et al. [57] used a combination of structural static
(traditional dependency analysis) and dynamic analysis in object-
oriented programs for performing change IA.
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Dynamic IA involves considering specific inputs like test data and
relies on the analysis of the information collected during program
execution (e.g. execution traces information, coverage informa-
tion, and execution relation information) to estimate the impact
set. Subtypes of dynamic IA include offline and online analysis.

Online change IA is performed by using the collected information
while the program is executing whereas offline IA is performed as
soon as the program finishes its execution. The purpose of the on-
line change IA was to alleviate the need to obtain the whole run-
time execution information when only part of it is required.

Technique by Beszedes et al. [31] used dynamic function coupling
between two functions for change IA. Law et al. [67] provided
a technique for dynamic change IA based on whole path profiling
whereas Breech et al. [37] proposed an approach of the whole pro-
gram path-based dynamic online impact analysis. Apiwattanapong
et al. [26] proposed the execute-after relation between entities to
support dynamic change IA. The precision of online and offline im-
pact analysis has also been empirically validated [36][37]. The re-
sults show that online change IA techniques compute equally pre-
cise impact set as offline techniques. However, they scale better
[36].

Dynamic IA is more expensive than static IA due to the overhead of
expensive dependency analysis during program execution. More-
over, the impact set identified through dynamic IA often includes
false-negatives.

RQ2- Categorization of code-based change IA:

Li et.al [73] identified set of properties, and Lehnert [69] derive a
taxonomy from categorizing the |IA techniques. We extended Lehn-
ert’s taxonomy by combining it with the results of Li's survey. To
facilitate the selection of appropriate 1A techniques by practition-
ers, we used the following facets and sub-facets in this extended
taxonomy to categorize existing IA techniques:

-  Context: change request metadata, type of change, develop-
ment phase, available artifacts.

- Impact analysis: IA technique used, type of analysis, change
impact type, the granularity of impact set, the priority of im-
pact set, tool support, supported language, application area.

- Empirical evidence: benchmark size, performance measures
used, results, scalability.

In general, most of existing change IA techniques can be used in
object-oriented programmes, and there is a need to develop tech-
niques for other programming paradigms, for example, aspect-oriented
programmes.
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Applications of impact analysis include an understanding of the system
with respect to a certain change, implementing the change and retesting
the modified parts [24, 79]. JRipples [41] supports program comprehen-
sion and change propagation during incremental changes. It analyzes
the program and automatically highlights the impacted classes as the
developer implements a change.

One needs to be aware of the possible ripple-effects caused by im-
plementing a new change in the existing system, so nothing is over-
looked. JTracker [52] assists in change propagation. Whenever a de-
veloper changes a class, JTracker marks the potentially impacted neigh-
boring classes. Then retesting the newly implemented change through
regression tests and identify other test cases that may need to be done
for maintaining the existing system intact and error free [22, 35]. Chi-
anti [95] can be used for regression testing. It selects the test cases that
need to be rerun to test the implemented change and also adding new
test cases to cover the affected parts not tested by the original tests.

It is found that with the capability to identify software life cycle objects
that are likely to change for each change request, impact analysis can
support project managers to determine the effort and cost estimates for
software change more precisely [35]. Furthermore, these estimates sup-
port software release planning by providing important information like
what can or cannot be included in a release over a given time period.
Impala [54] supports IA before the change is implemented. It searches
in the dependency graph, the elements of the change set depending
on change type and dependency type, returning reachable elements in
the change set. ImpactMiner [46] estimates an impact set from natu-
ral language change request query using an adaptive combination of
static textual analysis, dynamic execution tracing, and mining software
repositories techniques [50].

Despite the research on change IA techniques, only a few research proto-
types have been implemented that support some application of change
IA in traditional software development. Commercial tools for applying
IA are sparse. The research prototypes mentioned above are also not
actively maintained.

It has become evident from the state-of-the-art of estimation methods
in Section 3.2, none of the methods so far have used change IA infor-
mation for planning purposes. Therefore, further research is required
regarding which change IA technique can be utilized in supporting es-
timation and planning activities in addition to finding which technique
to select and how.
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3.5 Summary

The review of EE methods in agile development context revealed that
expert-based estimation methods (i.e., expert judgment, planning
poker) as the most dominant methods. A trend towards the use of
data-driven estimation models was also observed. Expert judgment
remained inaccurate whereas a lack of empirical evidence on the appli-
cability and effectiveness of the data-driven models in real life setting
is also observed nonetheless. An evaluation of these methods showed
several deficiencies towards fulfilling industrial requirements.

The review of change IA methods revealed that a large number of tech-
niques exist in published literature using various change IA types. Histor-
ical analysis is found to be the most used technique followed by struc-
tural static analysis. A combination of IA types computes more accurate
impact set as compared to using them independently. Most of these
techniques were empirically validated using several measures including
accuracy of the estimated impact set.

Even though IA is a well-researched field, commercial tools for applying
IA are sparse. The research prototypes mentioned above are also not
actively maintained. Due to these constraints, it was not possible to use
any existing tool for utilizing IA in the context of this thesis.

It is also established that none of these methods have leveraged the
tools and techniques that can perform change IA to estimate the ef-
fort required to implement a change. It is because impact analysis is not
well integrated into current estimation methods. This thesis, therefore,
aims to fill this gap by developing a systematic hybrid effort estimation
method that increases estimation reliability, enables learnability and in-
creases the informative power of expert-based estimation. It does so by
utilizing change IA techniques and integrating them in effort estimation
techniques.
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4.1

HyEEASe - Method for effort estimation in
agile software development

Introduction

This chapter introduces the development of a proposed effort estima-
tion method - HyEEASe. HyEEASe is a hybrid, lightweight and systematic
method for estimating the effort in the context of iterative and incre-
mental software development. The method is a result of synthesizing
research on effort estimation (EE) and change impact analysis (1A) [73].
It utilizes IA information for supporting a human judgment based esti-
mation [106]. Static code analysis and historical change impact analysis
are used to isolate the potentially impacted parts for a change. Further-
more, past estimation and data related to the impacted parts are also
presented to practitioners when they are estimating effort for a new
change. Additionally, a Gradient Boosted Trees (GBT) based estimation
model is also developed.

To develop and implement the proposed estimation method several
empirical methods were employed. Through case study and survey re-
search, the needs of industry practitioners, and their challenges and de-
velopment context were understood. The input from these studies and
the results of systematic literature reviews were used to develop the
method incrementally. Initially, it was developed in close collaboration
with SAP and the potential tool-support was materialized using mock-
ups. Encouraged by the results, using prototyping the method was fur-
ther refined in close collaboration with Insiders Technologies.

In this chapter, first, a conceptual framework to facilitate the process of
finding a change IA technique and then integrating with an EE technique
is described. Then, the IA and EE techniques that were selected and inte-
grated in HyEEASe, the high-level design of HyEEASe, it's workflow and
development are described. The research done for this chapter was con-
ducted as part of research projects, Abakus, grant number 011S15050G,
and HyEEASe, grant number 011512053 funded by the German Ministry
of Education and Research (BMBF). The results were also published, de-
tails can be found at [105], [107] and [109].

This chapter is structured as follows: Section 4.2 gives insights into the
proposed conceptual framework for the selection and integration of 1A
and EE techniques. Section 4.3 describes the selected IA and EE tech-
niques in the context of this thesis. Section 4.4 illustrates high level de-
sign where as Section 4.7 details the work flow. Section 4.5 explains the
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development of the impact analysis model that was used in HyEEASe. In
Section 4.6 the development of an estimation model is explained. Sec-
tion 4.9 discusses the limitations of HYEEASe. The chapter concludes with
a summary in Section 4.10.

4.2  Conceptual framework

Figure 4.1:
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Project learning

The need for a framework to guide the use of change IA for improving
EE was identified to leverage the support provided by change IA tech-
niques and tools. Therefore, a conceptual framework [107] on how to
select an IA technique and guidelines [105] on how to operationalize
this framework has been proposed. The framework is inspired by the
Quality Improvement Paradigm (QIP) [29]. The framework is expected
to support researchers in selecting appropriate IA and EE techniques in
a given organizational context. Additionally, it will support practitioners
in improving their estimates. By reusing the knowledge and experience
gathered in each iteration, the framework enables continuous improve-
ment towards effective EE in practice. The overall framework and the
process of integration are depicted in Figure 4.1 and Figure 4.2 respec-
tively. The six steps of applying the framework in the given context (agile
development) are as follows:
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context /_____//‘—
Adapt selection

of IA and EE Set goals

Integration of IA and EE techniques

Analyze quality

of selection integrate IA and

|I Select and 1
| . !
| EE techniques I
|
I

Ftegratien of 1 oo £F technagues

Intechs | | content | | EEtechs

-
e I |
Analyze qualit 1 Satt 4 i 1 ot EE o
Adapt process of gstirgates Y =
Execute Crangs impact Efort smimats

Framework for integrating impact analysis with effort estimation for improving
estimation



Chapter 4: HyEEASe - Method for effort estimation in agile software development
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Figure 4.2: Integration of 1A with EE techniques

1.  Characterize context: In this step, the organizational and project
context concerning EE and IA technique is specified. For exam-
ple, the practitioners specify the estimation purpose, development
process (e.g. Scrum, XP [27], DevOps [59, 60]), level of planning,
prevailing estimation method, personal factors (experience, knowl-
edge), estimation trend, estimation error, available development
artifacts and their level of granularity (e.g., requirements/ user
story/ BLI), type of change, product factors (product complexity,
used technologies, tool support, requirements on tools) etc. This
information is stored in an experience base to be reused later on
in sprints.

2. Set goals: In this step, the practitioners specify a measur-
able/quantifiable and concrete improvement goal for the esti-
mation process. For example, the goal may be to reduce the error
margin in effort estimates by 20%.

3. Select and integrate IA and EE techniques:

The selection of both IA and EE techniques is driven by the orga-
nizational context. It is that observed a two-way relation exists
while selecting an IA technique for utilizing in EE, let’s call it as
a “required-provided by"” relation, i.e., what is required by the IA
technique (as input) and what is provided by the organization, and
vice versa. The extended taxonomy mentioned in the previous sec-
tion can be explored additionally based on this relation to decide
on the selection of an IA technique. The process of selection, ap-
plication, and integration of IA and EE techniques is shown in Fig-
ure 4.2. In step 1 and step 3 of Figure 4.2 taken from a collection
of IA and EE techniques, the practitioners can select appropriate

51



Section 4.2: Conceptual framework

52

IA and EE techniques, respectively, based on their context, using
proposed guidelines [105].

Execute: The process of applying and integrating IA and EE tech-
niques is executed as follows:

(a) Apply and integrate IA and EE techniques: In this step, first,
the selected IA technique is applied to the given software to
find the impact and then it is integrated with the EE technique,
using this impact as input to EE, to find the estimates.

The initial estimate produced as a result of this integration
is further refined reusing previous knowledge and data gath-
ered during the sprints.

(b) Analyze quality of estimates: The estimates made are assessed
by the practitioners at the end of a sprint in the retrospective
meeting or estimation workshop. The estimated values are ex-
tracted from the experience base and compared to the actual
ones. In case of deviations, further investigation is required
to find the cause of the deviation and feedback is provided to
minimize the estimation error. To do this analysis, other data
such as historical effort data, data regarding change requests,
impact data, and effort overhead (factors) are required in ad-
dition to expert opinion and are retrieved from the experience
base.

(c) Adapt process: In this step, the feedback gathered in 4b is con-
sidered to adapt the process for the next sprints. To adapt
the integration process, effort factors (as also identified by
the case study [108]), previous knowledge of the practitioner,
and the data gathered in 4b are considered. Also, any fur-
ther requirements regarding the guidelines for integration are
elicited from the practitioners.

Using the parameterization of the estimation process based
on factors and the feedback of the expert, the estimation
process is adapted for the next sprint. This knowledge is
also stored in the experience base and is reused in the next
sprint. Through this small circle, practitioners learn about their
project and estimation performance over sprints.

Analyze quality of selected techniques: At the end of a project
release, the selected IA and EE techniques are analyzed regard-
ing their suitability and effectiveness for the estimation process
and whether they could achieve the specified goals. Information
like the feedback of the practitioners, stored estimation data, and
knowledge, as well as the adaptations to the integration process
over sprints, is required and is retrieved from the experience base
to analyze the effectiveness of the selected IA and EE techniques.
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6. Adapt selected techniques: In this step, if the selected techniques
are found unsuitable or ineffective and the set goals are not
achieved, practitioners discuss and explore other techniques from
the collection of 1A and EE techniques that might be suited better
in a given context. Through this cycle, the organization learns
about their projects over time.

In the given agile development context, organizational level learn-
ing refers to experience and knowledge gathered from release
to release, whereas project level learning refers to knowledge ac-
quired from sprint to sprint. The feedback can be provided in the
context of retrospective meetings or by arranging additional esti-
mation workshops - whichever is feasible for the organization.
The steps 3 and 4 are the major building blocks of the proposed
framework. Based on the context, the practitioners can select and
integrate IA and EE techniques using guidelines in these steps. The
practitioners can then use IA while making estimates to improve
them.

4.3  Selected impact analysis and effort estimation techniques

The selection and integration of IA and EE techniques were done
through the use of the proposed conceptual framework described in
Section 4.2. The results of the state-of-the-art analysis of effort es-
timation in agile development, indicate the expert-based estimation
methods are most often used, with “Planning Poker” being the most
frequently employed method [114]. This motivated the choice of “Plan-
ning Poker” as the estimation method that will be supported by IA
techniques. By doing so, the scope of the thesis was reduced in terms
of the selection of estimation techniques.

From the review of change impact analysis techniques, it was found that
there exist two main types of analysis approaches, which are static and
dynamic IA. Dynamic IA involves program execution and the collection
of the execution trace information. It is, therefore, more expensive than
static IA due to the overhead of expensive dependency analysis during
program execution. Moreover, the impact set identified through dy-
namic IA often includes false-negatives. Due to these reasons, dynamic
IA was not considered the optimal option for performing IA in this thesis.

Moreover, static 1A has three types, i.e., structural static analysis, tex-
tual analysis, and historical analysis. Textual analysis extracts conceptual
dependence (coupling) based on the analysis of the comments and/or
identifiers in the source code. It relies heavily on the developer’s writing
skills and choice of words to describe implicit relationships in identifiers
and comments of source code. Therefore, there is a risk that different
developers used different vocabulary to express the same functionality
or vice versa. This requires natural language processing for analyzing
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code comments and identifiers which in itself is a research topic and is
certainly out of the scope of the thesis.

In general, an impact set is required to start an IA, while the impact
volume is expected as the output of an IA. The impact set is comprised
of component/s identified by the experts after analyzing the change re-
quest (or backlog item (BLI) or user story). The volume of impact means,
“"what” the impact was (i.e., which component/s were changed in the
past concerning a particular user story) and "how much” it was (i.e.,
quantified information about the impact).

In the context of this thesis, it was realized that historical analysis could
be used to find out what (which classes) were changed, and structural
static analysis could be used to find out how much the identified classes
were changed. Since a combination of IA techniques can provide better
results (impact) than the consideration of single techniques [73], there-
fore, structural static and historical IA were adapted and applied. With
this selection, the scope of the thesis was also reduced in terms of 1A
techniques selection.

The quantification of the impact is specified by measuring the changes
through structural static IA using certain code metrics. In Section 2.3
Table 2.2, code-based impact factors were identified. As these factors
were considered very important for estimation, we quantified them us-
ing code metrics [45] as shown in Table 4.1.

Code-based impact factors and their metrics

Code-based impact Metric name Explanation

factor

BLI impact on parts of | Size in LOC/SLOC Refers to the number of lines that

the developed system. contain source code.

BLI complexity. Cyclomatic Complexity | Refers to the complexity of the po-
or Weighted Methods | tentially impacted methods/classes
per Class (WMCQ) measured as McCabe's Cyclomatic

Complexity. It is the sum of the
cyclomatic complexity of all nested
functions or methods).

Dependencies among Coupling Between Ob- | Refers to the coupling of the po-
BLI. jects (CBO) tentially impacted methods/classes.
CBO is a count of the number of
other classes to which it is coupled.
Class A is coupled to class B if class
A uses a type, data, or member
from class B.

The code metrics (LOC, CBO, WMCQ) (as described in Table 4.1) for the
method level were chosen as these were found to be the most relevant
ones in IA research as well as in the state-of-the-practice analysis for the
task of effort estimation. Li et al. [74] took five metrics from Chidamber
and Kemerer [45], added three of their own, and found a strong corre-
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lation between these metrics and maintenance effort. Briand et al. [40]
also found relationships between most of the coupling/cohesion met-
rics and fault-proneness of classes. They further examined if coupling
measures could be used for estimating an impact set [39]. Antonio et
al. [25] used the size of the modification, which is a key factor for main-
tenance effort and cost estimation, for estimating object-oriented pro-
grams. Similarly, Zimmermann et al. [121] applied data mining to version
histories to extract the co-change coupling between files for performing
IA.

For each identified class in the impact set, the quantified added and
deleted values of code metrics (LOC, WMC, and CBO), as well as the
changed code metrics of co-changed classes, are returned through static
IA. Co-changed classes refer to those classes that were changed together
in the version control system while implementing a user story for the
same sprint. Such classes seem to have co-change coupling [121]. The
information required for historical analysis comprised of the following:

° Class Name (class in the identified impact set).

° User story ID (previously implemented user story associated with
the new user story via a similar class). “Similar” in the current con-
text refers to the common classes impacted/used between new and
already implemented user stories.

° User story type (defect or new feature).

° User story description, Actual effort, Estimated effort, Estimation
trend (overestimated or underestimated or just right).

° Difference between actual and estimated effort.

e  Total number of affected classes (for respective user story) as well
as the details of co-changed classes.

Even though IA is a well-researched field, commercial tools for applying
IA are sparse. What is most commonly found are research prototypes,
which are often not actively maintained. Due to these constraints, it was
not possible to use an existing tool for utilizing 1A in the current context.
Thus, a prototype tool was developed in MS Access 2010 to support the
method.

HyEEASe integrates structural static and historical impact analysis tech-
niques with the Planning Poker estimation technique. It is intended to
support the experts in identifying the potential impact of a new user
story (or BLI) based on the quantified impact information of a similar
user story implemented in the past, i.e., based on what and how much
was changed in the past.
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4.4  Overview of the design

HyEEASe is composed of three main processes as shown in Figure 4.3
and explained below:

B. Estimation
model
development

Estimate

A. Impact

analysis model , -
——

development |
Version

control
system

TN
.

| — o

HyEEASe

Estimate

i

Figure 4.3: High-level design overview

e A.Impact analysis model development:
In this process, the impact analysis model is developed using static
and historical IA.

° B. Estimation model development:
In this process, the GBT model is developed using a subset of data
that is extracted through an impact model. The impact and the
estimation model are developed only once for a project and are
updated after each sprint.

° C. Perform estimation:
In this process, experts perform estimation for all user stories of a
sprint using either of the two paths, i.e., Hybrid estimation or GBT
model estimation as shown in Figure 4.3.

4.5 Impact analysis model development - Process A

To build the impact analysis model, three major components, i.e., a code
repository, a version control system, and an issue tracker system were re-
quired. Generally, in software development companies, the user stories
are stored in the issue tracking system with a unique ID. In impact model
in Figure 4.3, the code is directly (straight line) connected to its version
control via commit messages. These commit messages keep this ID of
the user story when the code is checked into the repositories and are
thus traceable. Therefore, the code is indirectly (dashed line) connected
to the issue tracker via these user story ID tags in the impact model in Fig-
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ure 4.3. To extract impact information effectively, certain pre-requisites,
while committing changes to the version control, are as follows:

The user story ID should be placed in the commit message while
committing.

Changes related to only one user story should be committed
through one commit at a time (though there may be multiple
commits for any user story during a sprint).

The impact analysis model comprised of static and historical impact anal-
ysis results. It is shown as a dashed rectangle A. Impact analysis model
development in Figure 4.3. For performing static and historical impact
analysis, the following data was required:

User story metadata like ID, type, description, sprint date, commit
ID and effort data.

A mapping displaying all user stories that affect a certain class
(class — userstory).

The total number of classes affected when a single user story is
implemented.

The quantified code metrics for each affected class, i.e., LOC, WMC,
CBO.

The process of impact analysis model development is as follows:

1.

A.1 Data collection:

Input: Issue tracking system, source code, version control system.
Process: The data was collected from three components, i.e., the
issue tracking system, the version control system and the source
code as shown in Figure 4.3. A brief account of implementation on
how data collection was done for the impact model, is as follows:

e A.1.1: The user story information was stored coherently in a
database, which was extracted using SQL queries. There ex-
isted an m x n relationship between a user story and a class.
A user story can affect multiple classes. However, capturing
these affected classes was complicated because the informa-
tion on which the user story affected which class/es is only
stored implicitly in version control. The version control system
stored the affected “files” instead of storing “classes” against
each commit.

° A.1.2: To gather the affected classes, first, every commit had
to be captured with its respective user story and analyzed the
affected files.

e  A.1.3: Ascript was created that mapped each user story to its
corresponding commits.
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e A.1.4: For each commit, the changed files were analyzed us-
ing a static code analyzer namely the Understand tool™ [12].
The output of this analyzer consisted of class and file metrics
(including the affected class names), which was used in com-
bination with the version control information to create the
class — userstory mapping for each class.

Output: Mapping of user stories and affected classes to correspond-
ing commits. Code metrics for each affected class at the commits.

A.2 Perform static impact analysis:

Input: Mapping of user stories and affected classes to correspond-
ing commits. Code metrics for each affected class.

Process: The data were pre-processed for creating an impact analy-
sis model with the information from static impact analysis. A brief
account of the implementation of how data was prepared for the
impact model, is as follows:

e A.2.1: Changes in LOC, WMC, CBO metrics in both dimensions
(added/deleted) were collected at the commit level.

e A.2.2: For any deleted and any newly added files at a certain
commit, data from all the commits in a sprint for a certain
user story was synchronized. Classes with no changes were
discarded.

e A.2.3: Theinformation about the changed metrics for each af-
fected class regarding each specific user story was then aggre-
gated. This was done to determine how much was changed in
an affected class for a specific user story in a given sprint. An
example illustration is provided in Figure 4.4. It shows an ex-
cerpt from the output of A.1 and A.2, i.e., the commit (Cm;),
user story(US;) and class (Cly) relationship. In the first table,
it shows seven commits, each connected to a user story that
further is related to the classes that were affected in terms of
LOC. In the lower table, the illustration shows the aggregated
commits for the same user story and the resulting change
(LOC) each affected class in that user story.

Output: Impact analysis model with information obtained from
static impact analysis.

A.3 Perform historical impact analysis:

Input: Mapping of user stories and affected classes to correspond-
ing commits.

Process: Historical effort data for these user stories were extracted.
Differences between actual and estimated were calculated. The
relative effort of each affected class was computed.
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Figure 4.4:

1:1

Cm; Us; Cly LOC Loc’ Added LOC | Deleted LOC
Cl, 100 120 20
Cm, Us, cl 150 110 -40
50 80 30
cm, Us, Cl, 120 95 -25
Cl, 110 90 -20
Cl 90 105 15
35 35 0
80 65 -15
95 90 -5
35 55 20
90 75 -15
65 17 -48
55 70 15
cl, 105 185 80
Cm, Cl, 185 64 -121

Aggregating the commits for the same user story, gives the total change (in terms of LOC)
of each affected class in that user story:

Cly Added LOC |Deleted LOC
Cl, 5
US{=Cm{+Cm3+Cmg ! 23
0 0
-63
Cl, -25
US,=Cm,* Cm, 60
15
-5
-121
20

Output of A.1 and A.2 - Example illustration

Since effort is generally estimated for the user story, a means for
finding the relative effort of each affected class in that user story
was needed. Therefore, a metric-based algorithm was devised. Ex-
ample weights were assigned to the code metrics. The implemen-
tation steps of the algorithm are as follows:

e A.3.1: Before finding the relative effort, the relative change
(RC;) of each class in a user story was found. The relative
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Assumed old user stories in DB with affected classes, impact factors and actual effort as follows:

Actual effort || Relative effort | |
L B 1 1
Old Us, Cln ocC CBO wmcC (AE) ! (REC) :
cl1 20 50 30 | 2.853 |
USis Cl2 10 60 40 10 L 3.156 :
Ci3 30 70 40 1 3.989 1
T 1
- . G- L
Cl2
USs Cl7 4
Cl8
" Yo calculate the relative effort of each class inauser story:
A.3.1: Calculating the relative change (RC) of each impact factor through: RC; = %
Loc cl Zi=1Yi
For example for LOC in USgsit is: !
LOC Cly + LOC Cl; + LOC Cl3
Relative change of LOC, CBO and WMC resulting in: Relative change
LOC CBO | WMC
Cl, 0.33 0.28 0.27
US1s Cl, 0.17 0.33 0.36
Cls 0.50 0.39 0.36

A.3.2: Calculating the weighted sum of the relative changes of all affected classes in a user

story through: «TC
i=1 Wi * RCl
Assumed weights of the impact factors: LOC =1; WMC = 2; CBO =3
Resulting in: M\yeighted sum of relative change
Ccl1 0.2853
USi1s Cl2 0.3156

BEEE 03939 |

A.3.3: Calculating the relative effort of each class in the user story through:

?51 W; * RC;

REC; _ < W * AE j
i=1"i Resulting in: Relative effort of each class
cl1 2.853
US1s Cl2 3.156

| o3 I

1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
| =171 "
TC

: i=1 Wi
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1
1

Figure 4.5: Output of A.3 - Example illustration

change means how much a certain class has contributed
towards the total change for a certain user story regarding
each metric (Y;) across the total of all affected classes (TC),
calculated as follows:

Y

RC = ———
! TC
2;21 Y/

60



Chapter 4: HyEEASe - Method for effort estimation in agile software development

e A.3.2: Then the weighted sum of the relative changes of all
affected classes in a user story was calculated.

where W; is the weight of the corresponding code metric (Y;),
RC; is the relative change of the it" class.

e A.3.3: The weighted sum was multiplied by the effort of the
associated user story (AE;). This gave the relative effort of
each class (REC;).

S (W RCG)

S w

REC; = « AE;

where AE; is the associated effort of the jt" user story, and
REC; is the relative effort of each it" class affected by the jt"
user story.

This relative effort is a means to support experts in roughly
assessing the associated effort a certain potentially impacted
class may have in a specific user story. All the user story and
class level impact information along with the respective ac-
tual and calculated relative effort was stored in the created
impact analysis model for performing impact analysis. An ex-
ample illustration is given in Figure 4.5. It shows an excerpt of
the output of A.3. (i.e., calculation of relative effort of each
affected class).

Output: IA model with added historical impact analysis informa-
tion. This information was combined and visualized through the
developed prototype to support experts in making estimates (see
C.2 and C.3 in the workflow Figure 4.7).

4.6  Estimation model development - Process B

Boosting is a non-linear regression procedure in which weak classification
algorithms are sequentially applied to the incrementally changed data,
to create a series of decision trees that produce an ensemble of weak
prediction models. While boosting trees increases their accuracy, it also
decreases speed and human interpretability. On the other hand, gra-
dient boosting procedures generalize tree boosting to minimize these
issues [4]. Boosting such as stochastic gradient boosting (SGB) has al-
ready been applied for predicting development effort [85] [101] and
has outperformed other models based on neural networks and random
forests by achieving higher prediction accuracy [100].
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GBT is the ensemble of either regression or classification tree models
that use forward-learning ensemble methods to obtain predictive results
through gradually improved estimations. Furthermore, ensemble meth-
ods provide more accurate prediction accuracy compared to individual
models and hence are more reliable [47]. This motivated the choice of
using GBT for building the estimation model.

The estimation model was developed using the following sub-processes.
It is shown as process B in Figure 4.3.

1.

B.1 Dataset:

Input: The model utilizes a subset of the same dataset that was
used to create the impact analysis model in Sec 4.5.

Process: The dataset comprised a total of 345 user stories.

In the dataset, seven parameters were identified and collected for
implementation purposes. The parameters demonstrate the total
number of changes (additions and deletions) in LOC, CBO, and
WMC of class/es and the number of classes affected when a single
user story is implemented. The last parameter is the actual effort
spent on finishing the development of the user story. This dataset
was used to predict the total effort required to develop a user story
in a sprint.

Output: Parameters.

B.2 Modeling method:

Input: Dataset classified into parameters.

Process: Depending on the case and data one may have to con-
sider assumptions when choosing an approach. For example, first,
we considered multivariate linear regression. Multiple regression
assumes that the independent variables are not highly correlated
with each, i.e., no multicollinearity. Similarly, it also assumes that
the variance of error terms are similar across the values of the in-
dependent variables, i.e., Homoscedasticity. But in our case, there
was multicollinearity among the independent parameters, and ho-
moscedasticity was not met either. Moreover, the data was highly
right-skewed; therefore, the data processing was needed compre-
hensively to apply multivariate linear regression. As an alternative,
we considered GBT regression models, as they are capable of han-
dling conditions such as multicollinearity by themselves. GBT is also
an example of ensemble methods that provide more accurate pre-
diction accuracy compared to individual models, and hence are
more reliable [47].

Output: Chosen modeling method which in this concrete case
turned out to be a GBT model.

B.3 Data normalization:
Input: Dataset classified into parameters.
Process: It was observed that the dataset was not normally dis-
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tributed (based on the skewness and kurtosis values). Hence, to
make the data normally distributed, logarithmic transformation
was applied over the dataset.
Output: Normalized dataset.

4. B.4 Model creation:
Input: Normalized dataset.
Process: The model was implemented using RapidMiner!. First, the
dataset was divided into a training set and a test set using a ten-fold
cross-validation technique. Since log transformations were applied
to the data set, the data type became “real” and thus, regression
was performed. Then the variables to control the complexity of
the trees were specified. Some of the default variables are as fol-
lows: 1) Number of trees = 20, 2) maximal depth = 5, 3) number
of bins = 20, 4) learning rate =0.1 etc. GBT requires careful tuning
of the variables as they may overfit the training data. We can gen-
erate less complex trees by setting the number of trees variable to
a lower value, e.g., 5 instead of 20 and also slower the learning
rate, e.g., 0.01 instead of 0.1. This will create less complex shallow
trees and less overfit data. However, this requires some trials be-
fore finding an optimal model. Nonetheless, we created the model
using default values. The GBT model was then created and applied
to the test data. The performance of the model was calculated by
using evaluation metrics described in Section 5.4.4. , Afterward,
the model was recreated on the whole dataset to be applied on
the estimation data (test data in this regard) gathered during the
evaluation workshop.
Output: GBT model. The output of one of the 20 trees (Tree 1) gen-
erated using default values is shown in Figure 4.6. The nodes repre-
sent the corresponding model parameter and edge their respective
values. In this Figure 4.6, Tree 1 begins with the AddedWMC pa-
rameter, and if the added complexity (AddedWMC() is greater than
or equal to 1.020, it goes to the right side of the tree and checks
the value of DeletedLOC parameter and so on.

4.7  Detailed work flow - Process C (Perform estimation)

The work flow of the method encompasses the “Process C” as shown
in Figure 4.7. The workflow begins when a new user story is to be esti-
mated by the experts in an estimation meeting.

The details are explained as follows:

e C.1Impact set identification:
Input: User story, experts.

Thttps://rapidminer.com/
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AddedWMC
>=1.020
AddedLOC DeletedLOC
<1.504 <-0.151 >=-0.151
DeletedLOC AddedLOC NoOfAffectedClasses AddedWMC
<-0.153 >=-0.153 <1.776>= 1.776 <1.095  >=1095 <1.267>= 1.267
AddedLOC 0.005 -0.012 AddedCBO 0.053 -0.011 0.030
<0392  >=0392 <0.744>= 0.744
-0.020 AddedLOC 0.026 0.042
<1.099>= 1.099
-0.048 -0.034
Figure 4.6: GBT model - Tree 1 view
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Process: In this process, the experts, identify the initial “impact set”
(the “seed” for triggering change 1A) based on their opinion af-
ter analyzing the user story description and doing discussion. This
impact set is composed of class/es that the experts identify as candi-
dates that will potentially be impacted due to the implementation
of this user story.

Output: Identified potentially impacted code parts (class/es).

C.2 Apply impact analysis:

Input: Impact set (seed), Impact model (generated from process A.
Impact analysis model development process).

Process: Through the selected static and historical impact analysis
techniques, impact analysis is performed. Static impact analysis re-
turns the quantified impact through code metrics, and historical
impact analysis returns the effort data, other affected classes, co-
changed classes as mentioned in Section 4.3. The analysis results
are visualized in the form of tables, charts and dependency graphs
providing structural dependence information.

Output: Analysis results.

C.3 Revise impact analysis results:

Input: Analysis results, experts.

Process: The experts can interact with the visualized impact analysis
results and make selections regarding the potential impact of the
selected user story.

Output: Revised analysis results.

C.4 Estimation:
This is a decision point in the workflow. It has two paths, where
the experts choose the path to perform the estimation. One path
leads to hybrid estimation and the second leads to estimation with
the GBT model.
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Figure 4.7: Detailed work flow of Process C

- Hybrid estimation: If experts choose this path, they would
consult, discuss the revised impact analysis results provided
to them in an expert based estimation method like Planning
Poker and then provide an estimate for the user story.
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- GBT model estimation: If experts choose this path, they would
like to use GBT model estimates by supplying the model pa-
rameters. The model provides them with an estimate for the
user story.

e C.4.1a Planning poker:
Input: Revised analysis results, experts, user story
Process: The experts will take into account the revised analysis re-
sults and play Planning Poker to estimate effort for the user story.
Output: An estimated effort of the user story.

e  C.4.1b Model parameterization:
Input: Experts.
Process: The experts will provide input to GBT model parameters.
Output: Parameters of the model are provided.

° C.4.2 Model application:
Input: Estimation model (generated from process B. Estimation
model development process), model parameters.
Process: The model is then applied to obtain an estimate for the
user story.
Output: An estimated effort of the user story.

The workflow ends once the user story is estimated. The whole informa-
tion comprising the impact model, expert estimation and the estimation
model is stored in an experience base, which can be updated with cur-
rent sprint data to support estimation for the next sprint data. With this
experience base, organizational learning is enabled at the project level.

To summarize, the impact information is visualized for the experts such
that they can interact with it to find the revised potential impact along
with the historical effort data. With the help of this information, the
expert is asked to perform estimations for the given new user story. The
experts can also use the GBT model to obtain an estimate for a given user
story. The estimate is saved and also serves as test data for applying the
estimation model in the next sprint.

Estimating a user story using HyEEASe - an example

In this section, a hypothetical example is described to demonstrate the
process of estimating a user story using HyEEASe. This example considers
a system, i.e., Moodle [13]: modular object-oriented dynamic learning
environment. It is an open source, online learning management system.
Details regarding the Moodle platform and its architecture can be found
in Appendix F.

In this hypothetical example, a user story US, is assumed that requires
enhancement of existing functionality, i.e., “Plagiarism prevention”. In
Moodle, plagiarism is detected through “plagiarism prevention plugin”
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Figure 4.8:

which a) currently supports the assignment activity and b) is only able to
detect whether the text in an assignment is copied from a source on the
Internet. The user story US, requires an enhancement, that in addition
to detecting the copied text, the system also generates:

° Report (with statistics) indicating what parts of the assignment
have been copied.

e  Analyze the plagiarized part and suggest the action category (ac-
ceptable, acceptable after revision, not acceptable).

e  Analyze the plagiarized part and visualize affected parts with per-
centages (graphs).

Now let us further assume, some experts are estimating US, using the
HyEEASe prototype. A simplified version of the HyEEASe prototype Ul
is shown in Figure 4.8. The process is explained as follows:

e  C.1Impact set identification: The experts have read US,, description
and needed to identify the impact set. In this case, the experts
identified the seed as “plagiarism plugin”. The seed was given as
input to HYEEASe in the “Enter seed” field in Figure 4.8.

| HyEEASe
>
Enter seed: |Plagiarism plugin | Q
Seed User story ID User story type User story description
past US where seed \lilaglansm plugin US-305 Enhancement Enable plagiarism prevention
was impacted I_ Plagiarism plugin Us-215 Enhancement Authentication for plagiarism detection
User Story level information [ Class level information T Visual impact ]

User  Estimated Actual Estimatio No. of Name of Added/ Added/D Added/ Deleted

story  effort (SP) effort nstatus impacted impacted Deleted eleted CBO
US attributes (SP) class class Loc wmcC

(including  (including

seed) seed)

] N | [16.7.16 2 5 Under 4 Plagiarism 224/-30 6/0 5/0
Attribute values J— estimated plugin,
administrato

r, course,
assignment

1/

Output of C.1 Impact set identification and C.2 Apply impact analysis

e C.2 Apply impact analysis: After the identification of the impact
set, while using the HyEEASe prototype, the expert applied impact
analysis. This step utilized the impact model developed in process
A.
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HyEEASe performed impact analysis on Moodle code using the “pla-
giarism plugin” as input. As a result, the returned impact is dis-
played by HyEEASe to the experts. This impact comprised of infor-
mation based on the given “seed”, i.e., the “plagiarism plugin”. The
impact information contains all the corresponding previously imple-
mented user stories where the “plagiarism plugin” was impacted
(see "“Past US where the seed was impacted” in Figure 4.8. In this
case, when “plagiarism plugin” was given as seed to HyEEASe, it
found two previously implemented user stories, i.e. “US-305" and
"US-215". US-305 was about enabling plagiarism prevention, and
US-215 was about authentication for plagiarism plugin.

C.3 Revise impact analysis results: The experts interacted with the
visualized impact analysis results and made selections regarding the
potential impact of the selected user story. Upon selecting the user
story US-305, HyEEASe displayed the corresponding user story level
impact information that comprised of “US attributes” for US-305
with values as seen in “Attribute values” (see "User story level in-
formation” tab in Figure 4.8).

In this tab, HyEEASe informed the experts that US-305 was esti-
mated with 2 SP but took 5 SP and so was underestimated. This im-
plementation impacted four components in Moodle code, i.e. “Pla-
giarism plugin” (seed), administrator, course, assignment”. Due to
this implementation, impact factors were also significantly changed
across all of the above mentioned four impacted components in
Moodle code i.e., altogether 224 lines of code (LOC) were added,
30 were deleted, cyclomatic complexity (WMC) was also increased
by 6 units and coupling between objects (CBO) was increased by 5
units.

Furthermore, HyEEASe also displayed class level impact information
that comprised of “Class attributes” and their values in “Attribute
values” for “plagiarism plugin” (see Figure 4.9, “Class level informa-
tion” tab).

In this tab, HyEEASe informed the experts that due to US-305, when
“plagiarism plugin” was changed, it individually took 2 SP effort
out of the 5 SP total effort of the US-305. This implementation
also changed the impact factors significantly in the “plagiarism plu-
gin” in the Moodle code, i.e., Altogether 50 lines of code (LOC)
were added, 15 were deleted. Cyclomatic complexity (WMC) was
increased by 4 units, and coupling between objects (CBO) was in-
creased by 5.

HyEEASe also visualized the impact information through a variety
of charts (bar/ column/ pivot charts), (see “Visual impact” tab “User
story level impact factors” (left) in Figure 4.10). With this infor-
mation in one holistic view, the experts analyzed all the changed
impact factors for all previously implemented user stories (i.e., US-
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Figure 4.9:
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C.3 Revise impact analysis results - 1

305 and US-215) where “plagiarism plugin” was one of the im-
pacted components among others. In the case of US-305, the chart
shows that actual effort was 5 SP, added LOC was 224, deleted
LOC was 30, added WMC was 6 and added CBO was 5 across all
4 impacted components (Plagiarism plugin, administrator, course,
assignment).

Additionally, HyEEASe displayed dependency graphs, showing the
code internal structure, of impacted seed component (see in Fig-
ure 4.10, "Visual impact” tab “Dependency graph” (right). While
exploring, the experts found out that, components like “authenti-
cation, teacher, student, assignment and grade” were tightly cou-
pled with “plagiarism plugin”.

The experts while discussing can select/deselect which of the pre-
viously impacted classes may potentially be impacted again while
implementing the US,. Based on the expert’s selection, HyEEASe
re-performed the impact analysis and updated the charts and de-
pendency graphs, calculated/recalculated the individual effort of
the associated classes and displayed to the experts.

C.4 Estimation: The experts first chose Hybrid estimation path fol-
lowed by GBT model estimation.

- Hybrid estimation: Experts had all the information which they
consulted, discussed and revised impact analysis results pro-
vided to them. They provided an estimate for the new user
story US,, e.g., 8 story points.
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Figure 4.10:

Table 4.2:
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C.3 Revise impact analysis results - 2

- GBT model estimation: After Hybrid estimation, the experts
used GBT model estimation. This step utilized the estimation
model developed in process B. The experts supplied the model
parameters using the impact information. Let us assume they
provided the following input parameters as shown in Table
4.2. The model provided them with an estimate, e.g., 6 story

points for

us,.

GBT estimation model parameters input - an example

No. of affected Added | Deleted | Added | Deleted | Added | Deleted
classes LOC LOC WCM WCM CBO CBO
3 26 -18 2 0 7 -4

It is up to the experts to reconsider their estimates after seeing the GBT
model estimation or leave them as is till the end of the sprint and com-
pare with the actuals for learning purposes. This example illustrated that
with HyEEASe, the expert is provided with all the information of iden-
tified impact set along with the relative efforts. Additionally, the visu-
alizations in the form of charts and dependency graphs supported the
experts during estimation.
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4.9  Assumptions /applicability of HyEEASe

There are certain limitations of HyEEASe. The change impact analysis
would effectively work if:

1.

4.10 Summary

The system or software to which the change requests (user stories
or backlog items) are being made is partially developed means the
base code exists, and functionality is being added to it inclemently
in each sprint.

The change requests are not completely independent of the exist-
ing system.

Historical information regarding the actual/ estimated effort data
exists.

Both Hybrid and GBT model estimation currently only consider a
limited number of code metrics like impact factors or model pa-
rameters respectively, i.e., Size in LOC/SLOC, Cyclomatic Complex-
ity (WCM), and Coupling Between Objects (CBO). This is not an
exhaustive list of impact factors and therefore requires further re-
search to find more appropriate impact factors that influence esti-
mation.

The developed estimation model is based on GBT which is not ro-
bust against incomplete input, therefore, in the ideal case, the in-
put parameters of the models should not be left empty for the
model to work effectively.

In case of a different organizational context, new change IA tech-
niques might need to be configured for the Hybrid estimation to
work. In that case, the GBT model also needs to be re-calibrated
on a new data set. The experience base needs to be maintained
for the historical data, estimation model and impact model.

Hypothesis H5: HyEEASe enables learning of associated effort
(from sprint to sprint). HYEEASe enables feedback across multiple
iterations to learn about discrepancies between estimated and
actual effort. This hypothesis could not be tested as it required a
longitudinal study. This, however, is considered for future work.

This chapter reported the workflow, design, and development of Hy-
EEASe to support experts while estimating the effort in an agile develop-
ment context. The method initially was developed in close collaboration
with SAP and later was refined by working with Insiders Technologies.
Data of seventy-two sprints from Insiders Technologies was gathered,
and change impact analysis was applied to it. The method used static
and historical IA as well as past estimation data for estimating effort for
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a change. GBT model was developed using a subset of the data gath-
ered from Insiders Technologies and was used to predict the total effort
for a new user story with similar potentially impacted classes.
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5  Empirical evaluation

5.1 Introduction

In this chapter, several evaluations of the proposed method using dif-
ferent empirical methods are reported. First, the findings of the case
study [108] with SAP SE where the perceived usefulness of an instance
of HyEEASe through mock-ups was evaluated.

Second, the findings of the case study [109] with Insiders Technologies
GmBH are reported. Here the effectiveness, the perceived usefulness
and the learnability of the refined HyEEASe were evaluated.

Third, the findings of the data-based evaluation are reported where the
GBT model is compared with Agile COCOMO Il [33] in terms of estima-
tion accuracy.

Fourth, the findings of a controlled experiment are reported. The ex-
periment was conducted with the BS and MS students taking Software
Process and Project Management (SPPM) course at the Department of
Computer Science, Technische Universitat Kaiserslautern (TUKL). The ex-
periment was conducted to find the usefulness and learnability of Hy-
EEASe in comparison to Planning Poker.

The research done for this chapter was conducted as part of research
projects, Abakus, grant number 011S15050G, and HyEEASe, grant num-
ber 011512053 funded by the German Ministry of Education and Re-
search (BMBF). The results were also published [107], [108], and [109].

This chapter is structured as follows: Section 5.2 describes the evalua-
tion strategies that were used to evaluate the research hypotheses. Sec-
tion 5.3 describes the case study conducted with SAP SE. Section 5.4
highlights the case study conducted with Insiders Technologies GmBH.
Section 5.5 represents the comparison of the GBT model and Agile CO-
COMO II. Section 5.6 provides details of the controlled experiment. Fi-
nally, Section 5.7 summarizes the chapter.

5.2  Evaluation strategies

The main objective of an empirical evaluation is to evaluate the pro-
posed solution whether it solves the problem it is intended to solve. It
means that the proposed solution provides certain benefits at some yet
acceptable cost when applied in a real context. Empirical evaluation can
be done by applying one or a combination of different evaluation strate-
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Figure 5.1:

gies including case study, survey, controlled or quasi-experiment [118].
In this thesis, different evaluation strategies are used for evaluating the
HyEEASe method, i.e., two industrial case studies, a controlled experi-
ment and a data-based evaluation where the GBT model was compared
with Agile COCOMO Il estimation model. Figure 5.1 shows a mapping

Research goals Research hypotheses Emplrlcal validation

G1: Increase the estimation H1: HyEEASe increases estimation

reliability : accuracy.
H2: HyEEASe reduces estimation
bias. Technologies
H3: HyEEASe provides useful

G2: Increase the informative (understandable, complete) Case study at SAP SE

Data based evaluation

Case study at Insiders

power of estimation method impact information of the
potentially impacted code.

H4: HyEEASe enables learning
(awareness) of the impact factors.

G3: Improve the learnability ——— Controlled Experiment

Empirical evaluation strategies

of the research goals, hypotheses and the evaluation strategies. The fol-
lowing sections will describe each of the conducted empirical studies for
evaluating HyEEASe.

5.3  Case study at SAP SE

This section describes the case study conducted with SAP SE. HyEEASe
was developed incrementally, and in this first increment, HyEEASe was
comprised of the Hybrid estimation path only and was demonstrated
using mock-ups. In this case study, the perceived usefulness of HyEEASe
was evaluated using an example scenario. The scenario demonstrated
the application and integration of a change IA technique with Planning
Poker. The example scenario was presented to the practitioners and was
evaluated through mock-ups.

The subsequent sections describe the example scenario, context and se-
lected IA and EE techniques, evaluation goals, hypothesis, design, exe-
cution and the results with discussion.

5.3.1  Example scenario - context and selected techniques
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In this example scenario, it was assumed that certain experts were es-
timating efforts for backlog items in a Scrum session using “Planning
Poker” as the estimation technique for project planning. Planning Poker
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was selected as an estimation technique as it is found to be the most
frequently employed expert-based method [114].

Following additional assumptions were made regarding the context:

e  Atextual change request with requirements (user stories or backlog
items) and the source code is available.

e  The source code contains comments and identifiers made by the
developers. This means textual impact analysis can be made.

° An execution trace of a change request can be generated. This
means dynamic impact analysis is also possible.

The conceptual framework (Section 4.2) was utilized to select a change
IA technique based on the given example context. With this given con-
text, the change IA technique proposed by Gethers et. al [50] was se-
lected.

The proposed IA technique combines information retrieval (IR), with dy-
namic analysis and mining software repositories (MSR) to determine the
impact set of a given change request. This technique can be applied in
three modes for obtaining an impact set [50]:

° Highest degree of automation and the lowest degree of developer
supplied information: In this mode only a textual change request
is available. In such a scenario, the impact set can be achieved by
taking the textual view of source code and applying IR techniques,
(e.g., Latent Semantic Indexing or simply, LSI).

° Medium degree of both automation and developer supplied infor-
mation: In this mode, in addition to the textual change request,
a relevant source code entry “seed” entity verified by an expert is
also available. A developer somehow narrows down to at least one
verified entity that needs a change (e.g., from previous experience
of performing similar changes). In such a scenario, the impact set
can be obtained by mining (i.e., MSR) the past commits (change
history) of software entities.

° Lowest degree of automation and the highest degree of devel-
oper supplied information: In this mode, in addition to the tex-
tual change request, an execution trace of the change request is
also available. A developer has executed the feature, inferred by
reading the textual change request, and collected the runtime in-
formation - executed methods, (e.g., to verify if the issue that was
reported can be replicated or collected from the call stack of a fail-
ure). In such a scenario, the impact set can be obtained by applying
dynamic analysis and getting the methods executed in the run-time
scenario.
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Figure 5.2:

5.3.2
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When a seed entity is available along with the change request, a
combination of IR and MSR is engaged. Similarly, when the dy-
namic information is available along with the change request, a
combination of IR and dynamic analysis is selected. The premise of
this technique is that any combination that involves the additional
developer supplied information and (highest or medium) automa-
tion would provide a better impact set than those based on au-
tomation alone. Further details can be found in [50].

HyEEASe mock-up

The mock-up was designed using the Balsamiq tool [2] and exhibited the

first t

wo modes of the selected technique as an example scenario. In this

section, the workflow of the scenario (Figure 5.2) and the mock-up user
interface (Figure 5.3), are described simultaneously:

1.

User action - Query code: In this step, the user (expert) picks a
change request (backlog item) and forms a query from the de-
scription. After clicking the “search” button, the query is run on
the code, i.e., triggering the first mode of the technique. This step
is marked as 1 in Figure 5.3.

System response - Analyze code: In this step, the system (internally)
processes and analyzes the code, based on the query to find the
impact set (methods) relevant to the query. This step is marked as
2 in Figure 5.3.
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Figure 5.3:
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3. System response - Display relevant results: In this step, the system

then displays the impact set, i.e., a list of relevant methods to the
user in a table.

This step is marked as 3 in Figure 5.3.

4. User action - Select relevant results: This step is marked as 4 in Fig-

ure 5.3. The user can select a certain relevant method and do any
of the following:

° User action - Combine results with historical data: The user can
use the selected method as a “seed”, to combine query results
with historical data (perform MSR), i.e., triggering the second
mode of the technique.

e  System response - Display combined results (query and his-
tory): The system displays the combined results (impact set)
of query and history in the same table.

This step is marked as 4a in Figure 5.4.

. User action - View dependency graph: The user can view a
dependency graph of the selected method.
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Figure 5.4:
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System response - Display dependency graph: The system dis-
plays a dependency graph showing information on every (in-
focus) tree node in an information box.

The resulting dependency graph can be seen as 4b in Fig-
ure 5.4.

User action - View impact: The user can view the impact of the
selected method/s.

System response - Display impact: The system shows the im-
pact of the selected method/s for the selected impact metrics.

The resulting impact can be seen as 4c in Figure 5.5.

It is important to mention that as a result of the case study
conducted with SAP during the state-of-the-practice analysis
(see Section 2.3) the experts realized the importance of the
impact information and considered it useful for effort esti-
mation. That impact information comprised of certain factors
(see Table 2.2), out of these, few were code-based impact re-
lated factors. These factors were quantified into code metrics
as seen in Table 4.1.

Few other code related impact factors were also presented
to the experts as examples i.e. 1) The frequency of change.
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Figure 5.5: Mock-up user interface - impact view

It refers to the frequency of change of the potentially im-
pacted methods/classes in the version history. 2) Percentage
of change. It refers to the percentage of change of the po-
tentially impacted methods/classes in the version history. The
purpose was to observe in the feedback session if these code-
based impact factors and metrics would be sufficient for the
experts or would they require other code-based impact factors
and/or metrics to quantify them.

5.  User action - Use impact for making an estimate: Aggregating all
three options (combined history data, dependency graph, impact
information), the user can utilize this information when estimating
the effort for a certain backlog item.

5.3.3  Evaluation approach

In the following sub-sections, the evaluation goals, design, target popu-
lation, execution procedure, data collection, and analysis are described.

The case study was conducted to provide a piece of empirical evidence
that HyEEASe achieves its research goals when evaluated in a real in-
dustrial setting. In particular, the research goal G2 and corresponding
hypothesis H3 were evaluated as seen in Figure 5.1. In particular, we
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534

5.3.5

5.3.6
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wanted to prove that the concept and the supported mock-up provide
useful impact information.

Using the GQM template, the goal is formulated as: “To understand and
analyze HyEEASe and mock-up with respect to its perceived usefulness
from the perspective of agile development teams in the context of effort
estimation in agile software development.”

Evaluation criteria

To evaluate H3 (usefulness) of HYEEASe and mock-up, quality aspects
like “understandability” and “usefulness” were evaluated from an instru-
ment provided by McKinney et al. [78]. Certain other related aspects like
“perceived ease of use”, and “behavioral intention” were evaluated us-
ing TAM [116], and “applicability” and “"appropriateness” from Lee et
al. [68]. The quality aspects considered are shown in Table 5.1.

Evaluation design - sample and population

As mentioned earlier, the evaluation was conducted in a case study set-
ting jointly with SAP SE. The same three agile development teams at
SAP were contacted (Section 2.3.2) with whom the case study [106] was
done because they were the right stakeholders and also the end users
of HyEEASe; therefore their feedback is the most important one. How-
ever, altogether only six participants from all three teams with various
roles were able to participate. Two of these six participants were prod-
uct owners, one was both the scrum master and a developer, two were
architects, and one was a developer. The aggregated experience of all
the participants in software development was 16.5 years (median value)
and in agile development 7.75 years. Regarding the context, domain,
type of product, etc. please refer to Section 2.3.2.

Execution

The protocol used in this evaluation includes:

e  The procedures for inviting participants and making arrangements
for the fieldwork.

e The informed consent form that allowed to collect data for the
intended analysis and informing the participants about the evalua-
tion as well as their rights.

e  The data collection procedures and data analysis procedures.

e  An interactive workshop was conducted where the example sce-
nario and the mock-up could be presented, and simultaneously the
evaluation could be performed.
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5.3.7

5.3.8

e Anotherinteractive feedback session was designed and executed at
the end of the workshop. The materials can be found in Appendix
C.

This evaluation lasted two hours. During the whole evaluation, two re-
searchers were present; one was the moderator, and the other was an
observer and took notes.

Data collection and analysis

The quantitative data was collected using a questionnaire designed by
using TAM[116] and the instrument provided by McKinney et al. [78].
Using the questionnaire, the participants rated the quality aspects of Hy-
EEASe and the mock-up. The qualitative data was collected using mod-
eration cards where the participants provided their open feedback (see
Appendix C). The quantitative and the qualitative data were analyzed,
compared, and integrated the results for both evaluation sessions. For
the quantitative analysis, descriptive statistics including the median value
are reported. For the qualitative data, themes were derived from the
feedback session.

Results and interpretation

This section presents the analysis and results of the evaluation and dis-
cusses them simultaneously.

The results of the evaluated hypothesis (H3) are shown in Table 5.1.
The practitioners were asked their level of agreement on the quality
aspects (scale: five-point ratio scale, with 5 being strongly agree and 1
being strongly disagree). Quality aspects rated with more than 3 (neutral
opinion) show a positive evaluation overall.

Overall, the participants found HyEEASe understandable and useful (me-
dian value = 4 in Table 5.1). However, regarding its applicability, the
participants were neutral (median value = 3 in Table 5.1). This might be
because during the feedback session the participants reflected that they
found the query formulation difficult as it depends on the developer’s
familiarity with the underlying system (see improvement suggestions in
Table 5.3).

Moreover, in their view, HyEEASe did not take into account certain as-
pects such as New development or Test coverage which makes them
unsure regarding its applicability. It was planned to incorporate the
Test coverage in the next iteration. However, regarding New develop-
ment, it must be emphasized that code-based IA techniques are built on
a premise, to find the potential impact, the system has been developed,
and the change requests are to some extent related to the existing code
and are not completely independent of it.
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5.3.9

82

Threats

The participants found the mock-up useful (median value = 4 in Ta-
ble 5.1) and they also intend to use it if it is implemented as a tool.
However, they disagree that the mock-up is appropriate for their work
(median value = 2.5 in Table 5.1).

The analysis reflects two possible reasons for this. First, it could be that
the practitioners got slightly distracted from the focus of evaluation
when they raised their concerns regarding the query formulation in the
presented example scenario. The selected IA technique [50] requires a
query from the developer upon which it performs the IA, based on the
premise that the developer’s knowledge is the supreme source of infor-
mation for the impact to start with. It is to be noted that the focus
of the evaluation was not to evaluate any underlying IA technique con-
cerning the inputs/outputs etc. but to evaluate the utilization of 1A for
EE instead. However, this was important feedback that motivated us to
find other comparatively simple 1A techniques for the next development
increment.

Second, the missing features and constraints indicated by the practition-
ers in the feedback session, e.g., Test coverage, Dynamic analysis, New
development etc.,, made them think that it is still not very appropriate
for their tasks.

The practitioners were asked to provide their feedback regarding Hy-
EEASe and the mock-up. The summary of positive feedback with cat-
egories is shown in Table 5.2. In general, the participants appreciated
the simple and intuitive user interface of the mock-up. They found Hy-
EEASe useful to support estimation where no objective information is
available, as it provides more objectivity to estimation by visualizing the
impact information compared to the subjective nature of expert judg-
ment. Impact information visualization would help them learn which
other parts of the system they need to take care of while estimating.

The summary of improvement suggestions, their categories, and expla-
nations by the practitioners along with the response from the author ad-
dressing the corresponding suggestion are shown in Table 5.3. Among
the improvement suggestions, the participants had their concerns re-
garding the selected IA technique in the example scenario. For example,
they raised the importance of precise query formulation, and its relation
to the developer’'s knowledge as it is the quality of the query that de-
rives the impact set. Their concerns are reasonable and also explained
in Table 5.3) that in any IA technique, there will be certain premises,
constraints, and limitations that have to be taken into account before
making a selection.

to validity

In the following, some threats to the validity and the mitigation strate-
gies are discussed.



Chapter 5: Empirical evaluation

Table 5.1:

Table 5.2:

Results of evaluated quality aspects of HyEEASe method and the mock-up (me-

dian values)
Quality Aspect Reference HyEEASe Mock-up
method

Understandability McKinney et al.[78] 4 NA
Usefulness McKinney et al.[78] 4 4
Perceived ease of use TAM[116] NA 4
Behavioral intention TAM[116] NA 3.5
Applicability Lee et al.[68] 3 NA
Appropriateness Lee et al.[68] NA 2.5

Positive feedback given by practitioners

Category Feedback
Usability Simple user interface.
Not too time consuming to use.
Easy to understand.
Visualization Visualization of complexity.

Helpful search and visualization options.
Visibility of impact.
Visual display of code metrics

Estimation support | Supports more objective estimation.

Provides assistance for implementing a change while estimation.

Learning Makes impact understandable to new colleagues.

Helps to learn about the whole system.
Helpful for new colleagues in case of staff turnover.

Construct validity: To avoid inappropriate measurement of the
evaluation quality aspects, existing reliable test instruments as
TAM [116] were considered, adapted and used to focus on Hy-
EEASe and the mock-up individually.

To avoid mono-method bias, quantitative as well as qualitative
analysis were combined and compared. By involving more than
one researcher in each step, the reliability of this study is increased.

Internal validity: To ensure the internal validity, only those teams
were approached that had sufficient experience in agile method-
ologies. To avoid evaluation apprehension, the practitioners were
assured of the anonymity of their personal and organizational data
by the informed consent provided. Another threat to validity in a
workshop setting is that of group dynamics. Group dynamics may
bias or hinder the participants from freely expressing their true
opinion. In this study, through moderation and with the use of
a written questionnaire we attempted to reduce this threat.

External validity: As the evaluation used convenience and small
sample, the results might not be generalizable. However, to in-
crease the representativeness of the results, they may be repeat-

83



Section 5.3: Case study at SAP SE

Table 5.3:
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Improvement suggestions given by practitioners and corresponding response

from authors

| Suggestions by practitioners | Response by authors

Challenges in query formulation

1) The query must be as
precise as possible to get
good results. 2) More guid-
ance on query formulation
would be helpful.

In the mentioned scenario, the selected IA technique
[50] is based on the premise that the developer’s knowl-
edge should be sound enough to generate a meaningful
query out of the change request (backlog item) de-
scription. Nonetheless, other IA techniques directly ask
for the identification of a code entity instead, which
requires more knowledge of the code and the system
than a situation where the developer can capture key-
words, maybe from the change request description, to
make a meaningful query. Regarding guidance on query
formulation, dedicated research has been done on how
to formulate a search query, where practitioners may

be able to get help. In this scenario and through this
mockup, only the results of the query could be shown.
Nonetheless, this is a good suggestion to also incor-
porate concepts from query formulation research into
HyEEASe.

Missing features

Dynamic analysis: HyEEASe
does not consider dynamic
analysis.

Test coverage: HyEEASe
does not covers required
test cases in the impact.

The selected IA technique [50] is indeed capable of do-
ing dynamic analysis; however, to use IA for supporting
EE, the scope had to be reduced to static analysis and
combined it with history mining in the initial steps.

At this initial stage of finding out whether the quan-
tification of impact in metrics like size, complexity, cou-
pling, etc. supports EE, test coverage was not consid-
ered. However, it is planned in the future to do so for
the next step towards supporting EE. Besides, this also
depends on the capabilities of the selected IA technique
and on what is found in the historical data.

Constraints and limitations

Maintenance effort: Effort
required for tool mainte-
nance and pre-requisite like
training etc.

Non-code based backlog
items: Items (artifacts) like
requirements, architecture,
etc. are not addressed by
HyEEASe

New development: New
functionality that is inde-
pendent of existing code is
not covered by HyEEASe.

It is agreed that if such a tool is implemented, someone
has to maintain it and some training is also required.

Since HyYEEASe is dealing with code-based change im-
pact analysis, so the selected IA is currently restricted

to the code artifact, only code-based techniques are
considered. Other techniques, e.g., at the requirements
or architecture level, are not very mature yet, lacking
empirical evidence. Moreover, requirements level IA
require formalism to generate the impact, which is ef-
fort intensive and does not suit the agile development
context either.

One of the basic premises of HyEEASe is that to find
the potential impact, the system should exist, that the
system has been developed and the change requests are
to some extent dependent/ related to the existing code
and are not completely independent from it.

able in a similar context and with similar characteristics of the par-
ticipants for agile development.
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° Conclusion validity: The results of the participants using only me-
dian values and the number of practitioners to identify common
practices/views and to point out potential future research areas are
aggregated. However, due to the small sample, more evaluation
studies are needed to increase statistical power. To improve the
confidence in the interpretation of the data and validity of the con-
clusions, we took several steps e.g. a second researcher reviewed
the analysis and the results and our interpretations were also pre-
sented to the companies for validation.

5.3.10 Conclusion

We have reported the results of a case study evaluating HyEEASe with
the associated mock-up concerning several quality aspects. It is con-
cluded that the practitioners perceived HyEEASe overall useful for sup-
porting expert-based estimation. They also found the mock-up easy to
use and intended to use it in their estimation process.

Among impact metrics size, complexity, and coupling were considered
useful whereas the other factors like frequency/ percentage of change
were not considered useful for effort estimation. Furthermore, in their
view, considering test coverage metrics along with other impact metrics
can further improve the effectiveness of effort estimation.

The practitioners acknowledged that the impact visualization provides
more objectivity to estimation compared to the subjective nature of ex-
pert judgment. They further agreed that the mock-up provides learning
opportunities and would help new employees in comprehending the ex-
isting system. They further elaborated that no point estimation meth-
ods are required. The practitioners raised their concern regarding using
point estimation methods to support Planning Poker. In their view, pro-
vision of point estimates could refrain them from discussing pro-actively
in the team.

5.4  Case study at Insiders Technologies

This section describes the case study conducted with Insiders Technolo-
gies GmBH where the effectiveness, the perceived usefulness, and learn-
ability of the refined HyEEASe were evaluated. The subsequent sections
describe the refinements made to HyEEASe (based on the feedback of
the initial evaluation with SAP), evaluation objects, goals, hypothesis,
design, execution and the results with discussion.
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5.4.1

5.4.2

5.4.3
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Refinements of HyEEASe

Based on the improvement potential and feedback provided by the prac-
titioners at SAP SE in Section 5.3, the hybrid method was refined, and
a prototype based on the case company’s context and data was devel-
oped. The refinements included a different selection and adaptation
of the IA technique for integration in the Planning poker estimation
method. It is because the experts at SAP SE raised their concerns that
the selected IA technique [50] for the example scenario, was both effort
and knowledge-intensive and therefore might not be very useful. This
feedback and the changed context (see organizational context 5.4.6) of
Insiders Technologies, motivated and derived the selection and adaption
of another IA technique based on structural static and historical analysis.
Another refinement was the development of the GBT estimation model.
Due to this, HyEEASe comprised of two estimation paths, i.e., Hybrid es-
timation and GBT model estimation (C.4.1a and C.4.1b respectively as
shown in Figure 4.7).

Evaluation object

HyEEASe was evaluated by using the prototype in a current running
sprint at the case company for estimating the user stories.

The object of the evaluation was HyEEASe (i.e., including both Hybrid
estimation and GBT model estimation paths). The Hybrid estimation
path was evaluated for estimation effectiveness and perceived useful-
ness about the impact information of the potentially impacted code.

Regarding, the GBT model estimation path, it was also evaluated for es-
timation effectiveness. The model parameters were gathered by taking
input from the experts at the case company. However, the output of
the GBT model was not shown to them and evaluated afterward. It was
done to avoid bias in experts’ opinions during estimation.

Evaluation approach

This section describes the evaluation approach regarding goals, target
population, design, execution, data collection, and analysis. The case
study was conducted to provide a piece of empirical evidence that the
HyEEASe method achieves its research goals when evaluated in a real
industrial setting. In particular, all the three research goals G1, G2 and
G3 were evaluated as seen in Figure 5.1.

Using the GQM template, the goal, therefore, was formulated as:

“To understand and evaluate HYEEASe method supported by a proto-
type with respect to its usefulness and effectiveness from the perspec-
tive of agile development teams in the context of effort estimation in
agile software development.”
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We evaluated the effectiveness of both the Hybrid estimation and GBT
model estimation. The idea was to analyze whether using a purely
expert-based (Planning Poker) or Hybrid estimation or a purely model-
based (GBT model estimation) improves estimation accuracy. So basi-
cally, comparing both the estimation paths of HyEEASe to each other
as well as to Planning Poker. We also wanted to identify needs for im-
provement to increase the quality of the method and prototype.

5.4.4  Evaluation criteria

To evaluate estimation reliability H1 and H2 (accuracy and bias) of the
produced estimates, the following accuracy metrics [100] were consid-
ered:

° Mean Absolute Error (MAE), which is the average of the absolute
errors between the actual and the predicted effort.

TT
MAE = "|AE; — PE;|
i=1
where AE; = the actual effort collected from the dataset for the
it" test data, PE;= the output (predicted effort) obtained using the
developed model for the it" test data and TT = total number of
tasks (user story or change request) in the test set.

° Mean of Magnitude of Error Relative to the estimate (MMER)
which is one of the criteria used for evaluating effort estimation
models. It is shown that MMER can provide higher accuracy than
Mean Magnitude of Relative Error (MMRE) [49] [66]. MMER is the
mean of MER.

T
_ 1 |AE; — PE;]|
MMEF = TT ; PE;

° Prediction Accuracy PRED (x) which is the average of MAE's off less
than or equal to x as shown in MAE. The accuracy of the estimates
directly corresponds to PRED(x) and is conversely relative to MMER.

T )
1 1 if MAE; < x
PRED = — "=
(x) TT ;{ 0 Otherwise }

These metrics were calculated for both the Hybrid estimation and the
GBT model estimation paths (C.4.1a and C.4.1b in Figure 4.7 respectively)
as soon as we obtained the actual efforts spent on each user story at the
end of the sprint.

To evaluate H3 (usefulness) and H4 (learnability - awareness), several
quality aspects such as usefulness, understandability, reliability, aware-
ness, completeness, visualization, and acceptance were explored as
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shown in Table 5.5. To quantify these aspects, a five-point Likert scale
was used (scale: five-point ratio scale, with 5 being strongly agree and
1 being strongly disagree). The experts were asked to rate the quality
aspects on this scale after they have used the prototype. Quality aspects
rated with more than 3 (neutral opinion) show a positive evaluation
overall.

Evaluation design - sample and population

The evaluation was conducted in a case study setting with Insiders Tech-
nologies.

The corresponding agile development team at Insiders Technologies was
contacted with whom the data for the method were collected because
they were the right stakeholders and also the end users of the method
and tool. Therefore, their feedback is very relevant. Four participants
from the team with various roles were able to participate. One of these
participants was both the Scrum Master and a developer; the rest were
developers. The aggregated experience of all the participants was 3.5
years (median value) in agile development and 2.5 years in estimation.
Regarding the context, domain, type of product, etc. please refer to
Section 2.4.2.

At the case company, a user story is the highest level of granularity,
which is initially estimated roughly. Later, these stories are decomposed
into smaller “Tasks"”, which are then estimated in a Planning Poker meet-
ing and finally implemented.

Since the planned total number of tasks (i.e., new features and not de-
fects) for the running sprint were only two, this motivated us to include
other already implemented tasks for our evaluation. These tasks were
chosen randomly from the database together with our contact person
other than the participants. Associated threats are mentioned in Sec-
tion 5.4.10. While choosing the tasks, we made sure that they were esti-
mated and/or implemented way back in time and with developers other
than the ones participating in the evaluation. It was done to reduce any
bias and/or participant’s familiarity with the estimated or actual effort.
Keeping the duration of the evaluation in mind, two such tasks were
selected making a total of four. One was overestimated, and the other
was just right. We wanted to analyze how our HyEEASe would perform
compared to the initial purely expert-based estimation.

The protocol used in execution includes (1) the procedures for inviting
the participants and making arrangements for the fieldwork, (2) the in-
formed consent form allowing us to collect data for the intended anal-
ysis and informing the participants about the evaluation as well as their
rights, (3) the data collection procedures, and (4) the data analysis pro-
cedures.
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5.4.6 Organizational context

The case company also employs the “Clean Code” policy [77]. According
to this policy, no comments or identifiers are added in the code which
meant textual analysis could not be applied for performing impact anal-
ysis. Furthermore, based on the argumentation in Section 4.3, a combi-
nation of historical and structural static impact analysis technique were
selected, adapted and applied to perform IA.

As explained earlier that at the case company, a user story is the highest
level of granularity, which is then decomposed into smaller tasks. These
tasks are estimated and implemented. It is for these tasks that impact
analysis has been performed. The intention was that the experts use the
prototype during Planning Poker and, by consensus, estimate the effort
for a given set of tasks. The case company uses a multistage process to
estimate a user story as described in Section 2.4.7. HyEEASe was applied
inthe Q&A stage in Section 2.4.7 where the tasks got their final estimates
during Planning Poker.

5.4.7 Execution and data collection

We conducted an interactive workshop where we first introduced the
prototype and later the participants used it themselves for estimating
efforts for the tasks. To reduce bias and increase the credibility of the
empirical data and findings, multiple data sources were used. These
sources include observation of the effort estimation process in the eval-
uation workshop, the questionnaire where the participants rated the
quality aspects of the prototype and the moderation cards where the
participants provided their open feedback. The execution steps are as
follows:

1. Introduction: We explained the goals and procedure of evaluation
and collected the signed informed consent forms.

2. Training: We introduced the idea of using change impact analysis
for effort estimation and demonstrated the prototype by explain-
ing its functionality and resolved any open questions.

3. Task estimation: In this part of the evaluation, we asked the par-
ticipants to use the prototype to estimate the effort for four tasks.
After considering the information provided by the prototype, they
estimated the effort for each task. The estimations were stored
using the prototype interface. If they had different opinions, they
discussed their estimated efforts and re-estimated them until they
agreed. During this activity, we observed the participants, took
notes and answered questions. After considering the information
provided by the prototype, they estimated the effort for each task.
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° Using Hybrid estimation, the experts estimated the effort for
each task. If they had different opinions, they discussed their
estimated efforts and re-estimated them until they agreed.
During this activity, the participants were observed, notes
were taken, and questions were addressed.

e  After using Hybrid estimation, the experts provided input to
the parameters of the GBT model. The estimates produced by
the GBT model were not shown to the experts to keep their
estimates (made through using the prototype) unbiased.

4. Feedback: After the estimation, the experts were provided with a
questionnaire to rate several quality aspects as seen in Table 5.5.
To collect their feedback, we then performed another interactive
session. We asked the participants to provide their reflections (both
strengths and improvement suggestions) using moderation cards.
The cards were then collected, discussed and clustered accordingly.

This evaluation workshop lasted four hours. During the whole eval-
uation, two researchers were present; one was the moderator, and
the other one was acting as an observer and taking notes. The esti-
mates made through using the Hybrid estimation and the input to GBT
model parameters were collected through the prototype. The quanti-
tative data, i.e., the rating of the quality aspects, was collected using
a questionnaire that was designed using TAM[116] and the instrument
provided by McKinney et al. [78]. The qualitative data, i.e., the feed-
back, was gathered through moderation cards where the participants
provided their open feedback. The materials can be found in Appendix
D.

5.4.8 Data analysis

The input provided by the experts to the parameters of the GBT model
was then analyzed. In case of any missing parameters, the impact anal-
ysis database was consulted to compensate for the missing values. The
model was then applied to this new task dataset offline, and estimates
were obtained. The quantitative and the qualitative data were analyzed,
compared and results were integrated. The quantitative analysis was
done by using the evaluation criteria described in 5.4.4. For the qualita-
tive data, themes were derived from the feedback session.

5.49 Results and interpretation

This section presents the results of the evaluation and discusses them
simultaneously.

1. Results of evaluating H1 and H2:
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To evaluate the hypotheses H1 and H2, the effort estimated by
the experts using Hybrid estimation as well as the effort estimated
by the GBT model (by applying it offline) were analyzed and com-
pared with the actual effort data. The results of this comparison
are reported using MAE, MMER, and Pred metrics as shown in Ta-
ble 5.4.

Table 5.4: Comparison of estimation accuracy

Purely expert-based
effort estimation
(Planning Poker)

Expert-based effort es-
timation using Hybrid
estimation

Purely model-based
estimation using GBT
model

MAE
MMER

0.72
1.55

0.22
0.23
0.75

0.88
1.03
0.5

Pred(25) |05

MAE and MMER are negatively oriented scores means the low the
value the higher accuracy is. A method with low MAE, MMER and
high Pred gives more accurate results.

It is clear from the table that MMER and Pred of expert-based esti-
mation using Hybrid estimation is better than both purely expert-
based (Planning Poker) and purely model-based estimation (GBT
model). Also for the already implemented overestimated task, the
estimates were improved (getting closer to actual effort) when re-
estimated using Hybrid estimation. Furthermore, upon sharing the
results with the participants afterwards, we were informed that
for one of the new planned tasks (T1 in Figure 5.6) for the current
sprint, the team revised their initial purely expert-based estimates
(from 1.0 to 1.5 PD) in their Q&A session, based on the impact
information they got from our evaluation. During the evaluation,
they had estimated T1 as 2.0 PD using Hybrid estimation where the
actual turned out to be 2.3 PD.

This indicates that Hybrid estimation enabled the experts to do bet-
ter estimations by supplying all relevant and necessary impact infor-
mation and led to improved accuracy of estimates than the purely
expert-based estimation (Planning Poker).

On the other hand, the performance of the GBT model for estimat-
ing tasks was not good. One possible reason could be the missing
data. The experts could only supply values for the LOC parameter.
The missing parameters were provided by taking mean values from
our database. This mechanism of providing missing information
was perhaps not optimal, hence resulting in the low performance
of the model. The comparison of estimated effort with Planning
Poker, with Hybrid estimation, with the GBT model and with the
actual effort is shown in Figure 5.6. From the figure and the above-
mentioned results, we can conclude that neither the purely expert-
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Figure 5.6:

92

based (Planning Poker) nor the pure model-based estimation (GBT
model) improved estimation accuracy. However, expert-based es-
timation using Hybrid estimation support managed to improve es-
timation accuracy.

These results are in line with the results found in the literature con-
cerning model-based estimation methods and their performance in
terms of improving estimation. It is established [62] that it is not
possible to conclude whether model-based or expert-based models
perform better. However, expert estimates seem to be more ac-
curate if domain knowledge is not included in the model or when
uncertainty is high. The results also align with our previous case
study [106] in which we found that to improve expert-based esti-
mation, decision support is required that provides useful historical
data and impact information.

2.5
2.3

1.7

15
0.88
0.5 0.48
0.3 II 0.3
3 4

15

Estimated/actual effort in person days

0.8 0.8
0.7
0.6
0.5 038
I 0.3
0 I
1 2
TaskIiD
® Planning Poker B HyEEASe - Hybrid estimation
= HyEEASe - GBT model estimation Actual effort

Comparison of estimation accuracy - Pure Expert-based (Planning Poker) vs
Expert-based using Hybrid estimation vs Pure model-based (GBT model estima-
tion)

2. Results of evaluating H3 and H4: Hypotheses H3 and H4 were eval-
uated, and the results are shown in Table 5.5. The practitioners
were asked about their level of agreement regarding the quality
aspects on a five-point Likert scale.
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Table 5.5:

Results of the evaluated quality aspects of the prototype

Quiality aspect Reference Result (median)
Usefulness McKinney[78] 4

Reliability McKinney[78] 3.75

Relevance Lee and Strong[68] 3.25
Visualization Nelson et al.[86] 3

Acceptance TAM[116] 3

Completeness Goodhue et al.[51] 2

The values are median values where N = 4. Overall, the participants
found the prototype useful, reliable, and relevant for estimation.
However, regarding its Acceptance, the participants were neutral
(median = 3). This might be because during the feedback session
they stated that if the developer is unfamiliar with the underlying
system and the prototype, it might be difficult to apply it (for de-
tails, see improvement suggestions in Table 5.3).

Moreover, in their view, the concept does not take into account
certain code metrics such as Modified LOC or Test metrics, which
made them disagree on its Completeness (median = 2). Here we
must emphasize the constraint that the underlying static code an-
alyzer does not provide these metrics; therefore we do not have
them in this prototype. Nonetheless, we intend to compensate for
this lack in our next development iteration.

The summary of the positive feedback with categories is shown in
Table 5.2. In general, the participants appreciated the availabil-
ity and accessibility of the impact and relevant historical informa-
tion. They found the prototype useful to support estimation when
experts do not agree on a particular estimation. The prototype
also visualizes the impact information and shows past estimation
trends (over-/under-estimation). Impact information visualization
helps them to learn which other parts of the system they need to
consider while estimating.

A summary of the improvement suggestions, their categories, and
explanations by the practitioners along with the response from the
author addressing the corresponding suggestion are presented in
Table 5.3. The participants suggested that in addition to impact in-
formation, it could be useful for estimation if a link to code changes
was provided. We appreciate the suggestion; however, as the case
company has a clean code policy, i.e., no commits/identifiers are
added in the source code, it would be difficult to establish such links
without this information. However, a workaround is possible. Fur-
thermore, the practitioners had concerns regarding missing metrics
in the prototype. For example, they raised the importance of hav-
ing the code metric Modified LOC. The concerns are valid; however,
it has been explained already that these missing metrics are limita-
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Table 5.6:

tions because the underlying static code analyzer does not provide
these metrics.

Positive feedback given by practitioners

Category Feedback

Visualization Several kinds of visualization are available regarding the

impact set (impact classes).

Code structural dependencies are visible through depen-
dency graphs.

Visibility of impact.
Dependencies of impact classes on other classes are
visualized (through charts/tables).

Estimation support Assists in implementing a change during estimation.

Shows errors regarding the estimated effort of the re-
lated tasks implemented in the past.

Learning The prototype enables learning and is useful especially if

the experts do not agree on the estimated effort for a
backlog item.

Impact granularity and Shows the potential impact at the class level.
scope Enables one to think about which classes may be im-

pacted before implementing the backlog item.

Access to (historical) data Availability of huge amount of historical data regarding

related tasks and classes.

Shows impact factor data on the related tasks and
classes.

Easy access to past data.

Data accessibility on different granularity levels, i.e.,
tasks, class.

5.4.10 Threats to validity
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This section discusses some threats to the validity of this evaluation and
how they were mitigated.

Construct validity: To avoid inappropriate measurement of the eval-
uation quality aspects, existing reliable test instruments such as
TAM [116] were considered. Based on peer reviews, and experi-
ences gathered in the study [108], the appropriateness of the ques-
tions for the evaluation goals was checked. Please refer to Section
5.3.9 for a detailed discussion of threats to construct validity of this
study.

Internal validity: To reduce the bias introduced by participant’s fa-
miliarity with the estimated or actual effort for the two already im-
plemented tasks in the dataset, we made sure that the tasks were
randomly selected, were estimated or implemented way back in
time. Additionally, developers other than the ones participating
in the evaluation implemented these tasks. As pointed out in the
improvement suggestions by practitioners (see Table 5.7) not con-
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Table 5.7: Improvement suggestions given by practitioners and corresponding response
from authors

| Suggestions by practitioners | Response by authors |
General suggestions

In addition to impact data, | Due to the clean code policy at the case company,
links to the changed code there are no comments/identifiers in the code. There-
of old backlog items may fore, no direct way exists for tracking and linking the
also be useful. changed code with the backlog item. Nonetheless,
some workaround could be found in future work, such
as tracking the changed lines of code in the version
repository against particular commits and user stories
against every associated task and every affected class.

Missing features

Other metrics: e.g., Modi- The Modified LOC is rather a constraint instead as the
fied LOC, testing metrics are | underlying code analyzer does not support it. However,
missing. a workaround may be possible in the future to compen-

sate for these missing metrics.
Constraints

Expert familiarity and To use the prototype, training is required. However, in
knowledge: Expert famil- the prototype, additional help via menus/files can be
iarity and knowledge (for supported additionally to increase understandability.
prototype and data usage) | The upfront investment is required to understand the
necessary for increasing prototype to increase productivity (a cost-benefit trade-
productivity. off).

sidering relevant factors like Modified LOC and testing metrics also
poses a risk to the validity of the results.

° External validity: As the evaluation used a convenience and small
sample, the results are not statistically generalizable. To increase
the representativeness of the results, the study could be replicated
in other cases. Similarly, to increase the representativeness of our
results within the company, we will need to use the method for
multiple sprints in the company.

However, we can argue that the study has theoretical generalizabil-
ity, as similar results can be expected in a similar context with similar
characteristics of the participants for agile development. Given that
the most commonly used effort estimation method in the industry
is Planning Poker and that most companies have version manage-
ment and issue tracking systems, the results will likely be applicable
in most cases. The use of existing data from various information si-
los also reduces the cost of the intervention for any adopting com-

pany [18].

More replications in different companies will also improve the gen-
eralizability of the results. The general instance of HYEEASe, how-
ever, will need to be operationalized in each case company. The
main limitation of the applicability of the method proposed in
this study is that it will not apply to completely new development
projects.
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5.4.11

5.5

96

° Conclusion validity: The results of the participants were aggre-
gated, and only median values and the number of practitioners
were used to identify common practices/views and to point out
potential future research areas. However, due to the small sample,
more evaluation studies are needed to increase statistical power.
To improve the confidence in the interpretation of the data and
validity of the conclusions, we took several steps e.g. a second re-
searcher reviewed the analysis and the results and our interpreta-
tions were also presented to the companies for validation.

Conclusion

We have reported the results of case study research evaluating the hy-
brid effort estimation method supported by a prototype for estimation
effectiveness and several other quality aspects. It is concluded that prac-
titioners perceived the overall method and prototype as very useful for
supporting EE. The impact information and the visualizations not only
supported them during estimation but also enabled them to learn about
the system. Furthermore, in their view, considering modified LOC and
testing metrics among the impact factors could improve the effective-
ness of 1A for EE. Hence, more metrics are required to be explored for a
more suitable method. Regarding estimation accuracy, HyEEASe - GBT
model did not perform better than HyEEASe - Hybrid estimation as the
later provided additional useful impact information to the experts.

Data-based evaluation

In this data-based evaluation, HyEEASE (GBT model estimation only) was
also evaluated for the reliability of produced estimates by comparing it
with Agile COCOMO II [33]. This evaluation was also done in close col-
laboration with Insiders Technologies. The data (GBT model parameters)
gathered during the case study (see Section 5.4) was reused and com-
pared with Agile COCOMO Il. The setup of Agile COCOMO Il was also
done by the scrum master of the team we did the evaluation with (see
Section 5.4).

Agile COCOMO Il incorporates the full COCOMO parametric model and
uses analogy-based estimation to generate accurate results for a new
project. The analogy is based on already completed projects and only
changes in COCOMO parameters [1]. In the given context of Insiders
Technologies, the new project is a new task (or change request or back-
log item), where completed projects refer to the already implemented
tasks.
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5.5.1  Evaluation goals and hypotheses

With this evaluation, the performance of the GBT model and Agile CO-
COMO Il were compared regarding the reliability of produced estimates
and provided another evidence that the proposed method achieves its
research goals when evaluated in comparison to another research alter-
native. G1 was evaluated as seen in Table 5.8.

Table 5.8: Evaluated research goal and hypotheses
Research goal Hypotheses
G1: To increase the reliability H1: GBT model increases the estimation accuracy.
H2: GBT model reduces estimation bias.

5.5.2  Evaluation criteria

To evaluate reliability of the produced estimates, the same evaluation
criteria was considered as seen in Section 5.4.4 i.e. MAE, MMER and
Pred (x).

These metrics were calculated for the estimates estimated by both the
GBT model and Agile COCOMO Il as soon as the actual efforts spent on
each task were obtained at the end of the sprint. These metrics were
compared to each other and to the baseline, i.e., the estimated effort
by Planning Poker as shown in Table 5.4. Before explaining the set up
of Agile COCOMO Il parameters for the comparison, the model itself is
briefly described below.

5.5.3 Agile COCOMO II

The objective of the Agile COCOMO Il estimation model was to provide
support for project planning and scheduling, project staffing, estimates-
to-complete, project replanning/ rescheduling, project tracking, contract
negotiation, proposal evaluation, concept exploration, design evalua-
tion, and bid/no-bid decisions [33]. COCOMO Il provides the following
sub-models for estimation of software projects [33]:

1. Application Composition model: It is used when software is com-
posed of existing parts. The earliest phases or spiral cycles will gen-
erally involve prototyping, using this model.

2.  Early Design model: The next phases or spiral cycles will generally
involve exploration of architectural alternatives or incremental de-
velopment strategies, i.e., the model is used when requirements are
available, but the design has not yet started (has six cost drivers).
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3. Reuse model. It is used to compute the effort of integrating
reusable components.

4. Post-Architecture model: It is used once the system architecture has
been designed and more information about the system is available
(has 17 cost drivers).

It is indicated [33] that, COCOMO Il uses the reuse model for mainte-
nance when the amount of added or changed base source code is less
than or equal to 20% or the new code being developed [8]. The base
code is source code that already exists and is being changed for use in
the current project.

Given the assumptions/premise of the method (see Section 4.9), i.e.

e  The system or software to which the change requests (user stories
or backlog items) are being made is partially developed means the
base code exists, and functionality is being added to it inclemently
in each sprint.

e  The change requests are not completely independent of the exist-
ing system.

The best-suited option was, to compare the GBT model with the “CO-
COMO Il Reuse model” for maintenance in terms of the effectiveness of
estimates. The details on the COCOMO Il Reuse model can be found in
Appendix E.

Set up of Agile COCOMO I

As explained in the previous Section 5.4.7, the team had four tasks to
do the estimation using the hybrid method in the planning meeting. It
was required to set up the model parameters, the cost drivers and the
scale factors associated with Agile COCOMO Il for these four tasks.

A list of all the scale factors and the cost drivers with their possible rat-
ings were provided to the scrum master of the agile development team
with whom the hybrid method was evaluated. The scrum master could
analyze and rate the cost drivers that will be changing across each task
and by how much. The scale factors were rated once for all the tasks
since they were considered to stay constant over a sprint. Table E.1 in
Appendix E shows the complete list of scale factors and Table E.2 in Ap-
pendix E shows the cost drivers and their corresponding rating by the
scrum master.

Results and comparison

With the SizeAdded and SizeModified parameters and the scale factors
and cost drivers, the effort was estimated for each of the four tasks



Chapter 5: Empirical evaluation

Table 5.9:

Table 5.10:

using the Agile COCOMO Il model (see Table 5.9 estimated effort of each
task in person-months (PM) and person-days (PD)). COCOMO Il treats 1
PM as 152 person-hours means 19 PD excluding weekends, holidays and
vacations.

Estimated effort for the tasks using Agile COCOMO II

Task 1 Task 2 Task 3 Task 4
SizeAdded 10 30 50 20
SizeModified 30 20 40 20
MAF 1.18 1.18 1.12 1.06
Size 47.20 59.00 100.80 42.40
Constant A=2.94
Constant B =0.91
E = B+0.01 * Sum of Scale fac-
tors (13.87) = 1.05
PM 2495.49 3081.27 5401.66 2160.02
PD 47414.39 58544.19 102631.52 41040.40

To evaluate the reliability of the estimates, the effort estimated by the
experts using Hybrid estimation, the effort estimated by the GBT model
as well as the estimates generated by Agile COCOMO Il were analyzed
and compared it with the actual effort data. The results of this compar-
ison using MAE, MMER, and Pred metrics are shown in Table 5.10. It is
clear from the table that MMER and Pred of Hybrid estimation are better
than Planning Poker, GBT model and Agile COCOMO II. However, the
results of the GBT model are notably better (both in terms of accuracy
and bias) than Agile COCOMO II.

Comparison of estimation accuracy - H1

Purely expert- Expert-based ef- | Purely model- Agile COCOMO I
based effort es- | fort estimation | based estima-
timation (Plan- | using Hybrid tion using GBT
ning Poker) estimation model
MAE 0.72 0.22 0.88 3283.3
MMER 1.55 0.23 1.03 0.99
Pred(25) 0.5 0.75 0.5 0

5.5.6 Conclusion

This section reports the evaluation of the GBT model by comparing it
with Agile COCOMO Il regarding estimation reliability. Out of all the
model versions, the reuse model of Agile COCOMO Il was used as it was
the closest match to the GBT model in the given context. The required
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model parameters, the scale factors, and the cost drivers were rated
by the scrum master of the case company. The effort estimated by the
GBT model as well as the estimates generated by Agile COCOMO Il were
analyzed and compared with the actual effort data. The results of this
comparison are reported using MAE, MMER, and Pred metrics as shown
in Table 5.10. Table 5.10 shows a magnitude of difference in accuracy
and bias of estimates generated by the GBT model as compared to Agile
COCOMO |Il. It is therefore concluded that the GBT model generates
notably accurate and notably less biased estimates as compared to Agile
COCOMO L.

Controlled experiment with students

This section reports a controlled experiment that was conducted with the
BS and MS students taking the Software Process and Project Manage-
ment (SPPM) course at the Department of Computer Science, TUKL. The
experiment is reported following the guidelines as suggested by Wohlin
et al. [118] and Jedlitschka et al. [61].

Motivation and context selection

After conducting the case studies, the results of evaluated hypotheses,
i.e., usefulness(H3 - regarding understandability and completeness) and
learnability (H4) were compared among the case studies. The compari-
son in Table 5.11 showed an almost equal response with respect to un-
derstandability whereas the completeness and learnability could not be
compared since they were evaluated only in one case study with Insid-
ers Technologies. This is because case study research with SAP was done
using a mock-up with which completeness and learnability could not
be evaluated. Therefore, to investigate further deep and understand
if there would be differences among these quality attributes (H3, H4),
the experiment was conducted. To achieve the most general results in
an experiment, it should be executed in large, real software projects,
with professional staff [118]. However, conducting an experiment in a
real-life setting would incur significant costs, may involve risks and re-
quire a lot of time. Therefore, a cheaper alternative was chosen, i.e.,
conducting an experiment with students as subjects. The experiment
was done with a mixture of BS and MS students taking the SPPM course
at TUKL. Altogether 25 students participated. The study is a controlled
experiment.

The experiment can be considered as general in the sense that the ob-
jective is to compare and evaluate two estimation methods in general
(from a research perspective), and it is not about comparing an exist-
ing estimation method in a company with a new alternative estimation
method [118].
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Table 5.11: Comparison of results of hypotheses across case studies
Evaluated Hypotheses Case study at SAP (median | Case study at Insiders Tech-
values) nologies (median values)
H3 - Understandability 4 3.5
H3 - Completeness NA 2
H4 - Learnability NA 2.75
5.6.2 Experiment design

In this subsection, the goals, hypotheses, evaluation criteria, variables,
subjects and objects, design, instrumentation, and evaluation of validity
are described.

1.

Goal: The goal is to determine the differences between two esti-
mation methods, i.e., Planning Poker versus HyEEASe (Hybrid es-
timation only) with respect to H3: usefulness and H4: learnability
hypotheses.

° Object of study: The objects of study are the estimation meth-
ods.

e  Subjects: The subjects are the students in the SPPM course.

° Purpose: The purpose of the experiment is to compare and
evaluate the estimation methods.

° Perspective: The perspective is from the point of BS and MS
students (novice developers) based on their background and
experience with software development and estimation.

° Quality focus: The quality focus is the usefulness and learnabil-
ity of the estimation methods.

To summarize the goal based on GQM template: “Analyze Plan-
ning Poker and HyEEASe estimation methods for the purpose of
comparison with respect to the usefulness and learnability from
the point of view of BS and MS students (novice developers) in the
context of SPPM lecture.”

Hypotheses:

As stated previously, the intention was to compare and evaluate
both H3: usefulness and H4: learnability when using two estimation
methods for doing the estimation. The null hypotheses are:

° H3,: HYEEASe provides equally useful (understandable, com-
plete) impact information of the potentially impacted code as
compared to Planning Poker.
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° H4,: HYyEEASe enables equal learning (awareness) of the im-
pact factors as compared to Planning Poker.

The alternative hypotheses are:

° H3,: HyEEASe provides more useful (understandable, com-
plete) impact information of the potentially impacted code
as compared to Planning Poker.

° H4,: HyEEASe enables more learning (awareness) of the im-
pact factors as compared to Planning Poker.

Formally,

° H3o and H4, : HYEEASE (ysefuiness,Learnability) = Planning Poker

(Usefulness,Learnability)

° H3; and H4;: HYEEASE (ysefuiness,Learnabiliy) > Planning Poker

(Usefulness, Learnability)

Evaluation criteria: The experiment had certain tasks to be per-
formed. The responses to these tasks were used to evaluate the
hypotheses. Table 5.12 provides a complete picture of the tasks
performed by the students during the experiment and their map-
ping to the evaluated hypotheses along with evaluation criteria.

Variables: The independent variable is the estimation method at a
non-fixed level and experience of the students (for software devel-
opment and estimation) at a fixed level. The dependent variables
are the usefulness and learnability. Usefulness has two dimensions
understandability and completeness. Table 5.12 provides the de-
tails on how these variables are evaluated.

Subjects and objects: The selection of subjects was based on conve-
nience, i.e., BS and MS students participating in the SPPM course at
the university. The students had the freedom to refuse participa-
tion, without any penalty for the individual. However, to encour-
age participation students were promised 5% bonus on their score
in the final exam. The registration also had a pre-screening test
questionnaire to judge the background and experience of the stu-
dents with software development and estimation. With this test,
the subjects were divided into experience/inexperience groups that
helped decide the design. To ensure equal treatment (right to ser-
vice), in a follow-up seminar the first author presented both meth-
ods to students in the course. All students were welcome to attend
the lecture regardless of their participation in the experiment.

The objects were the set of tasks that were to be performed during
the experiment.

Design: The chosen design type was one factor with two treat-
ments. The factor in this experiment is the estimation method, and
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Table 5.12:

Mapping of tasks to evaluated hypotheses

Evaluated | Task No. and descrip- Explanation (expected | Criteria
hypotheses | tion responses)
H3: Under- | T1: Assessment of state- | If the students could The no. of students
standability | ments as right/wrong rightly identify correct | answering correctly.
about the estimation statements that would
method. show they understood
estimation method.
H3: Com- T2: Assessment of pro- | If the students would The no. of unique
pleteness vided information for only choose from the additional informa-
doing effort estimation | provided information tion per student. If
(information that may | and did not provide any | the students pro-
influence estimation). additional information, |vided many items,
it would show the com- | the method is less
pleteness of estimation | complete in com-
method. parison to provid-
ing fewer items.
H4: Learn- | T3: Assessment of the If the students would The no. of students
ability provided effort after change their effort esti- | mentioning any
considering the pro- mates, after considering | of the provided
vided information (with |the provided informa- | information (im-
rationale). tion, it would show pact factors) while
that they have learned | assessing the esti-
about the impact fac- mated effort.
tors and their influence
on estimation.
If the students in their
rationale, mention any
of the provided in-
formation, it would
also show they learned
about the factors.
H3 and H4 | T4: Perception of useful- | This was captured using | Median values
ness and learnability. TAM concepts through | more than 3 for
a feedback question- H3 and H4.
naire.

the treatments are Planning Poker and HyEEASe (Hybrid estimation
only). Based on the context, a completely randomized design was
chosen. The design setup used the same objects (set of tasks) for
both treatments and assigns the subjects randomly to each treat-
ment (estimation method). Each subject used only one treatment
on the object [118].

Instrumentation: A pre-screening test was developed to find the
background and experience of the individuals. Introduction to the
experiment and the link to the pre-screening test was provided to
the students at the first lecture (see Appendix F). This data pro-
vided the input to the characterization of the students. The guide-
lines for using both the estimation methods were developed using
a fictitious example scenario based on a real system (i.e., Moodle).
Data collection forms were also developed. The materials can be
found in Appendix F.
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Table 5.13:

Table 5.13 shows the experiment design.

Experiment design in detail

Parameter Explanation
Independent vari- Estimation method (non-fixed level), Experience of the students
able (fixed level)

Dependent variable | Perception on:
1) Usefulness (Understandability, Completeness) -> H3
2) Learnability (Awareness)-> H4

Subjects BS and MS students taking the SPPM course

Sampling Stratified, random

Design One factor two treatment

Factor Estimation method

Treatments Planning Poker and HyEEASe estimation methods

Task to be per- 1. Understanding the estimation methods.

formed 2. Analyzing effort estimates of enhancement requests and

factors influencing estimates

Rights to service After the experiments, the students were presented with both
estimations methods

5.6.3 Execution

104

In this subsection, the execution of the experiment is described.

Sample

As mentioned earlier, the background and experience of the students
were found through a pre-screening test. The sample was stratified,
i.e., based on the outcome of the test, the subjects were divided into
experience/inexperience groups from which subjects were randomly as-
signed to the groups in the experiment. This was done to ensure that
the groups were as equal as possible while maintaining the randomiza-
tion over the subjects. It was also intended to have a balanced design,
i.e., having an equal number of students in each group but due to an
unequal number of students in experienced/inexperienced strata, it was
13 students in the controlled group and 12 in the treatment group thus
an imbalanced design. Each group had a mix of experienced and inexpe-
rienced students making them comparable. Table 5.14 shows the details
of each group.

Preparation

It was made sure that the required infrastructure was in place. This in-
cluded booking the room with sufficient seats and space to place both
groups in. Then the computer and beamer to introduce the process of
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Table 5.14:

Experiment group details

Details Group A Group B
No. of experienced students 6 5

No. of inexperienced students 7 7

Total no. of students 13 12
Treatment Planning Poker HyEEASe

experiment execution. The subjects were not aware of the actual hy-
potheses stated. They were informed that the researchers wanted to
study the outcome of the comparison of different estimation methods
based on the evaluation done by the subjects. The experiment material
was prepared in advance. Preparation materials can be found at Ap-
pendix F. It included a booklet for every student, separate forms with a
description of tasks to be performed with related questions and a feed-
back questionnaire. The contents of the booklet were as follows:

° Introduction to the software effort estimation

° Introduction to the context (i.e., the system about which the tasks
were to be performed). The open source system, “Moodle”’ was
chosen since students mostly are familiar with it and at TUKL they
have been using some similar systems in their daily routine of
courses registration, assignment submission, etc. The system was
briefly introduced, its architecture and its main features.

° Introduction to the enhancement required for one of the main fea-
tures, i.e., Plagiarism detection.

e  The scenario (a profile of a fictitious company and a profile of the
reader, i.e., the subjects. The subjects were said to be the employ-
ees of the fictitious company).

e  Walkthrough of Planning Poker and HyEEASe estimation methods
for controlled and treatment groups respectively.

e  The set of tasks to be performed by the subjects.

Copies of the booklet, tasks, feedback questionnaire and data collection
forms were made available for all subjects in both the groups.

Execution

The experiment was executed on April 30th, 2018 during the lecture
class of SPPM for about 1.5-hours duration. A quick introduction to the
experiment format was given at the start. Both groups, as well as each
student, was suitably spread out in the room. Both groups performed
the same set of tasks at the same time using two different estimation

"Moodle: https://moodle.org/
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Figure 5.7:
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methods. After completion of one task, the students were required to
hand over their completed tasks and then request for the next. The ex-
periment ended with the handing over of the feedback questionnaire. A
helper was also there to help the researcher with the handling of groups.
The researcher was there throughout the experiment to help answer any
question. Figure 5.7 shows the overall execution process of the experi-

ment.

Invitation

* Introduction to
the study
* Demographic
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Introduction
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Experiment (2 weeks after pre-screening)

Experiment execution

Data validation

Finally, the data was validated. Before a subject would leave the ex-
periment upon finishing, his/her data form was checked to ensure that
they have filled in the forms. Data were collected for 25 students, 13 for
controlled and 12 for treatment groups. However, one student in the
treatment group was removed since the data was incomplete, leaving
11 students in that group.

Threats to validity

This section discusses some threats to the validity of this evaluation and
ways to mitigate them.
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Construct validity: To avoid an inadequate operation, the exper-
iment was operationalize using the GQM template. To avoid in-
appropriate measurement of the evaluation quality aspects, exist-
ing reliable test instruments such as TAM [116] was considered
and adapted. Based on peer reviews and experiences gathered
in our study [108]; we checked the appropriateness of the ques-
tions for our evaluation goals. A relevant questionnaire was posed
to students to elicit their feedback about the estimation meth-
ods. The mono-operation bias (as there were only four tasks to
perform) could not be avoided due to time constraints. To avoid
mono-method bias, quantitative and qualitative analysis was com-
bined and compared. We did not pilot the execution of the experi-
ment with a small set of potential participants due to practical con-
straints. However, by involving more than one researcher in each
step of the experiment design, review, execution and the use of the
defined protocol, the reliability of the experiment was increased.

Internal validity: There could be selection bias as the sample was
convenient. We however assigned the students different estima-
tion methods using stratified random sampling, where strata were
defined based on their self-assessment of knowledge and experi-
ence in agile software development and software effort estima-
tion. To reduce the impact of unfamiliarity with the software sys-
tem, i.e., regarding the instrumentation, we presented the stu-
dents with an open source system, and features and enhancement
requests related to it. Regarding the instrumentation, the students
were presented with a generic open source system with features
and enhancement requests related to it.

To avoid evaluation apprehension, the students were assured of
the anonymity of their personal and organizational data.

Furthermore, experimenter bias was reduced by following the pre-
defined guidelines for the experiment.

The experiment was not piloted with any other subjects before run-
ning it with students and thus is also a threat to validity.

External validity: Convenience sampling and small sample size for
the evaluation with student reduces the statistical generalizability
of our results. However, given the consistent positive evaluation
from the students participating in the study gives confidence that
the method is understandable. To avoid selection treatment in-
teractions replications are required. To mitigate setting treatment
interaction, the tasks were related to a real open source system.

Conclusion validity: The results of the students are aggregated, and
only median values and the number of students to identify com-
mon views are used. However, due to the small sample, more eval-
uation studies are needed to increase statistical power.
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Before running the experiment, few colleagues at Fraunhofer
IESE who are experts in conducting empirical studies reviewed
and helped improve the design of the experiment. To motivate
students to participate in the experimental study all participating
students were promised extra points in the form of 5% of their
score in the final exam. They were further encouraged to partici-
pate since they can learn about state-of-the-art effort estimation
methods. The extrinsic incentive was fairly small, so the students’
participation was voluntary, as can be seen, that a few students
did not sign-up for the study. Furthermore, by concealing the goal
of the study, by promising confidentiality of responses and by
disassociating the incentive of participating from the performance
in the experiment we increased the validity of the study.

Analysis and interpretation

This section presents the results of the hypotheses (i.e., H3 and H4) test-
ing and discusses them simultaneously.

The number of students in both the groups, i.e., 13 and 11 respectively
was very limited; therefore non-parametric tests like Mann-Whitney U
could only be performed, and the results were explained using boxplots
and histograms for testing different hypotheses. Due to the small sam-
ple, no significant result was obtained.

The figure 5.12 gives an overview of the mapping of hypotheses and the
tasks. It is used below to explain how the hypotheses were tested.

1.

H3 - Usefulness (Understandability): The hypothesis regarding the
understandability of the estimation method was tested by perform-
ing T1 in Table 5.12. The criteria to measure understandability was
the number of students answering correctly. Figure 5.8 shows the
results of performing the task. Students in the treatment group,
i.e., HYEEASe, provided more right answers indicating they have
understood the method.

H3 - Usefulness (Completeness): The hypothesis regarding the com-
pleteness of the estimation method was tested by performing T2
in Table 5.12. The criteria to measure completeness was the num-
ber of students giving additional information/ impact factors other
than the provided information that influences estimation. The pro-
vided information (as options) was as follows: developer’s knowl-
edge, developer’s development experience, developer’s estimation
experience, complexity of described feature and the system, num-
ber of potentially impacted components, size of the potentially im-
pacted components , complexity of the potentially impacted com-
ponents, dependencies among the potentially impacted compo-
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Figure 5.8: Testing the H3 - Usefulness (understandability) of estimation methods across

both the groups

nents, effort estimates made in the past for the same impacted
components, others.

Two students out of 13 in the controlled group gave information
in addition to selecting from the provided information as “others,”
i.e. “workload of the team” and “knowledge of tools/technology”.

Whereas only one out of 11 students in the treatment group gave
information in addition to selecting from the provided information
as “other,” i.e. “number of required testers”. Students in the treat-
ment group provided less additional information compared to the
controlled group which indicates they found HyEEASe more com-
plete as compared to Planning Poker.

The results indicate that the alternative hypothesis H3; could be
accepted.

3. H4 - Learnability: The hypothesis regarding the learnability of the
estimation method was tested by performing T3 in Table 5.12. The
criteria to measure learnability was the number of students men-
tioning any of the impact factors while assessing the estimated ef-
fort. Figure 5.9 shows the results of the learnability of the estima-
tion method across the controlled and treatment groups.

Both groups were first asked to assess an estimate of a feature
(which was estimated as 8 story points in this task description, (see
Figure, i.e., 5.9 in A) without providing the information (i.e., impact
factors as seen in the previous task).

The results of the controlled group were as follows (when no im-
pact information was provided to them):
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° Eight students out of 13, agreed to the estimate.
e  One of the students did not agree to the estimate.

e  Whereas four of the students did not have any opinion as they
replied “l don't know".

The results of the treatment group were as follows (when no im-
pact information was provided to them):

° Eight students out of 11, agreed to the estimate when no in-
formation was provided to them.

e  One of the students did not agree to the estimate.

e  Whereas two of the students did not have any opinion as they
replied “l don't know".

After this, both groups were asked to re-assess the estimate of a
feature which was estimated as 8 story points in this task descrip-
tion, (see Figure 5.9 in B) after considering the information pro-
vided to them (i.e., impact factors as seen in the previous task).

The results of the controlled group were as follows (after consider-
ing the impact information provided to them):

° Six students out of the eight who initially agreed to the esti-
mate retained their original opinion by choosing “Equal to 8
story points”. Two out of these eight students changed their
opinion after considering the provided information (impact
factors) and chose the estimate should be “Greater than 8
story points”.

e  One of the students who did not agree to the 8 story estimate
changed his opinion and chose “Less than 8 story points”.

To summarize, only two out of eight students after re-
assessment of estimate changed their opinion whereas six
remained indifferent. Perhaps in their view, the consideration
of information does not influence the estimation.

On the other hand, when students of the treatment group were
asked to re-assess the estimate of a feature after considering the
information provided to them (i.e., impact factors as seen in the
previous task). The results of the treatment group were as follows
(after considering the impact information provided to them):

e  Only one student out of the eight who initially agreed to the
estimate, retained his/her original opinion by choosing “Equal
to 8 story points”. Five out of these eight students changed
their opinion after considering the provided information (im-
pact factors) and chose the estimate should be “Greater than
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8 story points”. One student chose the estimate should be
“Significantly greater than 8 story points”.

e  One of the students chose the estimate should be “Signifi-

cantly less than 8 story points”.

To summarize, seven out of eight students after re-assessment
of estimate changed their opinion whereas only one remained
indifferent.

Students in the treatment group, after considering the additional
information, seemed convinced that the information influences the
estimates which were further confirmed in their rationale in Figure
5.10. By analyzing the open text answers from subjects, nine rea-
sons were identified that they used to justify their effort-estimate
(see Figure 5.10). One pattern is that subjects using HyEEASe have
stated a broader variety of rationales and also have relied more
on objective data to motivate their answers. This suggests that
the subjects using HYEEASe were considering relevant data, as in-
tended by the method when estimating the effort required to im-
plement a feature. The strength of argumentation is seen as an
indicator for a better understanding of a concept [20, 80].

The results indicate that the alternative hypothesis H4; could be
accepted.

A) Do you agree with the B) After considering the additional information, | would expect the estimate for feature 1 to be:
provided estimate for
feature 1 (i.e. 8 SP)? 1. Significantly 2. Greaterthan8 3. Equal to 8 SP 4. lessthan 8 SP 5. Significantly
greater than 8 SP SP less than 8 SP
Number of students Number of students
Yes 8 6
GrpA- No 1 1
Planning poker
Idon’tknow 4 3 1
Yes 8 1 5 1
GrpB— No 1 1
HyEEASe
Idon’t know 2 1
Figure 5.9: Testing the H4 - Learnability of estimation methods across both the groups

Perception of H3 (usefulness) and H4 (learnability): The perception
of students on usefulness (understandability, completeness) and
learnability of both the estimation methods were also captured us-
ing TAM concepts through a feedback questionnaire (Task T4 in
Table 5.12) at the end of the experiment.

To quantify these aspects, a five-point Likert scale was used (scale:
five-point ratio scale, with 5 being strongly agree and 1 being
strongly disagree). The students were asked to rate the quality
aspects on this scale after they have performed the tasks according

111



Section 5.6: Controlled experiment with students

M Planning poker

Developershave  Feature2isless  Reusefeaturel Feature2isan  No.ofpotentially dependencies of Size of potentially =~ Complexity of

gained knowledge complex or easier code extension, requires impacted potentially impacted potentially
and experience than feature 1 less development components impacted component impacted
withfeature 1 or effort components components

No. of students
OFRr NWR U N

Reasons provided by students

W HyEEASe

previous estimates

Figure 5.10: Students in both the groups providing rationale to justify their effort estimate

to the described estimation methods. Quality aspects rated with
more than 3 (neutral opinion) show a positive evaluation overall.

Figure 5.11 shows the results of both the groups using boxplots.
In the HYEEASe group, the spread is much closer which indicates a
more positive perception about usefulness and learnability.

From the histograms in Figure 5.12, the across and within group
analysis of both the estimation methods in their groups for useful-
ness and learnability can be observed. The histograms show that
students in the HyEEASe group have rated the understandability,
completeness, and learnability more positively as compared to the
Planning Poker group. This indicates that the alternative hypothe-

ses H3; and H4; could be accepted.
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Figure 5.12:

Perception about H3 (understandability, completeness) and H4 (learnability) - Across and with
in group analysis
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The results of the subjective assessment of HYEEASe and Planning

Poker by the students on “perceived ease of use”,

n nu

usefulness”, and

“learnability” indicate positive results (see Figure 5.13). Relatively,
Planning Poker was rated superior to HyEEASe on all dimensions.
However, the positive rating of HyEEASe (see Figure 5.13) and the
improved quality of argumentation for justifying the estimates (see
Figure 5.10) indicates positive results for HyEEASe.

Conclusions

A controlled experiment was conducted with students taking the SPPM
course at TUKL to determine the differences between two estimation
methods, i.e., Planning Poker versus HyEEASe (Hybrid estimation) for
H3: usefulness and H4: learnability hypotheses.

Stratified random sampling was used to divide students into two groups.
The design was thus one factor (estimation method) with two treat-
ments (i.e., Planning Poker versus HyEEASe). Each group was assigned
the same set of tasks that were to be performed using their assigned
estimation method. The evaluation of the tasks determined the useful-
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Figure 5.13: Student feedback regarding understandability of the method
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ness and learnability of both the estimation methods. The boxplots and
histograms indicated that HyEEASe:

1. Provides more understandable (impact) information than Planning
Poker.

. Indicated by no of the right answers while understanding the
method.

° Indicated by the positive perception in feedback question-
naire.

2. Provides more complete (impact) information in comparison to
Planning Poker.

. Indicated by identifying information not yet considered by the
method.

° Indicated by the positive perception in feedback question-
naire.

3. Enableslearning of impact factors in comparison to Planning Poker.

° Indicated by the change of opinion about an initial estimated
effort.

e Indicated by the rationale that led to their change of opinion.
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° Indicated by the positive perception in feedback question-
naire.

After the experiment students on May 3rd, 2018 were presented with
the design of the experiment and the execution process, as their right
to service. All students were shown the experiment objective, format,
both the estimation methods with workflow and the execution set up.

5.7  Summary
Table 5.15 shows the summary of all the above-mentioned evaluations
conducted to evaluate HyEEASe with mock-up (only Hybrid estimation),
HyEEASe (both Hybrid estimation and GBT model estimation) with re-
spect to H1, H2, H3, and H4.
Table 5.15: Evaluation summary
Evaluation Evaluation ob- | H1 - Accuracy H2 - Bias H3 - Usefulness | H2 - Learnabil-
strategy ject ity
Case study at HyEEASe NA NA Positive per- NA
SAP SE through ception on
mockup (only usefulness (un-
Hybrid estima- derstandable
tion) impact informa-
tion)
Case study at HyEEASe (both | Higher accuracy | Lower bias in Neutral per- Neutral per-
Insiders Tech- Hybrid estima- |in comparison | comparison to | ception on ception on
nologies tion and GBT to Planning Planning Poker | usefulness (un- |learnability
model estima- | Poker derstandable, (awareness)
tion) useful, but
not complete
impact informa-
tion)
Data-based HyEEASe (only | Notably higher | Notably lower | NA NA
evaluation GBT model) accuracy in bias in compar-
comparison to | ison to Agile
Agile COCOMO | COCOMO I
I
Controlled ex- HyEEASe (only | NA NA Provides more | Enables learn-

periment with
students

Hybrid estima-
tion)

understandable
and complete
(impact) in-
formation in
comparison to
Planning Poker

ing of impact
factors in com-
parison to Plan-
ning Poker

The results of evaluating the HyEEASe Hybrid estimation through mock-
up with SAP SE showed that the practitioners perceived HyEEASe useful
for supporting EE. They also found the mock-up easy to use and intended
to use it in their estimation process.
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Encouraged by these results, the method was updated, in close collabo-
ration with Insiders Technologies and a prototype was developed. Fur-
thermore, the GBT model was also developed.

The results of evaluating the hybrid effort estimation method supported
by a prototype with Insiders Technologies concluded that the practition-
ers also perceived the overall method and prototype as very useful for
supporting EE. The impact information and the visualizations not only
supported them during estimation but also enabled learning about the
system. Furthermore, in their view, considering modified LOC and test-
ing metrics among the impact factors could improve the effectiveness of
IA for EE. Regarding estimation accuracy, the GBT model did not perform
better than Hybrid estimation as the later provided additional useful im-
pact information to the experts.

The data-based evaluation, in which the GBT model was compared with
Agile COCOMO Il concluded that the estimates produced by the GBT
model have much higher accuracy and much lower bias than Agile CO-
COMO 1.

The findings of the experiment conducted with students at TUKL indi-
cated that HyEEASe provided more understandable and complete (im-
pact) information as well as enabled learning of impact factors in com-
parison to Planning Poker.

Based on the evaluation results, it is concluded that both students and
the practitioners perceived the overall method and the prototype as very
useful for supporting EE. The impact information and the visualizations
not only support them during estimation but also enable learning about
the system.

It is, therefore, expected that the practitioners would be able to plan
software releases better by making more informed decisions with more
transparency during the estimation process. Revisiting the evaluations
of estimation methods in agile software development in Table 5.16, we
have found that HyEEASe outperformed the other proposed methods
so far.
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Table 5.16:

Estimation methods evaluation

Estimation method

C1. Reliability

C2. Complexity

C3. Informative power|

C4. Learning support

C5. Tool support

C6 Empirical evidence

C7. Data requirement

Reference

Planning poker

=2
>

[55][104][98][71][72]

Expert judgment

=2
>

[17][75][89][97][55][44]

Use Case Points
(UCP) Method, UCP
Method Modifica-
tion

+

+

[89]

Linear regression,
Neural Nets (SVM)

++

[17]

Robust regression,
Neural Nets (RBF)

++

[16]

CAEA

++

[32]

SVR: Linear Kernel,
Polynomial Kernel,
RBF Kernel, Sigmoid
Kernel

++

++

[101]

GRNN, PNN,
GMDH, Cascade-
Correlation Neural
Network

++

++

[100]

Kalman filter

++

[65]

Cosmic FP

[58]

Statistical combina-
tion of individual
estimates

[76]

Own algorithm

[92]

HyEEASe

++

++

[109]
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Conclusions and future work

This chapter revisits the contributions and discusses future work for this
thesis. This thesis introduced HyEEASe - a hybrid, lightweight and system-
atic method for estimating the effort in the context of iterative, incre-
mental software development. The existing methods have limitations in
terms of no objective consideration of the potential impact of a change
on existing software and custom factors that contribute to the effort
overhead. This thesis, therefore proposed a method to address these
issues and conducted a set of studies to evaluate it. The main scientific
and empirical contributions of this thesis are as follows:

1.

An industrial case study and a survey using interviews and question-
naires were conducted for establishing the state-of-the-practice of
estimation methods at the case companies, i.e., SAP SE and Insid-
ers Technologies GmBH respectively. Through these studies, the
needs of industry practitioners, and their challenges and develop-
ment contexts were understood. The industrial objectives and re-
quirements were taken as input from these studies, and the results
of systematic literature reviews were used in the development of
the method.

Literature reviews were conducted for establishing the state-of-the-
art for change impact analysis and effort estimation in agile devel-
opment. As a result of these reviews, it was recognized that expert-
based estimation methods are the most dominant methods used in
an agile development context. Moreover, these methods are un-
reliable, utilize limited information and do not support systematic
learning. It was also recognized that the research work on estima-
tion methods is not driven by industrial objectives. Existing estima-
tion methods have focused on improving the accuracy of estimates
only, while not providing a systematic analysis of useful information
eventually supporting practitioners in making informed and unbi-
ased decisions. In other words, these estimation methods do not
objectively consider the potential impact of a change on existing
software that contributes to the effort overhead. As a result, prac-
titioners remain unaware of the factors that influence estimation,
and inaccurate estimates are produced that further lead to sched-
ule and budget overruns. Experts remain unaware of the factors
that influence estimation.

This led to the development of HyEEASe. HyEEASe is a hybrid,
lightweight and systematic method for estimating the effort in the
context of iterative and incremental software development. The
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method is a result of synthesizing research on effort estimation and
change impact analysis. Static code analysis and historical change
impact analysis were used to isolate the potentially impacted parts
for a change. Furthermore, past estimation and data related to the
impacted parts were also presented to practitioners while they es-
timate effort for a new change. The key elements of the method
included: 1) Analysis of affected software concerning the impact
of the change. 2) Measurement of size and complexity of change.
3) Providing historical estimates and impact information for simi-
lar impacted parts. 4) Visualizing the impact information for the
experts to interact with. 5) Providing an experience base to store
impact and estimation data for organizational learning and future
reuse. Additionally, a Gradient Boosted Trees (GBT) based estima-
tion model was also developed.

4. The development of a prototype tool to support the hybrid method
as well as the GBT estimation model.

5. Two case studies at two companies were conducted. The first case
study was performed at SAP SE, a German multinational software
corporation, to evaluate the perceived usefulness and effective-
ness of the concept through mock-ups. The results indicated Hy-
EEASe useful for supporting effort estimation. The mock-up was
easy to use and provided useful visualization capabilities and prac-
titioners expressed interest to use it in their estimation process.
The second case study was done at Insiders Technologies GmBH,
where the effectiveness, the perceived usefulness, and the learn-
ability of the refined hybrid method through using the prototype
tool was evaluated. The results of this case study showed that the
proposed method produced more accurate estimates than purely
expert-based or purely model-based estimates.

6. A controlled experiment was conducted with the BS and MS stu-
dents taking Software Process and Project Management (SPPM)
course at the Department of Computer Science, Technische Univer-
sitat Kaiserslautern (TUKL) to find the usefulness and learnability
of the proposed hybrid method. The results of the experiment also
indicated that the hybrid approach provides more useful impact in-
formation and enables learning of impact information as compared
to pure expert-based estimation approaches like planning poker.

Like other research works, this research also has certain limitations as
mentioned in Section 4.9. For example, HyEEASe currently only considers
a limited number of OO code metrics like impact factors, i.e., size in
LOC/SLOC, cyclomatic complexity, and coupling between objects, yet
the method is not restricted to these metrics only.

Similarly, the used impact analysis technique was an adapted version
of a classic combination of structural static and historical analysis. This
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might not be the best technique in terms of the accuracy of the impact
set. The feasibility of the approach as demonstrated in the thesis opens
future directions for research where we can explore the use of more
advanced changed impact analysis techniques. Dynamic impact analysis
techniques though are expensive yet are more accurate in computing
the impact set. In future studies, visualization of the impact information
can also be utilized to better communicate the impact information for
a change. Several software visualization techniques for rendering the
structure and behavior of a software system have been proposed.

Moreover, we would also like to conduct a longitudinal study to verify
one of the hypotheses that we could not evaluate during this research,
i.e., Hypothesis H5: HYyEEASe enables feedback across multiple iterations
to learn about discrepancies between estimated and actual effort. We
will need to use the method for multiple sprints in the company to find
the learnability of the experts regarding impact factors and their effect
on estimated effort.

Though various evaluations were carried out to validate different hy-
potheses of the method, yet convenience sampling and a small sam-
ple size reduce the statistical generalizability of our results. However,
given the consistent positive evaluation from both students and practi-
tioners participating in the studies gives confidence that the method is
understandable. Nonetheless, to increase the representativeness of our
results, we will need to use the method for multiple sprints in the com-
pany. More replications in different companies will improve the gener-
alizability of the results. The general instance of HyEEASe, however, will
need to be operationalized in each case company. However, the main
limitation of the applicability of the method is that it will not apply to
completely new development projects.

This thesis has utilized two complementary research areas to address a
practical problem for software companies. By leveraging existing infor-
mation in software repositories available in most companies and inte-
grating it effectively with the most often used effort estimation method,
the proposal put forth in this thesis has large potential for impact.

In modern software development where the focus is on shorter iteration
and delivering value faster to the customer. The ability to structure de-
velopment in these short iterations is paramount to this paradigm. All
long-term, strategic planning, and road mapping relies eventually on the
ability to deliver at the sprint level.

The impact of this thesis is not just to the point estimates produced as
an outcome of the estimation activity. Rather the impact information
generated and effectively represented to the practitioners provides the
possibility to work on the scoping decision of a sprint (“what should go in
a sprint”), is the requirement, feature or user story too big, should it be
broken down further, have we involved the right resources who should
be estimating and also working on the requirement. Thus, it has the
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potential to not only improve the point estimates but more importantly
improve an organization'’s ability to plan and organize the operational
aspects of software development.

Furthermore, instead of delving further in the discussion, whether a
model-based or expert-based models for estimation are the way for-
ward, the proposed combination of change impact analysis with effort
estimation takes an effective step to improve the accuracy of Planning
Poker. This also provides a practical use case for mining software repos-
itory research that is sometimes criticized for being opportunistic and
targeting the improvement of practice.
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A Appendix A

This appendix contains the informed consent, observational protocol
and the questionnaire for establishing the state-of-the-practice at SAP SE.
Some questions in the questionnaire were adapted from [111].
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Case study at SAP SE
Informed content for observations and interviews for establishing state-of-the-practice
of effort estimation at SAP SE

Informed Consent Form for development teams at SAP who we are inviting to participate in the
observation sessions to be held in few selected scrum estimating meetings and face to face or
skype/tele interviews. The purpose of these observations and interviews is to establish the
state-of-the-practice of effort estimation of change requests process at SAP.

This Informed Consent Form has two parts:
e Information Sheet (to share information about the study with you)
e Certificate of Consent (for signatures if you choose to participate)

You will be given a copy of the full Informed Consent Form
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Part I: Information Sheet

Introduction

| am Binish Tanveer, working in the Process, Compliance and Improvement department at Fraunhofer
IESE. | am doing research on improving the process of effort estimation in Agile software
development methodologies. In particular, | am currently characterizing the effort estimation of
change requests in the context of sprints in Scrum. A part of this research will be conducted in the
context of Software Campus project initiative, funded by BMBF number 011512053 titled “HyEEASe —
Hybrid Effort Estimation of increments in Agile and Incremental Software Development”. | am going
to give you information and invite you to be part of this research.

If you have questions, you can contact me.

Purpose of the research

In agile development, the requirements typically cannot be completely specified upfront but are
developed as the project progresses and therefore need to be adjusted for in every increment (or
release). In such an environment, systematic cost and effort estimation is challenging. Currently,
effort estimation in this context relies heavily on human judgment. A cross-functional team of experts
estimate by consensus how much effort a certain change will entail. Expert-based estimation not only
costs a significant amount of effort but also has limited prediction accuracy due to the use of limited
information (subjective judgment) and human judgment bias (individual and group effects).
Moreover, in agile development this approach does not consider the potential impact of a change in
software artifacts, which makes effort estimates obtained by using such methods less reliable.
Therefore, high improvement potential exists with respect to systematic effort estimation in this
environment.

Consequently, the purpose of my current research is to:
Characterize the effort estimation process of change requests
with respect to the effectiveness
in the context of agile software development
from the perspective of SAP development teams.

We believe that you can help us to better understand how agile development teams estimate effort
of implementing change requests. In particular, we want to learn:
1. What information and artefacts are used while making estimates? For example, historical
data, documents, factors (e.g. developer experience...), test cases, code.
2. What is the decision criterion for making estimates?
0 for selecting change requests (prioritization)
0 for estimating change requests (effort)
What are the rationales behind the decision criterion?
What are the outcomes of the estimation process?
How the outcomes of the estimation process are documented and communicated?

o v e w

What are the strengths and weaknesses of prevailing estimation methods as well as the
needs for improving them?

Research Intervention

This research takes the form of an observational and interview study in which two researchers will
observe a series of effort estimation meetings. The observations will be conducted as part of your
Scrum sessions. Interviews will be held either face to face or skype/ telephone based on the
availability of the participant.

The study includes the following activities:
Before the study
e Aninformal consent describing the goals of this study will be sent over an email to SAP

administration for SAP development teams.
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During the study
e Two researchers will take notes collecting information about the effort estimation process

including:
0 Roles participating in effort estimation process

0 Input to estimation process
0 Intermediate steps taken
0 Decision made with certain criteria and rationale
0 Outcomes of the estimation process
After the study

e After each observation session or an interview
0 Five-ten minutes question and answer round for clarification of queries.
o Feedback session (at the end of whole observational and interview study)
0 Presentation of study results.
O Participant required: at least one representative of each team (all will be invited though)

The scheduling of the above-mentioned study will be coordinated according to the availability of the
development teams.

Participant Selection

You are being invited to take part in this research because we feel that your experience as agile
developer, tester or product owner can contribute much to our understanding of
state-of-the-practice of effort estimation in agile at SAP. Your participation in this research is entirely
voluntary.

Confidentiality

The information (i.e. raw data that is collected directly from observations or interviews) that we
collect from this observational study will be kept confidential. It will not be shared with or given to
anyone except the research team introduced at the beginning of the present document. Any
information about you will have a number on it instead of your name. Only the researchers will know
what your number is and we will lock that information up with a lock and key.

Sharing the Results

1. Information (i.e. raw data that is collected directly from observations/ interviews)
Nothing that you tell us will be shared with anybody outside the research team even inside
SAP and the participants of this research, and nothing will be attributed to you by name.

2. Knowledge (i.e. the aggregated results of observational sessions and interviews)
The knowledge that we get from this study will be shared with you and the other
participants before it is made widely available to the public. Each participant will receive a
summary of the results. This knowledge study will be published as part of Binish Tanveer’s
PhD Thesis. In addition, we will publish the results in order that other interested people may
learn from our research e.g. conferences, journals.

Right to refuse or withdraw
Participation in this study is entirely voluntary. It is your choice whether to participate or not.
You do not have to take part in this research if you do not wish to do so, and choosing to
participate will not affect your job or job-related evaluations in any way. You may stop
participating in the study at any time that you wish without your job being affected.

Who to Contact
If you have any questions you may ask them now or later, even after the study has started. If you
wish to ask questions later, you may contact: Binish Tanveer (binish.tanveer@iese.fraunhofer.de)
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Part Il: Certificate of Consent

| have been invited to participate in the observational and interview study about “Effort estimation of
changes in Agile software development at SAP”.

| have read the foregoing information, or it has been read to me. | have had the opportunity to ask

questions about it and any questions | have been asked and have been answered to my satisfaction.

| consent voluntarily to be a participant in this study

Print Name of Participant

Signature of Participant

Date

Day/month/year
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Case study at SAP SE

Observational protocol for observing the estimation sessions of agile development teams at SAP SE
General instructions:

During the observation, the researchers/observers, would observe and document the sequence of
events, and tasks performed by the participants at SAP. Participants include development teams, scrum
master and product owner (see Table 1).

Table 1: Participants and abbreviations

Researchers/Observers Development team1l Development team2

R1: Researcher 1 P: Person 1....
R2: Researcher 2

The researchers would write down the tasks performed by the participants as well as the events in the
time they occur. Events, include, e.g., starting a new task, questions, interruptions or unexpected
behaviors/reactions.

For describing the sequence of tasks and events performed by the participants while doing the effort
estimation session, please keep in mind the following questions:

- What task is being performed?

- Who participates in the task?

- What information / criteria is being used for making decisions?

- (If applicable) What is the rationale behind decisions?

- What sorts of emotions are being expressed by participants during this task? How can you be

sure? (see Table 3)

All these data are very important to better understand the estimation process of change requests in the
context of agile software development for establishing the current state of practice at SAP.

Table 2 contains examples about tasks, information, criteria, and Table 3 contains emotions to be
collected in the observation protocol. The table does not provide a complete set of tasks and additional
tasks, information, criteria, and emotions can be added or removed accordingly.
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Table 2: Example of tasks and information used

On task

Passive task

Off task (or event)

— Analyzing change requests -
— Analyzing artifacts, e.g., user —

Thinking silently -
Consulting artifacts, e.g., -

Participant(s) is (are) inactive
Participants talk about other

stories, historical data, code,
and test cases

Selecting and prioritizing
change requests

Estimating change requests
Outcomes of estimation i.e.
documenting and
communicating estimates

user stories, historical data,
code and test cases

topics

Participant arrives late
Participant leave early

Cell-phone call
Reviewing emails
Noise
Interruption

Information used

Artifacts, e.g.,

0 User stories

0 Code

0 Test cases
Historical data
Individual experience

Criteria

— Developers experience
— Change complexity/size
— Change impact on existing system

Table 3: Example of emotions exhibited

(Un) concentrated / - Satisfied - (Un) Motivated
(Un) focused - Bothered - (Un) Interested
(In) attentive - Frustrated - Excited
Thoughtful - Calm - Bored

(Un) confident - Upset - Relaxed
Doubtful - (Un) worried - Stressed

Clear - Confuse - Tired

- Depend

- Open
- Closed

- Isolated

- Independent

- Autonomous

- Collaborative

ent
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Observational protocol
Start time: [hh:mm]

Observer: oR1 o R2 o Other:

Stakeholder: Please specify here stakeholders’ identifiers and names.

ID Name

Sequence | Start Time | Description
Who? When? What? Why? Information used? Emotions?

End time: [hh:mm]
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Case study at SAP SE

Interview questionnaire for establishing state-of-the-practice of effort estimation at SAP SE

Interview Goal: To understand and characterize the estimation process w.r.t. its effectiveness in the
context of agile software development from the perspective of SAP agile development teams.

Interviews protocol: Interview questionnaire has three sections. First section is about demographic

questions, second section is related to current estimation process and third section is to about the

needs for improvement.
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1 Demographic Information

1.1 Interviewee Demographics

Full name

Contact information (email)

Years of experience in software development

Years of experience in agile development

Current agile practice

O Scrum
O Extreme programming

Role in current development

o Scrum Master

o Product Owner

o Developer

o Architect

o Quality manager

0 Other, please specify:

1.2 Product context:

Product name

Product size

LOC, FP, features

Domain

O Information system
o embedded system
0 web-application

o distributed system

Use of computer aided software engineering (CASE) tools

o integrated development
environment

O automated test tools

O estimation tools

Team size

How many teams are involved in this product development?

Organization size (business unit)

Number of employees

Teams are collocated or distributed?

Your team type

o Cross functional
0 Dedicated
O mix

How the teams are related, do you get any features from them to
estimate and implement or you work independently?

How many sprints have you delivered (how old is the product)?

o what % are bugs fixes, what %
are enhancements

Programming language
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2 Current Estimation Process

The following set of questions aim at describing the current estimation process with respect to its scope,
inputs, methods, and outputs. | would like to ask you a few questions regarding this very product

development.
2.1 Estimation purpose

1. What is the abstraction level of estimation?

o Epic
O Feature
o User story

o Other, please specify:

2. Which of the attributes are estimated directly and which are derived from it?

Directly estimated:

O Size

o Effort/ cost

0 Schedule

o Complexity

Derived from direct estimates:
O Size

o Effort/ cost

0 Schedule

o Complexity

o Other, please specify:
e.g. size can be found from time and velocity maths
etc.

0 Other, please specify:

3. What are the main purposes of doing estimation? Or to support what process this estimation is use

for?

Answers may include:
o Planning effort

0 Planning costs

o0 Planning schedule

0 Risk management

o Finding impacted components
0 Finding dependencies

o Other, please specify:

4. Who (roles) is involved in the estimation process (e.g. planning meetings)?

O Scrum master

o Product owner

o Development team
0O Quality manager

o Other, please specify:

5. How many team members are involved in estimating a single <abstraction level>?

Number of experts involved:
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2.2 Estimation method

6. Which estimation methods are used to make estimates?

Answer may include:

Planning poker

Estimation game

Delphi method

Estimation by analogy

Model based estimation

Expert based estimation (one expert gives
her estimate)

Oo0oooaog

o None
ol don’t know
o Other, please specify:

2.3 Estimation inputs

7. What information do you need as input to this estimation method?

Answer may include

0 ThD: Option list

Developer’s data:

o Developer’s experience with assessment

0 Developer’s knowledge of <abstraction level>
o0 Dependencies among <abstraction level>

0 Developer’s availability

o0 Development type (bug fix, enhancement)

o Developer’s assessment (expert assessment)

Artifacts

o High level architecture

0 Reuse of existing artefacts

0 Required level of reusability of developed
artefacts

0 How well the scope of < abstraction level >
defined

Measurement data of already finished increments:
O Estimates made for a similar <abstraction level> in
the previous completed sprints

O <abstraction level> complexity

0O <abstraction level> dependency on other
<abstraction level>

0O <abstraction level> impact on parts of the
developed system

o Time required to test <abstraction level>

o Time required to test <abstraction level> +
impacted parts

o None
ol don’t know
o Other, please specify:

8. If the measurement data was used, how much measurement data was available/used for

estimation?

0 Repository contained --- completed
increments
0 Repository contained --- completed products

o None
ol don’t know
o Other, please specify:

9. If the measurement data was used, was measurement data complete?
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10. Is this information stored? How? How is this information been collected?

Input/storage type/accessible to:

11. Is this information accessible to all team members?

12. How important do you consider these inputs for the estimation process?

5:very 4: important | 3: not 2: not 1: not
important sure important important at
all
Option list (for each) [} o o o o

o Developer’s
experience with
assessment

o Developer’s
knowledge of
<abstraction level>

o Developer’s
experience of
implementation

o Dependencies among
<abstraction level>

O <abstraction level>
complexity

0 <abstraction level>
impact on parts of the
developed system

0 Estimates made for a
similar <abstraction
level> in the previous
completed sprints
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13. To what extent this information can improve the estimation accuracy?

5: Large 4: Certain 3: Not sure | 2: Limited 1: Not at all
extent extent Extent
Option list(for each) o o o o o

o0 Developer’s experience
with assessment

o Developer’s knowledge
of <abstraction level>

o Developer’s experience
of implementation

0 Dependencies among
<abstraction level>

0O <abstraction level>
complexity

O <abstraction level>
impact on parts of the
developed system

O Estimates made for a
similar <abstraction level>
in the previous completed
sprints

2.4 Estimation process

14. What are the major steps of the estimation process? Please describe the major steps in the

estimation process with respect to their inputs and outputs.

15. On what basis <abstraction level> are selected for a single sprint?
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2.5 Estimation outcome

16. What is the unit of measure of this estimation?

o Story points, man-hours?

17. What are the outputs of the estimation method?

Answer may include

O Point estimate

O Interval estimate

O Most significant factors influencing estimate
0 Dependencies between factors influencing
estimate

o None
ol don’t know
0 Other, please specify:

18. What does story point reflects?

a. Does it have a same perception among all the members?
b. How do you come to real estimates (size, time or cost) with this metric?

2.6 Rework estimate
19. Do you rework estimates?

20. When in the development process do you rework?

21. Do you store all the estimates and re-estimates made during sprints? How?
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3 Needs for improvement
The following set of questions aim at understanding your perception on the accuracy of the current
estimation process. This will help us to identify needs for improvement.

3.1 Ease of use/Useful/ Ease to interpret
22. What are the benefits of these estimates? How are they used?

3.2 Accuracy
23. Using a scale from 5: very accurate to 1: not accurate at all, how accurate you think are the
estimates made with the current estimation method?

5: Very accurate 4: Reasonable/ fairly | 3: Not sure 2: Less accurate 1: Not at all
accurate

[¢] (¢] [¢] [0} [¢]

(If answer to above question 2 or 1)
1. Do you consider that the estimates are usually over or under estimated?

2. What are the main reasons for this inaccuracy?

Answer may include o Information was not considered (e.g. input data,
o Choice of estimation method impact of features, test cases)
O <abstraction level> size 0 Developer’s availability
O <abstraction level> complexity o Expert bias
o0 Developer experience for making estimates o Lack of tool support
o Lack of information (e.g. input data, impact of o None
<abstraction level>, test cases) o | don’t know
o Other, please specify:

e (If answer is = information was not available) What information was not available? Why?
e (If answer is = information was not considered) What information was not considered? Why?

3.3 Estimation bias

24. Does choice of method affect estimation bias?
25. Does size of user story affect estimation bias?
26. How estimation bias can be reduced?
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3.4 Tool support

27. What aspect of the estimation process do you think should be (totally or partially) automated to
better support the estimation process? Present a list of optional to be sorted by the interviewee. For
example:

Performing estimation

Visualizing estimation

Performing impact analysis

Expert interaction and reworking estimates
Re-visualization of estimates

Projected estimates with some mean error
Other: ...

0O O 0O o o0 o o

3.5 Others

28. Is there any impact of estimation on the quality of product?

29. How do you consider non-functional requirements while doing estimation?

30. Is there any other aspect that you would like to change or improve in the current estimation
process? Why?

31. Is there any aspect that you will not change in the current estimation process? Why?
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B Appendix B

This appendix contains the questionnaire for establishing the state-of-
the-practice at Insiders Technologies. The informed consent of Appendix
A has been adapted and used.
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Survey at Insiders Technologies

Questionnaire for establishing state-of-the-practice of effort estimation at Insiders
Technologies

Goal: To understand and characterize the estimation process w.r.t. its effectiveness in the
context of agile software development from the perspective of agile development teams.

Protocol: The questionnaire has seven sections. First section is about organization context.
Second section is related to product characteristics and third is about project characteristics.
Fourth deals with the estimation process and fifth is estimation context and measurement data.
Sixth section is related to the impact related information. Seventh has the demographic
questions.
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1 Organisationaler Rahmen und Kontext

Frage Antwort

1. Wie viele Mitarbeiter sind im
Unternehmen beschaftigt?
2. In welche Domane ist das
Unternehmen einzuordnen?

Insgesamt: <bitte erganzen>

Direkt in der Softwareentwicklung: <bitte ergdanzen>
O Informationssysteme

O Eingebettete Systeme

U Sonstige: <bitte ergdanzen>

Unternehmen?

4. Welchem Geschaftstyp ist das
Unternehmen zuzuordnen?

3. In welchen Marktsegmenten agiert das | L Banken und Finanzdienstleistungen
O Automobilindustrie

O Landwirtschaft

U Chemieindustrie

O E-Commerce

O Andere/weitere: <bitte erganzen>
QO Produkthersteller

U Servicedienstleister

U Sonstige: <bitte erganzen>

2 Software Produktcharakteristika

Frage

Antwort

1. Welche Art von Produkten werden im
Unternehmen hergestellt (bzw. welche
Dienstleitungen werden angeboten)?

O Produkt-/Service-Portfolio
U Kundenspezifisch
O Andere/weitere: <bitte ergdnzen>

2. Welcher Entwicklungsprozess wird bei der
Planung und Umsetzung eines Produktes
genutzt?

O Wasserfallmodell

O Agile Entwicklung: <Welche: Scrum, XP, ...>

U Organisationsspezifisch: <bitte in 2-3 Satzen
beschreiben>

3. Welche
Programmiersprachen/Auszeichnungssprachen
werden bei der Implementierung eines
Produktes verwendet?

4 Java

ac#

O C/C++

O HTML(5)/CSS(3)

Q PHP

a XmL

U Sonstige/weitere: <bitte ergénzen>

4. Geben sie eine Einschatzung zum Umfang der
umzusetzenden Produkte an, inklusive
MaReinheit (Kodezeilen, Story Points, usw.).
Bsp., minimaler Umfang: 20 Story Points

Minimaler Umfang:
Maximaler Umfang:
Typischer Umfang:

3 Projektcharakteristika

Frage Antwort

1. Wie viele Personen sind in einem
Projekt involviert?

Minimal TeamgroRe:
Maximale TeamgroRe:
Typische TeamgroRe:

2. Welche Rollen haben die beteiligten
Personen inne?

U Projekt Manager

O Produkt Manager/Owner

O Quality Manager

U Produkt Designer

O Entwickler

U Tester

U Sonstige/weitere: <bitte ergénzen>
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3. Wie lange dauert die Durchfiihrung Minimal Dauer:
eines Projektes? Falls Projekt unterteilt | Maximale Dauer:
wird (z.B. Iteration/Sprint, Release, Typische Dauer:

usw.), bitte die Dauer fir jede
Granularitatsebene angeben.

4 Schatzverfahren

Frage Antwort
1. Welche Methoden werden zur O Expertenschitzung
Schéatzung der Projektaufwande U Daten-basierte algorithmische Verfahren
genutzt? U Kombination von experten- und datenbasierter
Schatzung

2. Wie viele Personen sind in die
Schatzung involviert?

3. Welche Rollen haben die beteiligten U Projekt Manager
Personen? O Produkt Manager/Owner

O Quality Manager

U Produkt Designer

O Entwickler
O Tester
O Sonstige/weitere: <bitte ergdnzen>
a) Gibt es einen Verantwortlichen fiir d Ja: <Wer?>
die Schitzmethode? O Nein

b) Wer ist fiir die Durchzufiihrung der
Schatzung im individuellen Projekt
verantwortlich (Rolle)?

4. Wann wird die Schatzung durchgefiihrt | O Akquise Phase
(z.B. nur zum Beginn des Projektes)? U Planung des Projekts
O Wihrend der Projektlaufzeit

O Sonstige: <bitte ergédnzen>
5. Wie oft wird die Schatzung wiederholt | O Nie
bzw. aktualisiert? U Bei jeder Iteration/Sprint
U Bei jedem Release
O Sonstige: <bitte ergéanzen>
6. Werden am Ende die tatsachlichen 4 Immer
Aufwinde mit der origindren a oft
Schatzung verglichen, z.B. um die O Selten
Genauigkeit der Schatzungen zu U Nie
bewerten?
7. Welche Daten bzw. QO Lastenheft
Informationsquellen werden fiir die O Aktuelle Kosten aus abgeschlossenen Projekten
Schéatzung genutzt (z.B. Lastenheft, U Weitere: <bitte ergdnzen>

Stories)?
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5 Schéatzkontext
5.1 Artefakte

Frage Antwort
1. Wie werden die zur Schatzung O Anforderungsspezifikation
bendtigten Artefakte erfasst (z.B. in U Design
Form von Anforderungen)? O Sonstige: <bitte ergdnzen>
2. Erfolgt eine Versionierung der dJa
Artefakte? 4 Nein

3. Wie oft werden die Artefakte wahrend
der Projektlaufzeit aktualisiert?

4. Werden Werkzeuge zur Erfassung und
Dokumentation der Artefakte
verwendet? Wenn ja welche?

5.2 Messdaten
Frage

O Ja: <Welche>
O Nein

Antwort

1. Welche produktbezogenen Messdaten
werden erfasst? Welche Eigenschaften
von welchen Produkten werden
gemessen?

2. Welche projektbezogenen Messdaten
werden erfasst?

3. Werden Projekte haufiger unter- oder
liberschatzt, d.h. sind die
urspriinglichen Schatzungen kleiner
oder groRer als die tatsachlichen Werte
nach Projektende?

4. Wie hoch ist die Differenz zwischen der
urspriinglichen Schatzungen und der
tatsachlichen Werten nach Projektende
(relativ zum Schatzwert)?
Unterscheiden sie bitte zwischen den
Unterschatzung (urspriinglich <
tatsachlich) und den Uberschitzung
(urspriinglich > tatsachlich)

Strukturelle Eigenschaften:
O Anforderungsqualitit
U Code GroRe

U Code Komplexitat

O Architektur Compliance
O Weitere: <Welche?>

Laufzeit Eigenschaften:

U Testabdeckung

O Software Antwortzeiten

O Software Speicherverbrauch

U Software Bugs Anzahl und Prioritat
O Weitere: <Welche?>

Sonstige Produkteigenschaften: <Welche?>

O Projektlaufzeit

O TeamgroRe

O Teamerfahrung

O Produktivitat

O Weitere: <Welche?>

U Unterschatzt (urspriinglich < tatsachlich)
Q Uberschétzt (urspriinglich > tatséchlich)
O Gleich haufig unter- und tberschatzt

U Ich weil nicht

Aufwand

Abweichung Unterschatzt Uberschétzt
Maximal - % + %
Durchschnittlich | - % + %

Laufzeit

Abweichung Unterschatzt Uberschatzt
Maximal - % + %
Durchschnittlich | - % + %
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googor o

Reason for your answer:

o o ov»

Reason for your answer:

. Auf welcher Granularitatsebene wird

die Schatzung durchgefiihrt? (z.B.
Anforderung, Gesamtprojekt, Story)?

. Fur wie viele abgeschlossene Projekte,

Releases, Versionen sind die
Messdaten vorhanden?

. Wie wiirden Sie die Zuverlassigkeit

(Korrektheit) der vorhandenen Daten
im Schnitt einschatzen?

. Wie wiirden Sie die Vollstandigkeit der

vorhandenen Daten (in %) im Schnitt
einschatzen?

. Beschreiben die vorhandenen Daten

die Ublichen Projekte, die vom
Unternehmen abgewickelt werden?

Impact analysis related

Durchschnittliche TeamgroRBe

Abweichung Unterschatzt Uberschatzt
Maximal - % + %
Durchschnittlich | - % +%
Produktumfang (LOC, Story Points, etc.)
Abweichung Unterschatzt Uberschatzt
Maximal - % + %
Durchschnittlich | - % + %

Q Sehr zuverlassig

O Zuverlassig

U Durchschnittlich zuverlassig
O Wenig zuverlissig

O Nicht zuverlassig

O 100-96%
O 95-76%
a 75-51%
d50-26%
a 25-0%

dJa

U Nein (Daten sind nicht reprasentativ)

Which impact level is appropriate for effort estimation and why?

Method
Class
Other

Which way would you prefer to start impact analysis, and why?

Indirect way — Formulating a query from description of change request (backlog item), then identifying

potentially impacted methods/classes returned by the system.

Direct way - Reading the change request (backlog item) description and identifying potentially

impacted methods/classes directly in the code.

Other:
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3. What s considered as impact factor?

Factor Measured as

a Size O Total Lines of code of O No. of potentially impacted | O Other:
potentially impacted methods/classes
methods/classes

O Complexity | O McCabe’s Cyclomatic O Halstead metrics (No. of O Other:
complexity (CC) for a method operator/ operands )

(No. of decision points/
control flow in a method)

O Coupling O Fanin (Fan-inof a O Fanout (Fan-out of a O Other:
method/class is the No. of method/class is the No. of
methods/classes that depends methods/classes that it
directly on it) depends on)

O Frequency O No. of times potentially impacted methods/classes are changed in version

of change history

O Percentage O Ratio of No. of added/deleted lines to the total LOC of potentially impacted

of change methods/classes in version history

O Other

4. Prioritize the following information according to their importance for effort estimates (where 1
stands for highest priority).

Impact factors Importance for effort estimation
Size

Complexity

Coupling

Frequency of change of the potentially impacted
methods/classes in version history

Percentage of change of the potentially impacted
methods/classes in version history

Other:

5. How useful are the following impact factors for making effort estimates?

Impact factors Useful Not sure Not useful
Size o 0 (o]
Complexity o] 0 0
Coupling o] [¢) o]
Frequency of change o] [¢) (o]
Percentage of change o] 0 0
Other: o) o) o)

6. How useful are the following coupling metrics for making effort estimates?

Coupling metrics Useful Not sure Not useful
Cohesion o [} 0
Fan-in [¢] (] (o]
Fan-out [¢] (] (o]
No. of children of a class 0o [} 0
Depth of inheritance tree 0 [¢] o)
Other: o) o) o]
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Which information pair is the most relevant for effort estimation?
Size — Complexity

Size — Coupling

Complexity — Coupling

Other:

0000 N

[

Which of the following visualizations are useful to show impact information?

O Display one information in one chart. For example, this chart displays only “size” per method.

Clustered column - one information per method
- (Size)
140
120
100

80
50 M Size
40
2 ]
, m N
M1 M2 M3 M4 M5 M6

O Display all information in one chart. For example, this chart displays “size, complexity, fan-in and
fan-out” for all methods

(=]

Clustered column (all information for each method)
140

120
100

80

M Size
50 m Complexity
mfanin
40
fan out
20
0 I. - II. I. l - I_ H_
M1 M2 M3 M4 M5 M6
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O Display all information in one chart. For example, this treemap chart displays “size, complexity, fan-

in, fan-out” for all methods.

Treemap chart showing all information per method

EML M2 B M3 0 M4 EMS W M6

U Display maximum information in one chart. For example, this bubble chart displays “size, complexity”

on x and y axis respectively where, “fan-in” is shown as bubble size.

Compleixty

18

16

14

12

10

Bubble chart, bubble size showing "fan-in"

9. Isthe impact information and visualizations presented are sufficient to make effort estimate?

O Yes
0 No
If no, please explain:

159



Appendix B

10. Do you require any support (e.g. point estimates- model based estimation method) for making
estimates in addition to having impact information and visualizations?

O Yes

U No

If yes, please explain the reason:

7 Contact data
Name
Email
Role
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C Appendix C

This appendix contains the informed consent and the questionnaire for
evaluation at SAP SE.
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Informed content for evaluation at SAP SE

Informed Consent Form for development teams at SAP who we are inviting to participate in the
evaluation workshop. The purpose of this workshop is to evaluate the usefulness of HyEEASe
and the mockup to support effort estimation in agile software development.”

This Informed Consent Form has two parts:
« Information Sheet (to share information about the workshop with you)
« Certificate of Consent (for signatures if you choose to participate)

You will be given a copy of the full Informed Consent Form

Who to Contact

If you have any questions you may ask them now or later, even after the study has started. If you wish to
ask questions later, you may contact any of the following researchers: Binish Tanveer
(binish.tanveer@iese.fraunhofer.de)
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Part I: Information Sheet

Introduction

| am Binish Tanveer, working in the Process Engineering department at Fraunhofer IESE. | am doing
research on improving the process of effort estimation in agile software development methodologies. In
particular, | am currently developing a conceptual framework for improving effort estimation in agile
software development. A part of this research is being conducted in the context of Software Campus
project initiative, funded by BMBF grant number 011S12053, titled “HyEEASe — Hybrid Effort Estimation
of increments in Agile and Incremental Software Development”. | am going to give you information and
invite you to be part of this research.

Context:

Effort estimation is more challenging in an agile context, as instead of exerting strict control over
changes in requirements, dynamism is embraced. Current practice relies on expert judgment, where the
accuracy of estimates is sensitive to the expertise of practitioners and prone to bias.

In order to improve the effectiveness of the effort estimation process, we investigated the estimation
process with respect to its accuracy in the context of agile software development from the perspective of
agile development teams.

Using case study research, two observations and eleven interviews were conducted with three agile
development teams at SAP SE.

The results reveal that factors such as the developer's knowledge, the complexity and impact of changes
on the underlying system affect the magnitude as well as estimation accuracy. Furthermore, there is a
need for a tool that incorporates expert knowledge, enables explicit consideration impact information
and visualizes this information in order to improve the effectiveness of the effort estimation.

Based on the findings of the case study, a conceptual framework, inspired by the Quality Improvement
Paradigm is proposed to improve effort estimation in agile development by utilizing impact analysis.
Moreover, a mockup has been designed to support the instantiation of this conceptual framework. It
shows the workflow of how impact analysis will be utilized and support effort estimation in agile
development context.

Purpose of this workshop:
Consequently, the purpose of this workshop is to:

Analyze HyEEASe and the mock up

for the purpose to evaluate with respect to the usefulness
from the perspective of agile development teams

in the context of estimation in agile software development.

Analyze HyEEASe and the mock up

for the purpose of identifying needs for improvements to increase their quality
from the perspective of agile development teams

in the context of agile software development.

We believe that you can help us to better understand what and how impact information can be utilized to
support estimation of effort of implementing change requests. Moreover, the feedback regarding
strength and weaknesses of HYEEASe or mockup as well as needs for improving them will also be very
helpful in furthering the research.

Participant Selection

You are being invited to take part in this research because we feel that your experience as agile software
developer, tester or product owner can contribute to our understanding of utilizing change impact
analysis for effort estimation in agile. Your participation in this evaluation workshop is entirely voluntary.

Feedback of the evaluation will be provided to SAP as soon as the analysis of the evaluation is
completed.
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Print Name of Participant

Signature of Participant

Workshop procedure

The evaluation workshop is designed for two hours duration. The instrument used for evaluation is
a questionnaire. All participants should fill out different questionnaires, one for HyEEASe and other
for mockup evaluation.

The workshop includes the following steps:

Introduction to the research and purpose of workshop
Evaluation of HyEEASe

Introduction to the mockup

Evaluation of the mockup

Further feedback

ahON =

During these steps, all participants and the researchers will be located in the same room. Please fill
out the questionnaires as much as possible. The researchers will support you and answer
questions anytime if necessary.

Confidentiality

Only the researchers will have access to the information that will be collected from this workshop
and it will be kept confidential. Personal information about you and your given answers will be put
away and only the researchers will be able to see them. Any information about you will have an
identification number instead of your name. No-one but the researchers will know what your number
is and we will keep that information under lock and key. It will not be shared with or given to anyone
except the research team.

Sharing the Results

1. Information (i.e. raw data that is collected directly from this workshop)
Nothing that you tell us will be shared with anybody outside the research team even inside SAP
and the participants of this research, and nothing will be attributed to you by name.

2. Knowledge (i.e. the aggregated results of evaluation workshop)
The knowledge that we get from this workshop will be shared with you and the other
participants before it is made widely available to the public. Each participant will receive a
summary of the results. This knowledge will be published as part of Binish Tanveer's PhD
Thesis “Utilizing change impact analysis for effort estimation in agile software development”. In
addition, we will publish the anonymized results in order that other interested people may learn
from our research e.g. conferences, journals.

Right to refuse or withdraw

Participation in this study is entirely voluntary. It is your choice whether to participate or not. You do
not have to take part in this research if you do not wish to do so, and choosing to participate will not
affect your job or job-related evaluations in any way. You may stop participating in the study at any
time that you wish without your job being affected.

Part II: Certificate of Consent

| have been invited to participate in evaluation workshop about utilizing impact analysis for effort
estimation in agile software development.

| have read the foregoing information, or it has been read to me. | have had the opportunity to
ask questions about it and any questions | have asked have been answered to my satisfaction. |
consent voluntarily to be a participant in this workshop.

Date

Day/month/year
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Questionnaire - HyEEASe Date: 16.02.2017

Evaluation at SAP SE

Purpose of this workshop:
The purpose of this workshop is to:

Analyze HyEEASe and the mock up

for the purpose to evaluate with respect to the understandability and usefulness
from the perspective of agile development teams

in the context of estimation in agile software development.

Analyze HyEEASe and the mock up

for the purpose of identifying needs for improvements to increase their completeness and usefulness
from the perspective of agile development teams

in the context of agile software development.
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Questionnaire - HyEEASe Date: 16.02.2017

Workshop procedure

The evaluation workshop is designed for two hours duration. The instrument used for evaluation is a
questionnaire. All participants should fill out different questionnaires, one for HyEEASe evaluation and
other for mockup evaluation.

The workshop includes the following steps:

1.

Introduction to the research and purpose of workshop

In a presentation, a quick introduction of the research will be conducted explaining the
purpose of the workshop as well as introducing the conceptual framework and ideas of its
instantiation. Open questions regarding the evaluation will be answered. Informed consent
will be collected.

Evaluation HyEEASe

This step consists of evaluating HyEEASe and ideas presented in the previous presentation.
Each participant shall evaluate HyEEASe overall using a questionnaire that will be given to
them. The questionnaire also has four demographic questions. After this step, any of your
open questions will be answered before continuing with the next step.

Introduction to the mockup

This step consists of a walkthrough including a short presentation and explanation of the
mockup. Open questions regarding the evaluation will be answered. After this walkthrough,
any of your open questions will be answered before continuing with the next evaluation step.

Evaluation of the mockup
Based on the previous presentation and walkthrough, every participant will receive another
questionnaire to evaluate different quality aspects of the mockup.

Further feedback
In the end of this study, the researchers will ask you about further comments regarding
HyEEASe and/or the mockup and you can provide your feedback.

During these steps, you and the researchers will be located in the same room. Please fill out the
questionnaires as much as possible. The researchers will support you and answer questions anytime if

necessary.

Document information

This document contains the questionnaires to evaluate HyEEASe and mockup presented earlier. The first
questionnaire contains demographic questions as well as questions evaluating HyEEASe overall with
respect to its understandability and usefulness. The second questionnaire contains questions for evaluating
the quality aspects of the mockup. The questionnaires will be provided separately in two sessions.

Contact information

Binish Tanveer (main researcher)
binish.tanveer@iese.fraunhofer.de
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Questionnaire - HYyEEASe Date: 16.02.2017

Demographic Information

Please provide the following information

Full name:

Years of experience in  software
development:

Years of experience in agile development:

Current role in team: 0O Scrum Master

o Product Owner
o Developer

o Architect

O Quality manager

o Other, please specify:
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Questionnaire - HYyEEASe

Questionnaire — HyEEASe

Date: 16.02.2017

Your Full

Name:

Please answer the following questionnaire about HyEEASe method that utilizes change impact analysis
for supporting effort estimation. To what degree you agree or disagree with the following statements:

1.
HyEEASe is

...clear in meaning.
...easy to comprehend.

In general, it is
understandable.

2.
HyEEASe is

...informative to my work.

...valuable to my work.
...applicable to my work.

In general, it is useful for
estimating efforts.

1:
strongly
disagree

o

o

1:
strongly
disagree

(e]
(¢]

(e]

(e}

2:
disagree

2:
disagree

3:
neutral

3:
neutral

4:
agree

4.
agree

3. Inyour opinion, what information or steps are missing in the HyEEASe?

o0 No

0 Yes, please briefly explain:

4. What information do you consider as indicator of impact?

5:
strongly
agree

5:
strongly
agree

o
[e]

[e]

| don’t
know

I don’t
know
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Questionnaire - Mockup Date: 16.02.2017
Questionnaire — Mockup
Your Full Name:
This questionnaire consists of 12 questions concerning the understandability, usefulness, and
relevance of a potential tool presented through the mockup. The questions regarding the contained
information and potential visualizations in the mockup are also part of this questionnaire.
Based on the presented mockup as a potential tool for supporting effort estimation in software
development, to what degree you agree or disagree with the following statements:
1.
Assuming the mockup will be L . 2 3 4 > | don’t
. . strongly disagree  neutral agree strongly know
implemented as a tool, | expect its .
disagree agree
usage:
...to be clear. o o o o o o
...to be understandable. o o o o o o
..requires a lot of my mental
o o o o o o
effort.
...to be easy to use. o o o o o o
2.
Assuming the mockup will be 1: 2: 3: 4: 5: strongly I don’t
implemented as a tool, | strongly disagree neutral agree agree know
expect it to be: disagree
...informative to my work. o o o o o o
...valuable to my work. o o o o) o o
...is appropriate for my work. o o o o o o
...is applicable to my work. o o o o o o
In general, it is useful for o o o o o o
estimating efforts.
3.
Assuming the mockup will be 1: 2: 3: 4: 5: I don’t
implemented as a tool: strongly  disagree  neutral agree strongly know
disagree agree
| intend to use it. o o o o o o
| predict that | would use it. o o o o o o
| plan to use the system. o o o o o o
1
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Questionnaire - Mockup Date: 16.02.2017

4. In the potential tool, which of the following information is important to consider as impact
indicators? (multiple answers possible)
[ Total Size of the potentially impacted methods/classes (measured in lines of code-LOC)
O Complexity of the potentially impacted methods/classes (measured as McCabe’s Cyclomatic
complexity (CC) for a method and average McCabe’s cyclomatic complexity (AMC) for a class)
O Coupling of the potentially impacted methods/classes
O Frequency of change of the potentially impacted methods/classes in version history
[ Percentage of change of the potentially impacted methods/classes in version history

[ Other, please specify:

5. In the potential tool, which impact level is appropriate for effort estimation? Please also
explain the reason for your choice.
0 Class Level
0 Method Level

0 Other, please specify:

Reason, please specify:
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Questionnaire - Mockup Date: 16.02.2017

6. In the potential tool, how useful will be the following information for effort estimation?

1: 2: not 3: 4: 5: I don’t
not at all very neutral  somewh very know
useful useful at useful useful
Total Size
of the potentially impacted o) o o o o o)
methods/classes (LOC)
Complexity
of the potentially impacted o o o o o o
methods/classes (CC or AMC)
Coupling
of the potentially impacted o o o o o o
methods/classes
Frequency of change
of the potentially impacted
methods/classes in version ° © © © © °
history
Percentage of change
of the potentially impacted
methods/classes in version ° © ° © ° °
history
Other: °© © © © © ©

7. In the potential tool, how useful will be the following coupling metrics for effort estimation?

1: 2: not 3: 4: 5: I don’t
not at all very neutral  somewh very know
useful useful at useful useful

Cohesion o [¢) o o o o
Fan-in:
Fan-in of a method/class is the o o ° o o o
number of methods/classes that
depends directly on it
Fan-out:
Fan-out of a method/class the

o o o o o
number of methods/classes that
it depends on
Number of children for a class
i.e. the number of its sub- o o o © o °
classes
Depth of inheritance tree for a
class i.e. the number of its base o o o o o o
classes
Other: o o o o o o

3
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Questionnaire - Mockup

Date: 16.02.2017

8. Please prioritize the following information according to their importance for effort estimates

(where 1 stands for highest priority).

Total Size of the potentially impacted methods/classes (LOC)

Complexity of the potentially impacted methods/classes (CC or AMC)
Coupling of the potentially impacted methods/classes

Frequency of change of the potentially impacted methods/classes in version

history

Percentage of change of the potentially impacted methods/classes in version

history

Other:

Priority
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Questionnaire - Mockup Date: 16.02.2017

9. Which of the following four visualizations are useful to show the impact information? Select
all those that are useful.

0 Display one information in one chart. For example, this chart displays only “size” per method.

Clustered column - one information per method
- (Size)
140
120
100

80
60 M Size
40
2 I
m B
M1 M2 M3 M4 M5 M6

0 Display all information in one chart. For example, this chart displays “size, complexity, fan-in and
fan-out” for all methods

Clustered column (all information for each method)

140
120
100
80 M Size
60 W Complexity
mfanin
40
fan out
20
0 II - III I | i I_ _
M1 M2 M3 M4 M5 M6
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Questionnaire - Mockup Date: 16.02.2017

0 Display all information in one chart. For example, this treemap chart displays “size, complexity,
fan-in, fan-out” for all methods.
Treemap chart showing all information per method

EM1L BM2 BM3 0 M4 EMS W M6

0 Display maximum information in one chart. For example, this bubble chart displays “size,
complexity” on x and y axis respectively where, “fan-in” is shown as bubble size.

Bubble chart, bubble size showing "fan-in"

18
16
14
12
B" 10
X
o 8
Q.
£ 6
o
o 4
2
5
1 2 3 4 5 6 7 8 9
-2
. Size

0 Other: If you think of any other visualization, please briefly describe
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Questionnaire - Mockup Date: 16.02.2017

10. For the potential tool, which information pair is the most relevant for effort estimation? (only
one answer possible)
0 Size — Complexity
0 Size — Coupling
0 Complexity — Coupling
o]

Other, please specify:

11. Is the impact information and visualizations presented in the mockup sufficient to support
effort estimate?
0 Yes
0 No, please specify what other information is required or what other step should be

performed to make effort estimate?

12. If you have any other comments, please provide here:
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Questionnaire - Mockup Date: 16.02.2017

Overall Feedback

In the following part, we are interested in your further feedback and suggestions for improvement
regarding the presented mockup. Please answer the next questions by using the provided moderation
cards. Please write

- in block letters
- only one issue/subject per card
- maximum 3 lines per code

1. On the yellow cards, write these aspects of HyEEASe and the presented mockup that you liked
the most.

2. On the , write these aspects of HyEEASe and the presented mockup that should be
improved or those who represent a problem/risk for their usefulness, applicability and/or
supporting experts in making effort estimates.

Please return your written cards after completion.

Thank you very much!
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D Appendix D

This appendix contains the informed consent and the questionnaire for
evaluation at Insiders Technologies.
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Informed content for evaluation at Insiders Technologies

Informed Consent Form for effort estimation experts/teams at Insiders Technologies, one of the
members of Abakus SMEs who we are inviting to participate in the evaluation workshop. The
purpose of this workshop is to

“Analyze the HyEEASe (Hybrid Effort Estimation of changes in Agile Software development) method
and the prototype for the purpose to evaluate with respect to the understandability and usefulness
as well as identifying needs for improvements from the perspective of agile development teams in the
context of estimation in agile software development.”

This Informed Consent Form has two parts:
¢ Information Sheet (to share information about the workshop with you)
o Certificate of Consent (for signatures if you choose to participate)

You will be given a copy of the full Informed Consent Form

Who to Contact
If you have any questions you may ask them now or later, even after the study has started. If you
wish to ask questions later, you may contact: Binish Tanveer (binish.tanveer@iese.fraunhofer.de).
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Part I: Information Sheet

Introduction

| am Binish Tanveer, working in the Process Engineering department at Fraunhofer IESE. | am doing
research on improving the process of effort estimation in agile software development methodologies.
In particular, | am currently developing a hybrid approach for improving effort estimation in agile
software development. A part of this research is being conducted in the context of Abakus project,
grant number 01IS15050G. | am going to give you information and invite you to be part of this
research.

If you have questions, you can contact me as.

Context:

Effort estimation is more challenging in an agile context, as instead of exerting strict control over
changes in requirements, dynamism is embraced. Current practice relies on expert judgment, where
the accuracy of estimates is sensitive to the expertise of practitioners and prone to bias.

In order to improve the effectiveness of the effort estimation process, we investigated the estimation
process with respect to its accuracy in the context of agile software development from the
perspective of agile development teams.

Using case study research, two observations and eleven interviews were conducted in a Germany
based multinational software company with three agile development teams.

The results reveal that factors such as the developer's knowledge, the complexity and impact of
changes on the underlying system affect the magnitude as well as estimation accuracy. Furthermore,
there is a need for a tool that incorporates expert knowledge, enables explicit consideration impact
information and visualizes this information in order to improve the effectiveness of the effort
estimation.

Based on the findings of the case study, a hybrid estimation approach based on utilizing change
impact analysis and supported by a prototype is developed to improve effort estimation in agile
development.

Purpose of this workshop:
Consequently, the purpose of this workshop is to:

Analyze the HyEEASe method and prototype tool

for the purpose to evaluate with respect to the understandability and usefulness
from the perspective of agile development teams

in the context of estimation in agile software development.

Analyze the HyEEASe method and prototype tool

for the purpose of identifying needs for improvements to increase their completeness and
usefulness

from the perspective of agile development teams

in the context of agile software development.

Participant Selection
You are being invited to take part in this research because we feel that your experience as effort
estimation experts in agile software development (being developer, tester or product owner) can
contribute much to improve the HyEEASe method and prototype. Your participation in this workshop
is entirely voluntary.
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Workshop procedure
The evaluation workshop takes place on 13" Nov 2017 at Insiders Technology and is designed for
four hours duration starting 14:00 till 18:00. The instrument used for evaluation is a
questionnaire. All the participants should fill out this questionnaire. The researchers will answer
open questions, if any, during these steps.
The workshop includes the following steps:

1.

Introduction and purpose of workshop

In a presentation, a quick introduction of the research will be conducted explaining the

purpose of the workshop as well as introducing the HyEEASe method and prototype.

Informed consent will be collected.

Training of the prototype

This step consists of a walkthrough including a short presentation and explanation of the

prototype. You will be asked if you feel prepared to use the prototype tool (with the

researcher) before proceeding with the next step.

Using the prototype to estimate the tasks

Together with the researcher, you will be able to use the prototype tool and make

estimations for the selected set of tasks. You will make estimates using your current

estimation method. You are free to make discussions with other participants while making
estimation. The researchers will be noting down your individual estimates as well.

Evaluation of the method and prototype

This step consist of evaluating the HyEEASe method and prototype. Each one of you shall

evaluate the method and prototype using a questionnaire that will be given to you. The

questionnaire also have four demographic questions.

Further feedback

In the end of this study, the researchers will ask you about further comments regarding the

method and prototype and you can provide your feedback. The feedback will be collected as

follows:

e You will be provided with the moderation cards in green and red colors.

e Please write

- in block letters
- only one issue/subject per card (max issue/subject = three)
- maximum 3 lines per card

e On the green cards, write the aspects of the method and the prototype that you liked
the most.

e Onthe , write the aspects of the the method and the prototype that should
be improved or those who represent a problem/risk regarding their usefulness,
applicability and/or supporting experts in making effort estimates.

e Please return your written cards after completion.

During these steps, you and the researchers will be located in the same room. Please fill out the
questionnaires as much as possible. The researchers will support you and answer questions anytime
if necessary.

Document information

This document contains the questionnaires to evaluate the method and prototype presented earlier.
The first questionnaire contains demographic questions as well as questions evaluating the quality of
the method and prototype with respect to its understandability and usefulness.

Confidentiality
Only the researchers will have access to the information that will be collected from this
workshop and it will be kept confidential. Personal information about you and your given
answers will be put away and only the researchers will be able to see them. Any information
about you will have an identification number instead of your name. No-one but the researchers
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will know what your number is and we will keep that information under lock and key. It will not
be shared with or given to anyone except the research team.

Sharing the Results

1. Information (i.e. raw data that is collected directly from this workshop)
Nothing that you tell us will be shared with anybody outside the research team even inside
Insiders Technologies and Abakus participants, and nothing will be attributed to you by
name.

2. Knowledge (i.e. the aggregated results of the workshop)
The knowledge that we get from this workshop will be shared with you and the other
participants before it is made widely available to the public. Each participant will receive a
summary of the results. This knowledge will be published as part of Binish Tanveer’s PhD
Thesis “Utilizing change impact analysis for effort estimation in agile software development”.
In addition, we will publish the anonymized results so that other interested people may
learn from our research e.g. conferences, journals.

Right to refuse or withdraw
Participation in this study is entirely voluntary. It is your choice whether to participate or not.
You do not have to take part in this research if you do not wish to do so, and choosing to
participate will not affect your job or job-related evaluations in any way. You may stop
participating in the study at any time that you wish without your job being affected.

Part Il: Certificate of Consent

| have been invited to participate in evaluation workshop about analyzing the HyEEASe method and
prototype for the purpose to evaluate with respect to the understandability and usefulness from the
perspective of agile development teams at Insiders Technologies in the context of effort estimation in
Abakus project.

| have read the foregoing information, or it has been read to me. | have had the opportunity to ask

questions about it and any questions | have asked have been answered to my satisfaction. |
consent voluntarily to be a participant in this workshop.

Print Name of Participant

Signature of Participant

Date

Day/month/year
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Evaluation questionnaire Date: 13" Nov 2017

Evaluation at Insiders Technologies

The purpose of this workshop is to:

Analyze the HyEEASe method and prototype tool

for the purpose to evaluate with respect to the understandability and usefulness
from the perspective of agile development teams

in the context of estimation in agile software development.

Analyze the HyEEASe method and prototype tool

for the purpose of identifying needs for improvements to increase their completeness and usefulness
from the perspective of agile development teams

in the context of agile software development.

Document information

This document contains the questionnaire to evaluate the method and prototype presented earlier.
The first part contains demographic questions whereas the second part contains questions regarding
understandability and usefulness of the method and prototype.
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Evaluation questionnaire

Demographic Information
Please provide the following information

Date: 13" Nov 2017

Participant ID

HyEEASe008

Years of experience in agile development

Years of experience in effort estimation

Current effort estimation method

Current role in team

O Scrum Master

0 Product Owner

o Developer

O Architect

o Quality Manager

o Other, please specify:
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Evaluation questionnaire

Date: 13" Nov 2017

Please answer the following questionnaire about HyEEASe method and prototype for supporting
effort estimation. To what degree you agree or disagree with the following statements:

1. Ithink the HyEEASe method...

... Improves my performance in my job

... increases my productivity in my job
... enhances my effectiveness in my
job

... is useful for my job

2. Ithink the HyEEASe method...

... is clear

... is understandable

... requires a lot of

mental effort to apply it

... is easy to use

...does what | expected it to do

3. Ithink the HyEEASe method...

... is pretty much what | need to
estimate effort of a task

... is missing critical data/information
that would be very useful to estimate
efforts of a task

In general, is complete

1:

strongly disagree

disagree
o
o

(e]

1:

strongly disagree

disagree
o
o

(e]

1:

disagree
o

2:

(¢]
(e]

(e]

2:

2:
strongly disagree

(e]

3:
neutral

3:
neutral

3:
neutral

(e]

4: 5:
agree  strongly
agree
o o
o o
o o
o o
4: 5:
agree  strongly
agree
o o
o o
o o
o o
o o
4: 5:
agree  strongly
agree
o o
o o
o o

don’t
know

don’t
know

don’t
know
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Evaluation questionnaire Date: 13" Nov 2017

4. | think the information provided 1: 2: 3: 4: 5: |
by HyEEASe when performing strongly disagree neutral agree strongly | don’t
effort estimation ... disagree agree | know

... includes all relevant elements o (¢} o o o o

required for estimating effort for new

tasks

... has sufficiently breath for o (¢} o o o o

estimating effort for new tasks

... has an appropriate level of detail o o o o o o

In general, is complete for estimating o o o o o o

effort for new tasks

5. 1 think the information provided 1: 2: 3: 4: 5: I
by the HYEEASe method is ... strongly disagree neutral agree strongly don’t
disagree agree | know

... clear in meaning o o o o o o

... easy to comprehend o o o o o o

... easy to interpret o o o o o o)

In general, understandable for

L o o o o o o
estimating effort for new tasks
6. |think the information provided 1: 2: 3: 4: 5: |
by HyEEASe method is ... strongly disagree neutral agree strongly don’t
disagree agree | know
... trustworthy o o o o o o
... accurate o o o o o o
... credible o o o o o o
In general, reliable for estimating
o o o o o o
effort for new tasks
7. 1 think the information provided 1: 2: 3: 4: 5: |
by HyEEASe method is ... strongly disagree neutral agree strongly | don’t
disagree agree | know
... informative o o o o o o
... valuable o (¢} o o o o
In general, useful for estimating effort
o o o o o o
for new tasks
... relevant for estimating effort for new
o o o o o o
tasks
... appropriate for estimating effort for o o o o ° o
new tasks
.. applicable for estimating effort for
o o o o o o
new tasks
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Evaluation questionnaire

8. After using the HyEEASe 1: 2: 3:
method... strongly disagree neutral
disagree
I have sufficient knowledge about the
potential impact of new tasks on our o o o
system.
| am more aware of potential impact
of implementing a new task on our o o o
system.
| know which are the most relevant
impact factors. © © ©
| know the relative priority of impact
factors. © © ©
9. |think the HyEEASe prototype ... 1: 2: 3:
strongly disagree neutral
disagree
... is well formatted o o o
... is well laid out o o o
... is clearly presented on the screen o o (¢}
...provides visualizations that support
me doing effort estimations for new
tasks
10. Assuming | would have 1: 2: 3:
access to the HyEEASe strongly disagree neutral
prototype: disagree
| intend to use it. o o o
| predict that | would use it. o o o
| plan to use the system. o o o

4:
agree

4:
agree

o

4:
agree

(e]
o
o

Date: 13" Nov 2017

5: |
strongly | don’t
agree | know

o o
o o
o o
o o
5: |

strongly = don’t
agree know

o o
o o
o o
5: I don’t
strongly know
agree
o \ o
o \ o
o \ o
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COCOMO Il Reuse model

For maintenance projects that involve more than 20% change in the
existing base code (relative to new code being developed), COCOMO II
uses maintenance size. An initial maintenance size is obtained in one of
the two ways [34]:

1. When the base code size is known and the percentage of change
to the base code is known i.e.

Size,, = [BaseCodeSize + MCF| x MAF

where MCF stands for Maintenance Change Factor (MCF) i.e. the
percentage of change to the base code i.e.

SizeAdded + SizeModitfied

MCF = BaseCodeSize

2. When the fraction of code added or modified to the existing base
code during the maintenance period is known. The deleted code
is not counted i.e.

Size, = [SizeAdded * SizeModified| * MAF

where MAF stands for Maintenance Adjustment Factor with which
initial maintenance size estimate is adjusted i.e.
SU
MAF =1+ <100 * UNFI\/I)

where SU is Software Understanding, and UNFM is Program-
mer Unfamiliarity. COCOMO Il uses SU and UNFM factors from
its reuse model to model the effects of well or poorly struc-
tured/understandable software on maintenance effort. The
resulting maintenance effort estimation formula is the same as
the COCOMO Il Post-Architecture development model i.e. mainte-
nance effort in person months (PM):

B 17
PM,, = A x <5izem> * H *EM,

i=1

It uses the same parameters as the Post Architecture model with few
exceptions and/or changes. For example, among scale factors, main-
tenance model does not use Required Development Schedule (SCED)
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scale factor, similarly among cost drivers it does not use Developed for
reusability (RUSE) and it uses a different rating scale for Required Soft-
ware Reliability (RELY).

E.2  Set up of Agile COCOMO Il - scale factors and cost drivers

Table E.1: Agile COCOMO Il Scale factors ratings
Very |Low |Normal |High |Very |Extra |COCOMO
low high | high | multiplier
Precedentedness (PREC) 0 0 1 0 0 0 3.72
Development Flexibility (FLEX) 0 0 1 0 0 0 3.04
Architecture/ Risk resolution (RESL) 0 0 0 1 0 0 2.83
Team Cohesion (TEAM) 0 0 0 0 1 0 1.10
Process Maturity (PMAT) 0 0 0 1 0 0 3.12
Sum of scale factors (SF) - - - - - - 13.81
Table E.2: Agile COCOMO Il Cost drivers ratings
Task 1| Task 2 | Task 3| Task 4 | Multiplier
Task Complexity (CPLX)
Level 1 0 0 0 0 0.73
Level 2 0 0 0 1 0.87
Level 3 0 1 1 0 1.00
Level 4 0 0 0 0 1.17
Level 5 1 0 0 0 1.34
Level 6 0 0 0 0 1.74
Database size (DATA)
DB bytes / program SLOC< 10 0 0 0 0 0.90
10<=D/P <100 1 1 1 1 1.00
100 <= D/P <1000 0 0 0 0 1.14
D/P >= 1000 0 0 0 0 1.28
Execution time Constraint (TIME)
<= 50% use of available execution time 1 1 1 1 1.00
70% use of available execution time 0 0 0 0 1.1
85% use of available execution time 0 0 0 0 1.29
95% use of available execution time 0 0 0 0 1.63
Main strorage Constraint (STOR)
<= 50% use of available execution time 1 1 1 1.00
70% use of available execution time 0 0 0 0 1.05
85% use of available execution time 0 0 0 0 1.17

Continued on next page
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Table E.2 - continued from previous page

Task 1| Task 2 | Task 3| Task 4 | Multiplier
95% use of available execution time 0 0 0 0 1.46
Analyst Capability (ACAP)
15th percentile 0 0 0 0 1.42
35th percentile 0 0 0 0 1.19
55th percentile 1 1 1 1 1.00
75th percentile 0 0 0 0 0.85
90th percentile 0 0 0 0 0.71
Programmer Capability (PCAP)
15th percentile 0 0 0 0 1.34
35th percentile 0 0 0 0 1.15
55th percentile 1 1 1 1 1.00
75th percentile 0 0 0 0 0.88
90th percentile 0 0 0 0 0.76
Required Software Reliability (RELY)
Slight inconvenience 0 0 0 0 1.23
Low, easily recoverable losses 0 0 0 0 1.10
Moderate, easily recoverable losses 1 1 1 1 1.00
High financial loss 0 0 0 0 0.99
Risk to human life 0 0 0 0 1.07
Documentation match to life-cycle
needs(DOCU)
Many life-cycle needs uncovered 0 0 0 0 0.81
Some life-cycle needs uncovered 0 0 0 0 0.91
Right-sized to life-cycle needs 1 1 1 1 1.00
Excessive for life-cycle needs 0 0 0 0 1.11
Very excessive for life-cycle needs 0 0 0 0 1.23
Platform Volatility(PVOL)
Major change every 12 month; minor change | 0 0 0 0 0.87
every 1 month
Major: 6 month; minor: 2 week 1 1 1 1 1.00
Major: 2 month; minor: 1 week 0 0 0 0 1.15
Major: 2 week; minor: 2 days 0 0 0 0 1.30
Personnel continuity (PCON)
48% [ year 0 0 0 0 1.29
24% [ year 0 0 0 0 1.12
12% / year 1 1 1 1 1.00
6% / year 0 0 0 0 0.90
3% / year 0 0 0 0 0.81

Continued on next page
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Table E.2 - continued from previous page

Task 1 |Task 2 | Task 3| Task 4 | Multiplier
Application experience(AEXP)
<=2 months 0 0 0 0 1.22
6 months 0 0 0 0 1.10
1 year 1 1 1 1 1.00
3 years 0 0 0 0 0.88
6 years 0 0 0 0 0.81
Platform experience (PEXP)
<=2 months 0 0 0 0 1.19
6 months 0 0 0 0 1.09
1 year 1 1 1 1 1.00
3 years 0 0 0 0 0.91
6 years 0 0 0 0 0.85
Language experience (LEXP)
<=2 months 0 0 0 0 1.20
6 months 0 0 0 0 1.09
1 year 1 1 1 1 1.00
3 years 0 0 0 0 0.91
6 years 0 0 0 0 0.84
Use of Software Tools(TOOL)
Edit, code, debug 0 0 0 0 1.17
Simple, frontend, backend CASE, little integra- | 0 0 0 0 1.09
tion
Basic lifecycle tools moderately integrated 1 1 1 1 1.00
Strong, mature lifecycle tools, moderately in- |0 0 0 0 0.90
tegrated
Strong, mature, proactive lifecycle tools, well | 0 0 0 0 0.78
integrated with processes, methods, reuse
Multisite development(SITE)
Collocation: International; Communication: |0 0 0 0 1.22
Some phone, mail
Collocation: Multi-city and multi-company; | 0 0 0 0 1.09
Communication: Individual phone, FAX
Collocation:  Multi-city or multi-company; |0 0 0 0 1.00
Communication: Narrow-band email
Collocation: Same city or metro area; Com-|0 0 0 0 0.93
munication: Wide-band electronic communi-
cation

Continued on next page
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Table E.2 - continued from previous page

Task 1| Task 2 | Task 3| Task 4 | Multiplier

Collocation: Same building or complex; Com- |0 0 0 0 0.86
munication: Wide-band electronic communi-

cation

Collocation: Fully collocated; Communication: | 0 0 0 0 0.80
Interactive multimedia

Sum of Multipliers (SM) 14.94 |114.60 |14.60 |14.47

Programmer”s unfamiliarity (UNFM)

Completely familiar 0 0 0 0 0.00
Mostly familiar 0 0 0 1 0.20
Somewhat familiar 0 0 1 0 0.40
Considerably familiar 1 0 1 0 0.60
Mostly unfamiliar 0 0 0 0 0.80
Completely unfamiliar 0 0 0 0 1.00
Software understanding (SU)

Very low 0 0 0 0 50.00
Low 0 0 0 0 40.00
Nominal 1 1 1 1 30.00
High 0 0 0 0 20.00
Very high 0 0 0 0 10.00
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This appendix contains the experiment registration form that was pro-
vided on-line for the students to register and the booklet that was used
during the experiment. The content of the booklet used in the experi-
ment for describing the context, the system and the tasks were the same
for both the groups. Therefore, to avoid the repetition in this appendix,
we have removed the same content in the booklet of Group B (i.e., pages
from 1 to 8). It starts from the walk through of HyEEASe.
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Experiment registration
Experiment Date: April 30th, 2018

Experiment Place: SPPM Lecture room: Building 11 Room 207
Contact: Binish Tanveer (binish.tanveer@iese.fraunhofer.de)

Introduction:

Software effort/ time estimation is a fundamental phase for the development of any software.
However, if not done properly it may cause delays in software delivery, budget overruns as well as
serious implications for employees/ companies. Many software estimation methods have been
proposed in academia each claiming to provide improved effort/ time estimation making them more
realistic for project planning purposes. In this direction, | am conducting an experiment.

Objective:
The objective of the experiment is to compare few software estimation methods and to find which one
is more useful for estimating the development effort.

Your participation will provide us with an opportunity to analyze these estimation methods. Therefore,
we invite you to participate in the experiment scheduled on April 30th in the SPPM lecture class. With
this experiment, you will get an opportunity to learn and gain insights of these state of the art software
estimation methods. We will present you these methods on May 3rd in the SPPM exercise class.

Registration:

In order to register for the experiment, please fill out this short questionnaire. The questionnaire
comprises of questions regarding your demographic information, theoretical and practical knowledge.
We need this information for better analyzing the experiment results. The registration will close on
April 24th.

It will take about 7-8 minutes to fill out the questionnaire. We would ask you to please answer all the
questions completely and to the best of your knowledge.

Data confidentiality:

Only the researchers will have access to the information that will be collected from this questionnaire
and the experiment. Personal information about you and your given answers will be kept confidential.
Any information about you will have an identification number instead of your name. It will not be
shared with or given to anyone except the research team.

Sharing the Results:

» Information (i.e. raw data that is collected directly from this experiment)
None of the data that you provide us will be shared with anybody outside the research team
and nothing will be attributed to you by name.

» Knowledge (i.e. the aggregated results of the experiment)
This knowledge will be published as part of Binish Tanveer’s research work. In addition, we will
publish the anonymized results so that other interested people may learn from our research
e.g. conferences, journals.

Right to refuse or withdraw:

Participation in this study is entirely voluntary. It is your choice whether to participate or not. You do
not have to take part in this research if you do not wish to do so. Choosing not to participate will not
affect your overall assessment in the course in any way.

However if you participate, you will get 5% bonus points in the SPPM lecture.
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Participant demographic information
Contact email:

Name:

Matriculation number:

Educational background

1.

Which program are you currently enrolled in?

o
o

Bachelor
Master

What is your major in your program e.g. BS/MS Computer science/ Informatik, Cognitive sciences

etc.

Please specify:

Which semester of the program are you in? e.g. First/1% semester
Please specify:

Theoretical knowledge

1.

2.

Which of the following have you taken/ are you taking?

oy oy

(]

None

BS — Software development (1/2/3/4)

BS — SW development project

BS — Foundations of Software Engineering

BS — Seminar: Software Engineering

BS — Project Management

BS — Project - Agile Methods

MS — Project — Software Systems

MS — Process Modeling

MS — Empirical Model Building and Methods

MS — System and Software Architecture

MS —Seminar: Software Engineering

MS — Quality Management of Software and Systems
MS — Project: Software Engineering (Team based Software Development/ Software Evolution
etc..)

MS — Project and Process management

Other

Which of the software development models are you familiar with?

ooooo0

None

Waterfall model

Spiral model

Rational Unified Process (RUP)
Agile development process
Other:

3. Which of the agile methods are you familiar with?
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None

Scrum

Test driven development (TDD)
Extreme programming (XP)
Other:

0000 D

Are you familiar with software development effort or time estimation methods?
No

Yes, | have read about it

Yes, | have used it while working on a project in a course

Yes, | have used it while working on a project in a company

Other:

Which of the software development effort or time estimation methods are you familiar with?
None

Expert based estimation (e.g., Ad hoc, Wide band Delphi, Planning poker)
Data based algorithm model (e.g., COCOMO)

Combination of both expert based and data based (e.g., COBRA)

Other:

O O o0 oo

ooooo

Which of the expert based estimation methods are you familiar with?
None

Ad hoc expert estimation

Wide band Delphi

Planning poker

Other:

ooooo

In Planning Poker, do experts estimate a requirement by consulting an estimation model?
0 Yes

o No

0 Ildon’tknow

Which code metrics are you familiar with?

None

Lines of code (LOC)

Cyclomatic complexity (McCabe cyclomatic complexity)
Coupling

Cohesion

Other:

ooocooo

How did you get familiar with code metrics?

0 | am not familiar with any code metrics

| have read about them

| have calculated one/some of them while working on a project in a course

| have calculated one/some of them while working on a project in a company
Other:

O 0 o0 oo
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Practical knowledge

1. How much experience do you have in software development?
None

Less than 1 year

1-3 years

3-5years

More than 5 years

Other:

O 0O 0 O0O0Oo

2. How much experience do you have in agile software development?
None

Less than 1 year

1-3 years

3-5years

More than 5 years

Other:

O OO0 o0 oo

3. Which of the agile methods have you been working with?
None

Scrum

Test driven development (TDD)

Extreme programming (XP)

Other:

[ iy iy Wy

4. In what role/s have you been working?
None

Developer

Tester

Architect/ Designer

Project Manager

Requirement engineer

Scrum master

Product owner

Other:

ooocoooodpoD

5. Have you ever estimated software development effort or time in practice?
U No
O Yes, | have estimated development effort or time while working on a project in a course
O VYes, | have estimated development effort or time while working on an Open Source Software
project
O Yes, | have estimated development effort or time while working on a project in a company
O Other:
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6. How often did you estimate software development effort or time?

0 Never
O Rarely
0 Frequently

7. Which estimation methods have you been using from the following categories?

None

Expert based estimation (e.g., Ad hoc, Wide band Delphi, Planning poker)
Data based algorithm model (e.g., COCOMO)

Combination of both expert based and data based (e.g., COBRA)

Other:

ooooo

8. Please specify the name of the estimation method/s that have you been using.

9. What have you been estimating?

None

Size (code) of the project/ change request
Complexity of the code

Total development effort

Total development time

Total development cost

Other:

ocoocoood

10. Have you used any tool to make estimations?
o0 No
o0 Yes
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Name: Matriculation no: Group A

Experiment in SPPM course
Date: April, 30" 2018
Booklet - Group A and Group B
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Thank you for participating in the experiment.

Experiment objective:

The objective of the experiment is to compare software estimation methods and to find which one is
more useful for estimating the development effort. Your participation will provide us with an
opportunity to analyze these estimation methods. During this experiment, you will get an opportunity
to learn and gain insights of these state of the art software estimation methods. We will further discuss
these methods with you on May 3rd in the SPPM exercise class. Please note that your personal
information and your answers will be kept confidential. Moreover, experiment results will not affect
your assessment in the course.

Before starting the experiment, we will shortly describe software development effort estimation.

Software development effort estimation:
It is the process of predicting the most realistic amount of effort required to develop or
maintain software based on incomplete and/or uncertain requirements/features. The effort can be
estimated, e.g., in person-hours, story points (SP), person hours (PH) or ideal days etc.
Software development effort estimates are used for project bidding, budgeting and planning. These
are critical practices in the software industry because poor budgeting and planning often have
dramatic consequences. When budgets and plans are too pessimistic, business opportunities can be
lost, while over-optimism may lead to significant losses [1]. Three kinds of estimation methods exist:
o Expert-based (e.g. Adhoc, Wideband Delphi, Planning poker etc.) these methods rely on an
expert’s knowledge of the system and experience of estimation in the past and their subjective
judgment.
e Data-based models (e.g. COCOMO etc.) these methods rely on mathematical models that
identify and exploit relations and patterns in the historical data about estimation.
e Hybrid (e.g. COBRA™[2] etc.) these methods combine expert-based and data-based methods.

In the following section, we will introduce the system and associated features that are the objects
of experiment.
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The system

Moodle [3]: stands for “modular object-oriented dynamic learning environment”. It is an open source,
online learning management system like OLAT. It is developed on the open-source LAMP
framework consisting of Linux (operating system), Apache (web server), MySQL (database), and PHP
(programming language). Due to the portability of these components and the modularity of Moodle
itself, it can support a wide range of operating systems, database systems, and web servers[4].

It is designed to create opportunities for rich interaction between teachers and students. Its goal is to
give teachers and students the tools they need to teach and learn, respectively.

Moodle [5] is explained below by using an analogy with Lego bricks.

e Imagine Moodle as a platform that comes with a huge set of Lego bricks.
® On this platform, we can have different foundations (called courses).
This is where we put our Lego bricks on.

Let us imagine we can do four basic things with four colored Lego bricks.
Brick type Examples:
We can store...

W
Stere ‘Files, . folders, . database, . webpages etc.

io oat We can communicate through...
ommunicate
‘ RSS, ‘ forums, . calendar, ‘ messaging etc.

We can collaborate through...

Collaborate :
Blog, wiki, workshop, glossary etc.

. We can evaluate with. ..
| 8 e, O e D i,
Grade, quiz, assignment, survey etc.

e We can have as many bricks we want. And, we can get many other compatible bricks too e.g.

polls, . individual learning plan, open meetings, .timers etc.

e We can arrange the bricks that fit in any way that suits our educational
purpose.

o We decide who gets in the system and what they can do, therefore we
have roles e.g.

An admin can do, see edit anything on the system.

A teacher can do, see and edit anything in the course.

A student can do, see and edit anything in the course as assigned by the teacher.

A guest can only look at few parts, permissions for a parent or any other role can be

specified
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Moodle architecture [4] : Moodle follows a basic three-tier architecture as shown in Figure 1 below.
It is structured as an application core, surrounded by numerous plugins to provide specific
functionality. Moodle is designed to be highly extensible and customizable without modifying the core
libraries but through the plugin architecture.

User ng : | :
Using a wob browser ; v !
AN HTTR ¥ H
y v f Core Ul | |
ir toodie ) ) ' [Forum Ul| Quiz Ul roles, categories, | |
' ! ' courses, users. .| !
i - ' - ! Plugins
: ul b ' Core UlfLibs (lumw.vm....) H :]
i T PHP function calls i : I I : I—m]
i v X : » ' -2 Y '
' ' ' 4 P ' Plugins
' R i ' [Forum |Ib| uiz lib I | '
: Libraries ' ' & ¢ MmpisImant
: ' H ) - : specific
. §  PHPwnconcats & : Core libraries (for handing roles. categaries, courses, users, ...) ¢ functionality
| " . " H ' ! They slice
| _DBlbs || Filelibs |: ; x A Ao
' A A ]
lecccaaas it il pib 1 : three layers.
- g PR _ A qali | The use the
-_iLA- > o | DBlbs ||  Filelbs || Mo
; . ) | provided by
DB m':oldllsi fistiron . Sl Moodie core.
o o "o | Gua | Core data

Figure 1: Moodle architecture®

Plugins in Moodle are of specific types. For example, an authentication plugin and an activity module
will communicate with Moodle core using different APIs, tailored to the type of functionality the plugin
provides. Functionality common to all plugins (installation, upgrade, permissions, configuration etc.)
are, however, handled consistently across all plugin types. Following are some types of plugins:

e Activity modules

e Assignment types

e Course format

e Authentication plugins

e Gradebook

e Plagiarism detection plugins

e Quizreports

e Workshop forms

Moodle core provides all the infrastructure necessary to build a learning management system. It
implements the key concepts that all the different plugins will need to work with. These include but
not limited to: Courses and activities, users (e.g. teacher, student), course enrolment, user
functionality etc.

In the next section, we will describe the feature in focus today for this experiment.
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Feature in focus today: Plagiarism prevention [6]

Plagiarism is the act of taking someone else's work or ideas and passing them off as your own. These
days some students plagiarize material available on the internet. They may submit content that they
have copied without acknowledging the real author of the work. Plagiarism check detects when this
form of cheating or academic dishonesty has happened.

In Moodle, plagiarism is detected through “plagiarism prevention plugin” with the following basic
functionality.

0 Plagiarism prevention plugin:
0 Currently the plugin only supports the assignment activity.
0 Currently the plugin is only able to detect whether the text in an assignment is copied
from a source on the Internet.

Required enhanced features:

1. Feature 1: Extend basic functionality i.e. in addition to detecting the copied text, also generate:
a. Report (with statistics) indicating what parts of assignment have been copied.
b. Analyze the plagiarized part and suggest the action category (acceptable, acceptable
after revision, not acceptable).
c. Analyze the plagiarized part and visualize effected parts with percentages (graphs).
2. Feature 2: Extend the feature 1 to support quizzes (individual) and/or workshop (group work)
activity submission.

In the next section, we will describe the context and associated tasks.
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Your profile:

1. Assume you work for the company TUKLSoft.

2. You have joined TUKLSoft as a developer.

3. You are provided only with the previous description of the system and feature 1 to be
implemented.

Context:
The company:

1. TUKLSoft is a software development company.

2. ltis extending the above mentioned large-scale Moodle system.

3. TUKLSoft is following agile development approach using Scrum. The development takes place
in a three-week periods called sprint.

Sprint planning and estimation

1. Every sprint, the team takes a number of the most urgent user stories/ features from the
backlog (user stories/ features document) to work on during that sprint.

2. Atthe start of a sprint, there is a period of planning and estimation.

a. The team estimates the effort/ size or complexity of the features.

b. Starting with small features and incrementally adding larger ones.

c. All activities are taken into account (e.g. development, test, integration,
documentation etc.)

3. Single estimates are done using, e.g., “planning poker” i.e. every member plays a card
containing a value similar to values in Fibonacci series (0, 1, 2, 3, 5, 8...). These values represent
effort estimation units like story points (SP), person hours (PH) or ideal days etc. (A detailed
explanation of planning poker will be provided to you later).

4. During the sprint, the team meets daily to discuss solutions and progress, as well as to organize
testing and peer reviews of code.

5. The team has a Scrum master to help everyone stay organized and to protect the team from
distracting influences during the sprint.

Your job:
You are assigned the task to review the estimated effort for feature 1 made by the TUKLSoft’s scrum
team in the sprint planning and estimation.

Note:

> The motive behind your job is to let you gain knowledge and experience of how estimation is
done at TUKLSoft.
With this experience, you will be able to analyze the method and its output i.e. the estimates.
Please provide all the information asked in the experiment to the best of your knowledge and
based on your experience you gather during this experiment.
> Please note that there is no right or wrong answer and therefore, your performance will not
be judged in any way.
Please do not leave any question unanswered.
Please write clearly.

>
>

vy

In the next section, we will describe the tasks that you have to perform.
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Please read the provided description of the system (i.e. Moodle) and feature 1. Take few
minutes to understand both Moodle and feature 1. Please contact the experimenter if you
have any question regarding Moodle or feature 1.

As soon you have understood Moodle and feature 1, please raise your hand so we can
provide you the tasks you are requested to performed.
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Please specify the start and end time for the following task.

Task 1 Start time: [HH:MM]

Assume you are a part of the development team and you are estimating feature 1. Please see that
you are estimating alone (completely independently) using person-hours as estimation units.

Please answer the following questions.

1. Based on the provided description of Moodle and feature 1: What information will you consider
for estimating the effort required for implementing feature 1?

2. What other information would you like to have for estimating the effort required for
implementing feature 1?

Task 1 End time: [HH:MM]

Now please raise your hand so we can provide you with the next task.
Please handover this page to the experimenter.
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Walkthrough of Planning poker for Group A
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Please specify the start and end time for the following task.
Task 2 Start time: [HH:MM]

Now we will provide a walkthrough of the planning poker method for estimating feature 1 and ask

a few questions about it.

Planning poker [7][8] is an agile estimating and planning technique that is consensus-based. It

guarantees that all members actively participate through playing a game.

Setting:

o Before, the game starts, a set of cards is given to each member of the team.

e Each set of cards contain a distinct number (similar to Fibonacci sequence)i.e. 0, 1, 2, 3, 5, 8, 13,
20, 40 and 100.

® These numbers represent a relative estimation of the story/feature. Zero means the story/feature
is a minor fix; twenty means that the story/feature needs to be broken into smaller ones.

o The rationale behind using Fibonacci is the intent to create uncertainty, which will encourage
discussion among team members, especially with large numbers.

e These numbers can have any uniti.e. story points (SP), person hours (PH), ideal days, or other units
in which the team estimates the effort required to implement a story/feature.

Planning poker walkthrough for estimating feature 1 during sprint

planning (shown in Figure 1). Planning poker
The sprint planning meeting is currently on going at TUKLSoft following the _
planning poker setting described above. The team comprises four )
developers (Tim, Jenny, Thomas and Sara). Thomas is the scrum master. l E
1. In step 1, see Figure 1, the planning poker game starts when the g 8 ‘0 7
product owner or scrum master reads a feature/ story to the o T L:?-\Ai
estimators in the team. In case of TUKLSoft, Thomas read the feature _ ’
1 to the estimators. Fstmatclis

2. Each estimator has a deck of planning poker cards.

3. In step 2, see Figure 1, the estimators discussed the feature 1, and
asked Thomas some follow-up questions regarding the feature.
Furthermore, Tim who has previously worked on the “plagiarism
plugin” was asked his opinion about implementing feature 1. Tim said,
“I remember working on this component in the past, the code and the
underlying logic is pretty complex. It took me some time to
understand it since the documentation did not help much.
Additionally, | think this plugin requires functionality like
authentication from other plugins so we should keep that in mind Figure 1: Planning poker
while working with it again for feature 1. It may require major
changes.” Jenny asked Thomas, “What is the priority? Do we need to provide feature 1-part b/ ¢
in this sprint as well or can they be deferred?” Thomas replied that the complete feature 1 is
urgently required. The discussion continued for some more time.

4. In step 3, see Figure 1, when the feature 1 was sufficiently discussed, each estimator privately
selected one card to represent their estimate.

5. All cards were then revealed at the same time.

6. Generally, if all estimators select the same value, that becomes the effort estimate for a certain
feature. If not, the estimators discuss their estimates. The high and low estimators should
especially share their reasons. In case of feature 1, Jenny and Sara showed 3 SP card where
Thomas showed 5 SP card and Tim showed 8 SP card. They discussed the rationales of their
different estimates. Jenny and Sara said “we don’t know much about plagiarism plugin, yet, in
feature 1-part c, it is asked to add the visualizations, that means we need to call visualizations
component in addition. The visualization component is not so complex itself, so we estimated
feature 1 as 3 SP.” Thomas said “In order to implement the feature 1 completely in this sprint, |

10
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would say 5 SP as we all need to make sure all implementation in the component is done
smoothly, as Tim is fully occupied with other features in this sprint”. After this discussion, the
estimators ran another round of cards selection.

7. Each estimator reselected an estimate card, and all cards were again revealed at the same time.

8. Generally, the process (steps 1-8) is repeated until consensus is achieved or until the estimators
decide that estimating and planning of a particular feature needs to be deferred until additional
information can be acquired. In case of feature 1, the estimators settled on 8 SP estimate and so
it became the final estimate.

As soon as you have understood the walkthrough of planning poker, write the end time and please
raise your hand so we can provide you with the tasks to be performed.

Task 2 End time: [HH:MM]

11
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Please specify the start and end time for the following task.

Task 3 Start time: [HH:MM]

Please answer the following multiple choice questions:

The goal of planning poker s ....

To get each team member’s input on how difficult the story is.
To estimate the complexity of a user story by group consensus.
To estimate user stories/features in story points.

All of the above

None of the above

oooono

The result of the planning poker is...

[0 Development of a common understanding of the team about the user stories/features.
O Development of a sprint plan.
[0 Complexity estimates of user stories/features.
O All of the above
O None of the above
Task 3 End time: [HH:MM]

Now please raise your hand so we can provide you with the next task.
Please handover this page to the experimenter.

12
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Please specify the start and end time for the following task.

Task 4 Start time: [HH:MM]
Assume you are a part of the development team and you are reviewing the estimate provided by
the team for feature 1 i.e. 8 SP.

Please answer the following:

1. Do you agree with the provided estimate for feature 1 (i.e. 8 SP)?
0 Yes
0 No
0 Idon’t know

2. Whatinformation (not yet considered by the team) would you consider while estimating feature
1? (multiple choice)

None

Developer’s development experience

Developer’s estimation experience

Developer’s knowledge of the system (Moodle)

Complexity of feature 1 and the system (Moodle)

No. of potentially impacted components

Size of the potentially impacted components

Dependencies among the potentially impacted components

Complexity of the potentially impacted components

Effort estimates made in the past for the same impacted components

Others, please specify:

OOoooooooood

3. If your answer to the previous question was not “none”, then please answer:
After considering the additional information listed in the previous question, | would expect the
estimate for feature 1 to be:
0 Significantly greater than 8 story points
Greater than 8 story points
Equal to 8 story points
Less than 8 story points
Significantly less than 8 story points

O o0 0o

Now assume that the team also estimated effort for feature 2. Please read the provided description of
Moodle and feature 2. Take few minutes to understand feature 2.

13
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The team estimated the effort for feature 2 to be 8 SP.

Group A

Please compare the provided estimate for feature 2 (i.e. 8 SP) with feature 1 (i.e. 8 SP) and answer

the following questions:
1. Do you agree with the estimate for feature 2?
0 Yes

No, the estimate of feature 2 should be greater than the estimate for feature 1

o
0 No, the estimate of feature 2 should be less than the estimate for feature 1
o

I don’t know

2. Please provide the rationale for your answer to the previous question.

Task 4

Now please raise your hand so we can provide you with the next task.
Please handover this page to the experimenter.

End time:

[HH:MM]

14
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Please specify the start and end time for the following task.

Task 5 Start time: [HH:MM]
To what degree you agree or disagree with the following statements:

I think the planning poker method... 1: 2: 3: 4: 5: |
strongly | disagree | neutral | agree | strongly don’t
disagree agree  know

... is clear o o o o o o

... is understandable o o o o o o

... requires a lot of

mental effort to apply it © ° ° © © ©

... is easy to use o (e} o o o o

| think the planning poker method... 1: 2: 3: 4: 5: |
strongly | disagree | neutral | agree | strongly don’t
disagree agree  know

... has an appropriate level of detail (¢} o o (¢} o o

... is missing critical data/information o o o o o o

that would be very useful to estimate
efforts of enhanced features

In general, complete for estimating o o (¢} (¢} o o
effort of enhanced features

After knowing planning poker 1: 2: 3: 4: 5: |
method... strongly | disagree | neutral | agree | strongly | don’t
disagree agree know

| am convinced | can learn over time,
which factors influence estimation of (¢} o o o o o
enhanced features.

I am convinced it will help me learn
fast about the factors influencing o o o o o o
estimation of enhanced features.

Task 5 End time: [HH:MM]

Thank you very much for your participation!
We will present the design of this experiment on May 3" in the exercise class,
building 13-222, 13:45 - 15:15.
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Walkthrough of HyEEASe for Group B

Group B
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Please specify the start and end time for the following task.
Task 2 Start time: [HH:MM]

Now we will provide a walkthrough of HyEEASe for estimating feature 1 and ask a few questions
about it.

HyEEASe [7] (hybrid effort estimation in agile software development) is a tool based hybrid
estimation method created to support planning poker. It is hybrid as it combines expert knowledge
and code-based change impact analysis. Change impact analysis provides information of the
parts/components of the system that are “likely to be” (or potentially be) impacted by a given change
request i.e. a defect/enhanced feature.

HyEEASe tool performs change impact analysis and provides this information to the estimators during
planning poker as shown in the Figure 2. We have explained this below by starting with planning poker-

Planning poker [8][9] is an agile estimating and planning technique that is consensus-based. It

guarantees that all members actively participate through playing a game.

Setting:

e Before, the game starts, a set of cards is given to each member of the team.

® Each set of cards contain a distinct number (similar to Fibonacci sequence) i.e. 0, 1, 2, 3, 5, 8, 13,
20, 40 and 100.

e These numbers represent a relative estimation of the story/feature. Zero means the story/feature
is a minor fix; twenty means that the story/feature needs to be broken into smaller ones.

e The rationale behind using Fibonacci is the intent to create uncertainty, which will encourage
discussion among team members, especially with large numbers.

® These numbers can have any unit i.e. story points (SP), person hours (PH), ideal days, or other units
in which the team estimates the effort required to implement a story/feature.

HyEEASe for estimating feature 1 during sprint planning (shown in Figure 1)

Planning poker

HyEEASe " hytease
13

Entar seed componant: Plagiariam plugin 1Q
Saed eomponent FeatureID Featuratype  Feature duscription
Plaglarism plgin F-305 Enable plagiar

1,1 1dentify

2.1 Impact Piaglarlem plugin 215 A lagiarism detecti
information L

)
v

Estimators
4.2 Effort + 6716 2 5 Under Plagiarism  224/-30  6/0 5/0
I t estimated plugim,
g administrato
- 1, Course,
assgnment

The sprint planning meeting is currently on going at TUKLSoft following the planning poker setting
described above. The team comprises four developers (Tim, Jenny, Thomas and Sara). Thomas is the
scrum master.

Figure 1: HyEEASe

10
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a.

In step 1, (see Figure 1), the planning poker starts when the product owner or scrum master reads
a feature/ story to the estimators in the team. In case of TUKLSoft sprint planning, Thomas read
the feature 1 to the estimators.
Each estimator has a deck of planning poker cards.
The estimators discussed the feature 1, and asked Thomas some follow-up questions regarding
the feature. Furthermore, Tim who has previously worked on the “plagiarism plugin” was asked
his opinion about implementing feature 1. Tim said, “I remember working on this component in
the past, the code and the underlying logic is pretty complex. It took me some time to understand
it since the documentation did not help much. Additionally, I think this plugin requires certain
functionality from other plugins, so we should keep that in mind while working with it again for
feature 1. It may require major changes. Let’s see what HyEEASe says about my thoughts.” Jenny
asked Thomas, “What is the priority? Do we need to provide feature 1-part b/ c in this sprint as
well or can they be deferred?” Thomas replied that the complete feature 1 is urgently required.
The estimators then consulted HyEEASe to get additional information.
HyEEASe workflow as shown in Figure 1 and is described below:
> |n step 1.1, (see Figure 1); the estimators identify an initial “seed” which is a component
(or components) that is likely to be impacted (or potentially impacted) when a given
feature is to be implemented. In this case, the given feature is feature 1 and the four
estimators identified the seed as “plagiarism plugin”. The seed was given as input to
HyEEASe in the “Enter seed component” field in Error! Reference source not found..
> In step 2, (see Figure 1), HyEEASe performed impact analysis on Moodle code using the
“plagiarism plugin” as input.
> |nstep 2.1, the returned impact is displayed by HyEEASe tool to the estimators. This impact
comprised of information based on the given “seed” i.e. the “plagiarism plugin”. The
impact information contains all the corresponding previously implemented feature/s
where the “plagiarism plugin” was impacted (see “Features where seed was impacted” in
Error! Reference source not found.. In this case, of feature 1, when “plagiarism plugin”
was given as seed to HyEEASe, it found two previously implemented features i.e. “F-305”
and “F-215". F-305 feature was about enabling plagiarism prevention and F-215 was about
authentication for plagiarism plugin.
> Upon selecting the feature F-305, HyEEASe displayed the corresponding feature level
impact information (see “Feature level information” tab in Error! Reference source not
found.) that comprised of “Feature attributes” for F-305 with values as seen in “Attribute
values”.
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Name: Matriculation no: Group B
1 HyEEASe
»
Enter seed component: | Plagiarism plugin | Q
Seed component Feature ID  Feature type Feature description
Plagiarism plugin F-305 Enhancement Enable plagiarism prevention
Plagiarism plugin F-215 Enhancement Authentication for plagiarism detection

Feature level inforgnjtion [Cumpnnentlevelinfnrmationl Visual impact

Feature Estimater/ Actual Estimatio No. of Name of Added/ Added/D Added/Deleted
date  effort(SP) effort nstatus impacted impacted Deleted eleted CBO
(5P) component component LOC cc
(including  (including
seed) seed)
Under Plagiarism 224/-30 6/0
estimated plugin,
administrato
r, course,
assignment

Features where seed .
was impacted Feature attributes Attribute values

Figure 2: HyEEASe feature level information

As seen in Error! Reference source not found., “Feature level information” tab, HyEEASe
informed the estimators that F-305 was estimated with 2 SP but actually took 5 SP and
so was underestimated. This implementation impacted four components in Moodle code
i.e. “Plagiarism plugin” (seed), administrator, course, assignment”. Due to this
implementation, impact factors were also significantly changed across all of the above
mentioned four impacted components in Moodle code i.e.:
e Altogether 224 lines of code (LOC) were added, 30 were deleted
e Cyclomatic complexity (CC) was also increased by 6 units and coupling between
objects (CBO) was increased by 5 units
> HyEEASe also displayed component level impact information (see Error! Reference
source not found., “Component level information” tab) that comprised of “Component
attributes” and their values in “Attribute values” for “plagiarism plugin”:
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FeaturelD  Feature type Feature description
Plagialism plugin F-305 Enhancement Enable plagiarism prevention
Plagiaa?\m plugin F-215 Enhancement Authentication for plagiarism detection
Felv\ vel information [ Component level informationT Visual impact ]

Seed FeatureID Individual Added/Deleted Added/Deleted Added/Deleted CBO
compcnent effort LocC cc

Seed and
corresponding feature

Component attributes

Attribute values

Figure 3: HyEEASe component level information

As seen in Error! Reference source not found., “Component level information” tab,
HyEEASe informed the estimators that due to F-305, when “plagiarism plugin” was
changed, it individually took 2 SP effort out of the 5 SP total effort of the F-305. This
implementation also changed the impact factors significantly in the “plagiarism plugin” in
the Moodle code i.e.:

e Altogether 50 lines of code (LOC) were added, 15 were deleted.

e Cyclomatic complexity (CC) was increased by 4 units and coupling between objects

(CBO) was increased by 5.
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Name: Matriculation no: Group B
| HyEEASe 9
’ . n 1
Enter seed component: | Plagiarism plugin | Q
Seed component FeaturelD Feature type Feature description
Plagiarism plugin F-305 Enhancement Enable plagiarism prevention
Plagiarism plugin F-215 Enhancement Authentication for plagiarism detection
Feature level information [ Component level infurmatiunI Visual impact l
Feature level impact factors Dependency graph
200
W Effort (SP)
150 m Added LOC i @
u Deleted LOC _
AddedcC || 1 @A 2
50 W Deleted CC

Assignm A
= B Added CBO ent i
’ | @ m Deleted CBO ‘
F305 215 @
-50

Figure 4: HyEEASe view impact tab

> HyEEASe also visualizes the impact information through a variety of charts (bar/ column/
pivot charts), (see “Visual impact” tab “Feature level impact factors” (left) in Error!
Reference source not found.). With this information in one holistic view, the estimators
analyzed all the changed impact factors for all previously implemented features (i.e. F-305
and F-215) where “plagiarism plugin” was one of the impacted components among others.
In case of F-305, the chart shows that actual effort was 5 SP, added LOC were 224,
deleted LOC were 30, added CC was 6 and added CBO was 5 across all four impacted
components (Plagiarism plugin, administrator, course, assignment).

> Additionally, HyEEASe displays dependency graphs, showing the code internal structure,
of impacted seed component (see in Error! Reference source not found., “Visual impact”
tab “Dependency graph” (right). In this case, Tim asked to explore the “plagiarism plugin”
through dependency graphs. From where, they found out that, components like
“authentication, teacher, student, assignment and grade” were tightly coupled with
“plagiarism plugin”.

> |Instep 3, (see Figure 1), the estimators, while discussing, can select/deselect which of the
previously impacted components may potentially be impacted again while implementing
the feature 1.

> |n step 3.1 and step 4, based on estimator’s selection is step 3, HyEEASe re-performs the
impact analysis, updates the charts and dependency graphs, calculates/recalculates the
individual effort of the associated components and displays to the estimators.

d. Instep5, (see Figure 1) when the feature 1 was sufficiently discussed under the light of information
provided by HyEEASe, each estimator privately selected one card to represent their estimate.

All cards were then revealed at the same time.

f.  Generally, if all estimators select the same value, that becomes the effort estimate for a certain
feature. If not, the estimators re-consult HyEEASe impact information and then discuss their
estimates. The high and low estimators should especially share their reasons. In case of feature 1,
Jenny and Sara showed 3 SP card where Thomas showed 5 SP card and Tim showed 8 SP card.
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They discussed the rationales of their different estimates. Jenny and Sara said, “We did not work
with plagiarism plugin before, however, in feature 1-part c, it is asked to add the visualizations
that means we need to call visualizations component, which is not so complex itself. After
reading the description of feature 1 we assessed it smaller than F-305 therefore, we estimated it
as 3 SP.” Thomas said, “HyEEASe showed us that 3 other components were also impacted when
“plagiarism plugin” was impacted due to F-305. In order to implement the feature 1 completely,
in this sprint, | would say 5 SP as we all need to make sure all implementation in the component
is done smoothly as Tim is fully occupied with other features in this sprint”. Tim said “and the
column chart of the impact factors of the previous features are suggesting that perhaps for
feature 1 we might be adding a lot more complexity to the existing plagiarism plugin”.

After further discussion, each estimator reselected an estimate card, and all cards were again
revealed at the same time.

Generally, the process (steps a-h) is repeated until consensus is achieved or until the estimators
decide that estimating and planning of a particular feature needs to be deferred until additional
information can be acquired. In case of feature 1, the estimators finally settled on 8 SP estimate
and so it became the final estimate.

As soon as you have understood the walkthrough of HyEEASe, write the end time and please raise
your hand so we can provide you with the tasks to be performed.

Task 2 End time: [HH:MM]
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Please specify the start and end time for the following task.

Task 3 Start time: [HH:MM

Please answer the following multiple choice questions:

The goal of planning poker is...

To get each team member’s input on how difficult the story is.
To estimate the complexity of a user story by group consensus.
To estimate user stories/features in story points.

All of the above

None of the above

oooono

The result of the planning poker is...
O Development of a common understanding of the team about the user stories/features.
O Development of a sprint plan.
O Complexity estimates of user stories/features.
O All of the above
O None of the above

HyEEASe provides the team with following information:

Impact information of the previously implemented features.
Identification of the “seed” component.

Effort of the previously implemented features.

Component level effort information

Estimated effort of the features to be implemented

All of the above

None of the above

oooooono

Task 3 End time: [HH:MM]

Now please raise your hand so we can provide you with the next task.
Please handover this page to the experimenter.
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Please specify the start and end time for the following task.

Task 4 Start time: [HH:MM]
Assume you are a part of the development team and you are reviewing the estimate provided by the
team for feature 1i.e. 8 SP

Please answer the following:

1. Do you agree with the provided estimate for feature 1 (i.e. 8 SP)?
0 Yes
0 No
0 ldon’t know

2. Whatinformation (not yet considered by the team) would you consider while estimating feature
1? (multiple choice)

None

Developer’s development experience

Developer’s estimation experience

Developer’s knowledge of the system (Moodle)

Complexity of feature 1 and the system (Moodle)

No. of potentially impacted components

Size of the potentially impacted components

Dependencies among the potentially impacted components

Complexity of the potentially impacted components

Effort estimates made in the past for the same impacted components

Others, please specify:

Oooooooooooo

3. If your answer to the previous question was not “none”, then please answer:
After considering the additional information listed in the previous question, | would expect the
estimate for feature 1 to be:
0 Significantly greater than 8 story points
Greater than 8 story points
Equal to 8 story points
Less than 8 story points
Significantly less than 8 story points

O o0o0oo

Now assume that the team also estimated effort for feature 2. Please read the provided description of
Moodle and feature 2. Take few minutes to understand feature 2.
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The team estimated the effort for feature 2 to be 8 SP after consulting HyEEASe. A subset of the
information provided by HyEEASe is as follows:

Seed component: Quiz
Previously implemented feature: F-276 (Generate statistics for quiz data)
Names of impacted components: Course, teacher
Component level impact factors:
O Source lines of code (Added LOC / Deleted LOC) = 125/-10
0 Cyclomatic complexity (Added CC / Deleted CC) = 3/1
0 Coupling between objects (Added CBO / Deleted CBO) = 3/0

O o0o0o

Now please compare the provided estimate for feature 2 (i.e. 8 SP) with feature 1 (i.e. 8 SP) and
answer the following questions:

1. Do you agree with the estimate for feature 2?
0 Yes
0 No, the estimate of feature 2 should be greater than the estimate for feature 1
0 No, the estimate of feature 2 should be less than the estimate for feature 1
0 |don’t know

2. Please provide rationale for your answer of the previous question

Task 4 End time: [HH:MM]

Now please raise your hand so we can provide you with the next task.
Please handover this page to the experimenter.
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Please specify the start and end time for the following task.
Task 5 Start time: [HH:MM]
To what degree you agree or disagree with the following statements:
| think HyEEASe method... 1: 2: 3: 4: 5: |
strongly | disagree | neutral | agree | strongly don’t
disagree agree  know
... is clear o o o o o o
... is understandable o o o o o o
... requires a lot of
mental effort to apply it © ° © © © ©
... is easy to use o [©) (] o o o)
| think HyEEASe method... 1: 2: 3: 4: 5: |
strongly | disagree | neutral | agree | strongly don’t
disagree agree  know
... has an appropriate level of detail o o o) o [e) o
... is missing critical data/information o o o o o o
that would be very useful to estimate
efforts of enhanced features
In general, complete for estimating o o o o o o
effort of enhanced features
| think the information provided 1: 2: 3: 4: 5: |
by HyEEASe is ... strongly | disagree | neutral agree | strongly | don’t
disagree agree | know
... informative o o o o o o
... valuable (¢} o o o o o
In general, useful for estimatin
effort for enha];ced features ¢ © ° ° ° ° ©
...is relevant for estimating effort
for enhanced features © ° ° ° ° ©
..is appropriate for estimating
effort for enhanced features © ° ° ° ° ©
...is applicable for estimating effort
for enhanced features © ° ° ° ° ©
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To what degree you agree or disagree with the following statements:

After knowing HyEEASe... 1: 2: 3: 4: 5: I don’t
strongly | disagree | neutral | agree | strongly | know
disagree agree

| learnt about the factors influencing
estimation of enhanced features.

| am convinced | can learn over time,
which factors influence estimation of o o o o o o
enhanced features.

I am convinced it will help me learn
fast about the factors influencing [} o o o o o
estimation of enhanced features.

[e] (e] (e] o o o

After knowing HyEEASe ... 1: 2: 3: 4: 5: Idon’t
strongly | disagree | neutral | agree | strongly | know
disagree agree

| expect that using it will be

) o o o) o) o o
enjoyable.
| expect that the process of using it
- o o o o o o
will be pleasant.
| expect that | will have fun using it. o o o o o o
Task 5 End time: [HH:MM]

Thank you very much for your participation!
We will present the design of this experiment on May 3 in exercise class, building 13-222,
13:45 - 15:15.
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