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Abstract 
AI is a promising technology to accelerate the energy transition. Participation shall be enabled by 
customized products and services, the efficiency shall be increased by a higher degree of automation and a 
greater utilization of the given assets. Several examples applied in research and the industry can be found, 
but a structured overview of the application fields of AI in the energy sector, possible development paths 
and its drivers is missing. By the development of a framework to map the applications and an extraction of 
application examples from the literature, three superordinate clusters are identified with nine application 
fields for artificial intelligence in the energy sector. 
In the cluster "general foundations for decision-making", applications for predictions, operation and asset 
optimization support the market integration of renewables and allow a higher utilization and better long-
term planning of the grid, generation plants and storages. 
In the cluster "maintenance and security", applications enable an efficient, smooth and reliable operation 
of the grid and of generation assets by predictive maintenance, by assistance services for technical 
measures and by security measures. The cluster "distribution and consumer services" comprise of 
applications where benefits for the consumers are created by enabling a better participation at the energy 
transition. This is done with the help of tailored predictions and optimization advices, customized products 
and process automation of retailing and customer services. 
In general, the most used applications in the energy industry are found in the cluster "general foundations 
for decision- making", as those are straightforward applications based on  advanced data analytics (the so-
called narrow AI). Applications based on more advanced AI methods (e.g. different forms of input and 
output data like video, audio or other physical data- the so-called broader AI) can be found in the other two 
clusters. For a broader application of AI in the energy industry, the most important bottlenecks referring to 
a missing work force, needed technology improvements and adaptions of the regulatory framework which 
have to be addressed. 

 
1. Introduction 
With forecasting, scheduling and billing, the energy sector is traditionally a data driven 
industry developing even further because of digitalization. Existing business models are 
adapted, and new business models are created, in particular, by linking several stages of the 
energy value-creation chain. Individual examples for AI applications in the energy sector 
(especially in research) are widely known. In recent times, examples for planning or process 
improvements due to artificial intelligence1 (AI) have emerged. Looking into research 
publications of AI and comparing the sectors for application of AI, energy had the third largest 
share of AI-related publications from 1996 to 2016 (OECD 2019). 
Therefore expectations of the impact of machine learning algorithms and the application of 
artificial intelligence are high in the energy sector, but a comprehensive and systematic 
overview of application fields of artificial intelligence in the energy sector is missing. This gap 
is addressed2 with this paper by developing a framework for AI applications in the energy 
sector based on a literature review and interviews with different stakeholders.  
_________________________________________ 
1 The most frequently used AI branch is Machine Learning (ML) that deals with algorithms and 
statistical models that enable computer systems to learn, i.e. that they can perform a given task 
independently and without direct instructions, e.g. recognising pat terns in many examples. In the course 
of the paper, most AI application refer to ML 
2 The results are part of a report by Klobasa, Pelka and Plötz, which can be downloaded here: 
https://www.isi.fraunhofer.de/en/competence-center/energietechnologien-
energiesysteme/publikationen.html 
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The main goal is to identify possible impacts of AI applications on the integrated energy 
transition, the current stage of the development and main drivers and barriers for future 
development. After explaining the methodology in the second chapter, the AI and energy 
related categories for the framework are derived from literature and the framework is designed. 
In the fourth chapter, the application examples are extracted from the literature, assigned into 
the framework and clustered into application fields to give an overview about the state of AI in 
the energy sector. The chances, barriers and drivers of the further development of AI are 
derived from interviews with experts and documented in chapter five. The final chapters are 
the discussion of the results and conclusion on the main application fields. 
 
2. Methodology 
The present application fields are identified by a literature review and by conducting 
interviews with stakeholders. The literature review and the identification of the application 
fields is done in three steps. 
 First, a framework for mapping the present applications is developed. Therefore, 

categories representing energy and artificial intelligence applications are respectively 
chosen from the literature. The categories aim to be comprehensive and concise. This is 
tested incidentally in the second step. If needed, the categories are adapted. 

 In the second step, examples from the literature are extracted and filed in the framework. 
For the examples applied in research, a systematic literature review with peer-review 
journals is conducted. For the examples applied in the energy industry, also grey literature 
is screened. 

 Third, the applications are clustered into application fields to map the present state and 
derive trends for AI in the energy sector. 

 
Contextual information  about the reasons for mapping and identifying current state of 
applications is done by complementing qualitative content analysis of the literature and by 
doing interviews with different stakeholder. With semi-structured interviews, the potential of 
AI in the energy sector, its barriers and drivers are identified. Five experts in the energy 
domain who either supply or use AI services are interviewed about their prominent use cases, 
their implementation, up- and downsides of the AI and lessons learnt. The information from 
the interview transcripts is extracted in three steps. 
 First, a coarse deductive category system is derived from the interview questions. The 

transcripts are analyzed by assigning information from the transcripts to the categories. 
 Second, inductive categories are created based on the assigned information in the 

categories. With this refined category-system the transcripts is analyzed a second time. 
 At the end, the assigned information is aggregated and processed. 
 
3. Design of the framework for mapping AI applications in the energy sector 
With the help of the literature analysis, main parameters for the analytical framework are 
defined, which consists of the categories for the energy and the AI context of the applications. 
 
AI-Categories - Two distinguishing rationales for the AI categories are identified. 
 First, Fraunhofer 2018; Backes-Gellner et al. 2019; World Economic Forum 2018 

differentiate by the form of the input and output, which can be visual, audible, physical or 
solely based on data. Physical applications, such as robots, combine visual, audible or 
elements solely based on sensor data (also called broader AI) and are a more complex and 
advanced application compared to the others. 

 Second, it can be differentiated by the value creation step of AI. According to Hammond 
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2016, AI asses a certain situation, creates meaning by inferring and responds. For an AI 
application, those steps occur solely or are combined for a more complex composition. 

 
Energy Categories - For the energy dimension, a common approach is to classify the 
application according to the energy value chain of generation, transmission, trading and retail. 
Given the interdependencies of value chain steps, this approach falls short to capture the 
nowadays complexity of the applications. To address this shortcoming, business model 
languages are screened. Vu et al. 2019 evaluate different business model languages for 
business models in the energy transition and highlight the eBusiness Model Schematics by 
Weill and Vitale 2001, e3value by Gordijn and Akkermans 2001, the value network by 
Schneider et al. 2016, the Smart Grid Architecture Model (SGAM) by Dänkes et al. 2014 and 
the ABC model by Schäffler 2018. The SGAM is selected for three reasons. 
First, the three-dimensional structure combines technical, economic and processual aspect, 
which are all relevant for AI applications. 
 Second, the modular structure of the interoperability aspects at the z-axis fit to the 

structure of AI applications. 
 Like stated in the previous paragraph, AI application can combine different forms of input 

and output (visual, audible etc.), steps of value creation (assessing, inferring, responding) 
or occur solely3. 

 Third, Richard and Vogel 2017 modify the SGAM and propose to mirror the energy value 
chain steps at the x and y axis to create overlapping fields combining two steps of the 
energy value chain to express the interdependencies of the value chain steps for new 
business models in the energy transition. 

 
All in all, the framework is based on the SGAM. For the energy dimension, the energy value 
network by Richard and Vogel 2017 is used are the x and y axis. Deciding between the two 
kinds of identified AI categories, the input and output format is selected. The AI categories are 
general data, audio & speech, image & face, robotics & assistance systems. By these, the kind 
of application is not only well described, but also the state of development is expressed. 
Ranking from general data as the most straightforward approach to robotics as a form of 
broader AI, the advancement is stated. 
 
4. From application examples to application fields 
As a starting point, literature is reviewed for AI application examples in the energy sector. 
Perera et al. (2014), Cheng und Yu (2019), Hossain et al. (2019) and Mosavi et al. (2019) 
give an overview of examples applied in the energy research. Prediction is identified as a key 
application for every step of the value chain. For the generation and the grid, AI is used to 
monitor and increase the utilization of the assets, to choose the capacity and location of future 
investments and for predictive maintenance. AI supports these decisions not only for large scale 
assets, but also for small scale assets at the household level. For trading, energy management 
systems, customer service and billing, AI is used for automation of the processes. Additionally, 
AI is used to analyze customer data for customized products or marketing measures. 
Looking at the AI methods, classification approaches are frequently used for the optimization 
of asset utilization and investments and for predictions regression. For analyzing more 
complex relations, artificial neuronal networks (ANN) are used. 
 
_____________________________________ 
 
3 The one-dimensional AI is called narrow AI, the multi-dimensional broad AI 
By assigning the mentioned examples applied in research and adding examples applied in the 
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energy industry in the framework, nine application fields for artificial intelligence in the 
energy sector and three superordinate clusters are identified in the framework (see figure 1). 
The clusters and their applications fields are explained in the following. 

 
Figure 1: The AI framework and its application fields for the energy industry 
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General foundations for decision-making - the first cluster is called "general foundations for 
decision-making". It contains the application field prediction, operation optimization and 
inventory optimization. Predictions can be used for different cases in the energy sector. 
Especially, predictions of fluctuating renewables with a high regional or temporal resolution 
identify single peaks more precisely like shown in Sharma et al. 2011 and Crespo-Vazquez et 
al. 2018. Predictions can be used for short-term (operation) or long-term (inventory) 
optimization. For instance, Fraunhofer IOSB uses AI for fault detection in the grid and 
enabling a higher grid utilization (Fraunhofer 2019). Furthermore, in China, a support vector 
machine approach is being developed for determining network expansion measures in order to 
estimate measures from 2018 to 2022. Validation with historical data has shown that network 
expansion measures can be planned with a forecast error of less than 1 percent (Dai, Niu, Han 
2018). 
 
Maintenance and security - the second cluster is called "maintenance and security". It comprise 
the maintenance planning based on measured data instead of regular terms, the so called 
predictive maintenance. GE states that the average annual cost for unplanned operating 
breakdowns of approximately $49 million for offshore oil and gas platform can be halved by 
predictive maintenance (CXP Group 2018). The other two application fields are the 
operational assistance for maintaining, repairing or dismantling assets and security measures4. 
 
Distribution and consumer services - in the last cluster "distribution and consumer services", 
benefits for the consumers are created from three angles. First, they are enabled to contribute 
to the energy system by improved energy services. With the high automation degree of AI, 
prediction and optimization services cannot only be used for large scale assets, but also for 
small scale generators and household consumers, which would not be economically feasible 
otherwise. Examples are MacDougall et al. 2016; Lopez et al. 2019; Valogianni 2016; Jurado 
et al. 2015. Furthermore, the processes for billing and customer services become faster and 
leaner by automation and the products and marketing measures become more customized. 
All in all, two states of AI can be identified for the three clusters. Whereas the cluster "general 
foundations for decision making" is concentrated at the general data layer and broadly 
distributed in the energy dimension, the other two clusters have a high concentration on one 
side of the energy value network and combine different AI application groups. The first cluster 
which use only one AI application group (also called "narrow AI") is more established in the 
industry than the others. In contrast to that, the other two show more sophisticated applications 
that make use of several AI application groups. It is expected that further applications using 
multiple dimensions of the framework will be established in the future. Which application 
fields are expected by the experts of the interview and which barriers they face to evolve the 
described potential is shown in the following paragraphs. The chances, barriers and drivers are 
differentiated by work force, technology and regulatory framework. 
 
5. Chances, barriers and drivers of AI in the energy sector 
 
Chances, barriers and drivers of AI in the energy sector are extracted from the literature in the 
first step and then contrasted with the results of the interviews. Khashei und Bijari 2011 and 
MacDougall et al. 2016 summarize the up- and downsides of AI in contrast to conventional 
statistical methods, such as time series regressions with ARIMA (Auto Regressive Integrated 
Moving Average) in three points.  
____________________________________ 
4 for a  more detailed  description, please check the report by Klobasa, Pelka and Plötz, which can be 
downloaded here: https://www.isi.fraunhofer.de/en/competence-center/energietechnologien-
energiesysteme/publikationen.html 
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First, AI can identify non-linear developments, but especially for ANN, the results are not 
traceable from the model run. Second, the model is based on data. Therefore, it is independent 
from the limited or specific knowledge and bias of the editor. Third, it is robust towards single 
missing data in a time series. At the same time, a multitude of data is needed for creating the 
model. Additionally, Döbel et al. 2018 highlight the high computational power and training 
time that is needed for creating and running the model. In the case of Makridakis et al. (2018), 
a double computational power is needed for ANN compared to ARIMA. At the same time, 
once a model is developed, the model runs can be highly automated. Whereas the mentioned 
points by the literature mainly concerned technology aspects, the interviewed experts also 
mentioned barriers and drivers concerning the work force and the regulatory framework. The 
results of the interviews are presented in the following divided by work force, technology and 
regulatory framework. 
 
Work force - the experts name three barriers that hinder the widespread use of AI. First, 
prejudice towards AI (e.g. replacing human work force) lead to resistance of the employees. 
Second, hierarchical structured companies tend to be skeptical towards adapting innovations 
such as AI, especially when AI takes part of the decision making process and interfere 
management competencies. Lastly, it is challenging for so far non-AI-users to identify the 
cases in which the additional effort of AI (e.g. longer training, higher computational power) 
results in a great added value (e.g. more precise prediction, time saving due to automation). 
Based on the interviews and the literature analysis, four key prerequisites for using AI can be 
derived: 
 
 Complexity: The causalities of the parameters are not explicit. 
 Regularity: The decision is made frequently. 
 Data benefit: Sufficient historical data for the training of the algorithms is available. 
 Data volume: Sufficient new data is available to be processed in the application. 

 
To tackle the three barriers, a corporate culture must be created that encourages innovation, 
educate and highlight the potential of AI. 
 
Technology - a pivotal aspect for the adaptation of AI is the availability of data. From the 
technical perspective, two barriers are identified. First, data is not collected at points of a high 
informational content. In this sense, data collection does not necessarily be pervasive, but it 
needs to be done at characteristic points of the given environment. In a project of one 
interviewed expert, sensors are only installed at 5 to 10 percent of the grid nodes to track the 
utilization, as the precise utilization of the low voltage grid was not monitored before. 
Second, the data is available but fragmented in different formats, at different platforms or at a 
low quality. Unified standards, platforms or interfaces at the company level or national wide 
help to tackle this bottleneck. 
Two aspects of the literature analysis were not prominently mentioned during the interviews. 
First, as rather simple AI approaches are in use (e.g. regression and classification), the limited 
traceability of ANN is a minor subject for the experts at the moment. Second, the experts state 
that for most applications the computational power is not a bottleneck. This could change, if 
they move from simple regression and classification methods to approaches of broader AI. 
Whereas additional computational power is well accessible via cloud services, the retrofit of 
special hardware (e.g. for image processing) is effort and cost intense and need to be planned. 
 
Regulatory framework - no collected data or fragmented data is also an issue in the 
regulatory context. Open data approaches would help to have sufficient data available for 
training of the algorithms, but it must be carefully examined to what extent this is allowed by 
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German data protection guidelines. For instance, standards for anonymizing private data or 
unified transparent data classes as a guideline for data business cases can be established to 
accelerate the process. In case of limited available data in the distribution grid, more 
investment security for additional sensors should be guaranteed. The usage of smart meter 
data can also contribute to a more transparent low voltage grid. 
 
6. Discussion 
 
The interviews confirm the application fields of AI that have already been discovered by the 
literature analysis. This is 
also the case for most of the drivers and barriers. So far, the focus of implementation in the 
industry has been set on simpler AI methods. Therefore, the industry does not face some of the 
major problems found for applications in an early development stage discussed in the research 
literature (e.g. limited traceability and computational power). Further research is needed to 
limit the impact of these bottlenecks, before the approaches can be applied in the energy 
industry. At the same time, the industry can collect experiences with AI applications to better 
understand and address these problems to enable a smooth transition. 
The framework is a first snapshot of the current situation and should be extended with new 
applications and updated in the future to integrate the further development of AI methods. It is 
recommended to repeat the screening and clustering of application and integrate it in the 
framework after some years. At the same time, the interviews can be updated with new and a 
greater number of experts. 
 
 
7.  Conclusions 
 
Overall by using AI in the energy sector, the three clusters "general foundation for decision-
making", "maintenance and 
security" and "distribution and consumer services" show potential for a higher degree of 
automation and more detailed analysis at the same time. This enables a higher level of 
utilization of the given assets and raising new potentials along the entire value chain. The state 
of the art research and applications in the energy sector focus either on narrow AI applications 
or on one step in the energy value chain respectively energy value network. In the future, 
application can be based on more dimensions of the framework, if the highlighted bottlenecks 
referring to the work force, the technology and the regulatory framework are addressed. 
Several future research questions occur that have to be addressed like “How can AI contribute 
to more sustainability and environmental protection?”. To answer this question the related 
business models, relevant actors and the underlying data economy have to be better 
understood. Also expectations of the society as a whole and ethical guiding principles should 
be considered and developed further in the future to allow the usage of a broad range of data. 
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