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ABSTRACT 
This study investigates the impact of website information 
from existing business customers of a company on the 
prediction of the profitability of new business customers. 
Estimating the profitability of new customers is a well-
known problem in acquisition management. Thus, the 
results of this study can be used to advance the acquisition 
process of a company. 

A methodology is provided and the acquisition process of a 
mail order company is supported by use of this 
methodology. This case study shows that information of 
existing customers�’ websites can be used as successful 
classifier by modeling the profitability prediction. Thus, 
new profitable business customers can be acquired by the 
company. 

Keywords 
Text mining, Web mining, Information Extraction, 
Classification. 

1. INTRODUCTION 
Today, we see a change from a product-centered to a 
customer-centered environment [6]. Thus, it is important to 
consider of information about the customers who bought 
the products [23]. 

The acquisition of new customers normally is time- and 
cost-consuming [24]. One reason for this is that many 
identified customers are not profitable customers in future. 
Thus, it is important to identify the profitability of new 
customers. 

In this study, we connect both approaches as described 
above. Additionally, we focus on a Business-to-Business 
(B2B) environment where profitable business customers 
should be identified based on information about the 
customers who bought the products. 

A new approach is proposed that predicts new business 
customers as profitable. This is done by use of information 
about existing customers. To define customer's profitability 
(value) we focus on literature where this term in a B2B 
context is discussed. As a result, customer's profitability is 
defined as exceeding a sales volume threshold. We are 

aware that different profitability definitions in literature
exist that consider core benefits, add-on benefits
purchasing price, acquisition costs, operations costs, etc
[19]. However, the used definition is just a subset of the
further definitions from literature. Thus, if information
about existing customers can be used as a successfu
classifier for the profitability prediction of new customers 
in terms of the used profitability definition - then the
information can be used as a successful classifie
concerning further definitions, too. Thus, we used thi
simple customer's profitability definition. 

In a fist step, we extract information of existing customer
from a customer relationship management (CRM) system
This information consists of different aspects e.g. the
volume of sales of each existing customer. Based on thi
information, existing customers are classified as profitable
or non-profitable customers by comparing their volume o
sales over a specific period to a specific threshold. Further
information about website addresses of existing customers
are collected.  

In a second step, textual information is crawled from the
websites. The information is preprocessed and is analysed
by latent semantic indexing (LSI). As a result, specific
textual features (concepts) are identified.  

In a third step, we build a logistic regression model to show
the success of using this information for predicting the
profitability of new customers.  

2. Related Work 
Marketing can be distinguished between two differen
approaches. The transactional marketing focuses on single
point-of-sale transactions [7] while the relational marketing
focuses on customer retention and satisfaction [17, 22]
Relational marketing considers the relationships between
companies and customers [20]. Thus, in relationa
marketing the main principle in the acquisition of busines
customers is the information exchange [14, 17, 21]. 

Further aspects on the acquisition of new busines
customers based on e-commerce (as a new information
exchange technology) [2] and on word-of-mouth referral
[29]. 
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In the field of web mining, related work can be seen that 
identifies customer�’s behaviors in the internet [3, 4, 18, 27] 
and that identifies collaborative partners [10]. 

In contrast to previous work, this approach investigates the 
impact of website information on the acquisition of new 
business customers as a contribution to the literature 
concerning acquisition of business customers. 

3. METHODOLOGY 
We collect textual information from websites of customers 
and split them in a test and in a training set. Information 
from the training set is transformed to a term-website 
matrix in a pre-processing phase. The dimension of the 
term-website matrix is reduced and hidden textual patterns 
(concepts) are identified. Then, information of the test set 
is projected into the concept-space of the dimension 
reduced term-website matrix. Based on this concept-space 
matrix, we build a prediction model and we show that the 
extracted concepts are successful in the profitability 
prediction of new customers. The methodology is shown in 
Fig. 1. 

 
Figure 1. Methodology of the approach. 

3.1 Data Collection 
We used a web mining approach to extract textual 
information from customers�’ websites. Fig. 2 shows 
different steps in the web mining approach. In a first step, 
we calculate the profitability of each customer concerning 
the profitability definition in Sect. 1. In a second step, we 
identify customers�’ company websites. However, just 
relevant web pages from each website are selected to 
extract information. These are the starting page, web pages 
with a high page rank as calculated by the search engine 
Google, and web pages where specific key words occur. 
Web pages that contain organizational information e.g. 
�‘disclaimer�’ or �‘privacy / data protection policy�’ are not 
selected. We use web services [5] and web based advanced 

programming interfaces (APIs) [32] to collect the 
information. 

 

 
Figure 2. Web mining approach to extract 

information from customers’ websites. 
 

3.2 Preprocessing 
After extracting textual information from the websites of 
the business customers, this information is prepared and it 
is filtered to represent the information as term vectors in 
vector space model [30]. In a term vector weighting step, 
each company is represented as a vector of weighted 
frequencies of designated words. The number of distinct 
terms in the dictionary determines the size of the vector. 
Each vector component represents the semantic importance 
of a corresponding term as set to its weighted term 
frequency. Then, a term-by-company matrix is built.  

3.2.1 Text preparation 
The text preparation phase includes cleaning the raw text 
(e.g. removing scripting code, images, html-, and xml-tags 
from the textual information), deleting of specific 
characters, and correcting of typographical errors by use of 
a dictionary [33]. Textual information is separated in terms 
with tokenization [31] where the term unit is word and case 
conversion is done (terms are converted in lower case 
whereby the first sign is capitalized) [11]. 

3.2.2 Term filtering 
To reduce the number of different terms in the text, term 
filtering methods [16] are used. The selection of terms that 
can be assigned to a specific syntactic category (nouns, 
verbs, adjectives and adverbs) is done by part-of-speech 
tagging. Further terms as well as stop words that are non-
informative are discarded [34]. A dictionary-based stemmer 
is used to convert each term to its stem. If a term is not in 
the dictionary then a set of production rules is applied to 
give each term a correct stem. In literature, Zipf 
distribution shows that half of terms appear only once or 

63



twice [30]. Thus, these terms are also non-informative and 
they are deleted under these thresholds. 

3.2.3 Term vector weighting 
For each document, a term vector in vector space 

model is build using the selected terms [29]. Term vectors 
of weighted frequencies are used instead of raw 
frequencies because as shown in literature, this leads to 
significant improvements [28]. A large weight is assigned 
to a term that occurs frequently in a specific document but 
rarely in the document collection [26]. Let wi,j be the 
weight assigned to term i in document j, let n be the 
number of documents, let m be the number of terms in the 
vectors (m-dimensional term vectors), and let dfi be the 
number of documents that contain term i [25]. Then, the 
weight is calculated by term frequency tfi,j times inverse 
web page frequency idfi divided by a length normalization 
factor [16]. 
 

 
      (1) 

 

3.2.4 Term Vector Aggregation 
Each customer�’s company website consists of several web 
pages. With term vector aggregation all these web pages 
that belong to the same customer�’s company website are 
aggregated to build a term-by-website matrix. 

Let wi,k be the weight of term i in web page k and let r be 
the number of web pages belonging to the same customer�’s 
company website j [6]. Then the aggregated wi,k  can be 
calculated by 

 
 

     (2) 
 

3.3 Concept identification with LSI and 
singular value decomposition 
The created term-by-website matrix is nearly 
unmanageable because of its high dimensionality. 
However, the dimensionality can be reduced by 
considering the fact that most of the weights are zero and 
by considering the fact that a semantic generalization helps 
to group terms together into concepts and thus, to reduce 
the number of distinct terms. This can be done by using 
latent semantic indexing (LSI) combined with singular 
value decomposition (SVD) as method [8]. 
Let A be the term-by-website (m x n) matrix and r be its 
rank (r  min(m,n)) [12]. The SVD of A can be 
transformed into a product of three matrices, the term-

concept similarity (m x r) matrix U, the concept-website 
similarity (n x r) matrix V, and a diagonal (r x r) matrix  
containing positive singular values of matrix A. 
 
                                               A = U  Vt  (3) 
 
The rank r of A can be reduced by retaining the first k (k  
r) singular values in  and by discarding further positive 
singular values. The choice of k is critical because it 
influences the predictive performance. Thus, several rank 
k-models are constructed on the training examples to select 
the most favourable rank-k model. A prediction model as 
described in Sect. 3.4 calculates the predictive performance 
by integrating the test examples into the same semantic 
subspace as created by the training examples [8]. 

3.4 Prediction Modelling 
For modelling, we use logistic regression where a 
maximum likelihood function is produced and maximized 
[1]. Advantages of logistic regression are the simplicity of 
the concept [9], the availability of a closed-form solution 
for the probabilities, and the robustness of the predictive 
results [13]. 

Let )},{( ii yxT =  be a training set, let },...,,{ N21i =  

be an index, let nRxෛ  be an n-dimensional input vector 
(a concept-company vector) as representative for 
companies load on the concepts, let w be the parameter 
vector, let w0 be the intercept, let n

i Rx ෛ  be input data, 

and let },{ 10yi ෛ be the corresponding binary target 
labels  (company information is assigned to a specific 
security label or not). Then, the probability )|( x1yP =  
is estimated by 

 
     (4) 
 

3.5 Evaluation criteria 
An evaluation of the prediction model is done to show that 
latent semantic concepts from the companies can be used to 
predict the profitability of the companies in the test set. The 
performance is examined by use of well-known criteria: the 
lift, the sensitivity and specificity, and the misclassification 
rate. 
The most commonly used performance measure is the lift 
that measures the increase in density of companies that are 
successfully assigned to the group of profitable customers 
relative to the density of companies that belong to the 
group of profitable customers in total. Based on the 
companies that belong to the group of profitable 
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companies, TP (true positive) is defined as the number of 
correctly assigned companies and FN (false negative) is 
defined as the number of incorrectly assigned companies. 
Based on the companies that do not belong to the group of 
profitable customers, TN (true negative) is defined as the 
number of correctly assigned companies and FP (false 
positive) is defined as the number of incorrectly assigned 
companies. The sensitivity (TP/(TP+FN)) is defined as the 
proportion of positive cases that are predicted to be positive 
and the specificity (TN/(TN + FP)) is defined as the 
proportion of negative cases that are predicted to be 
negative. 
A two dimensional plot of the sensitivity versus (1-
specificity) is named the receiver operation characteristics 
curve (ROC). The area under the receiver operating 
characteristics curve (AUC) is used to compare the 
performance of binary classification models [15]. A cross-
validated misclassification rate is used to calculate the 
optimal number of concepts. 

4. EMPIRICAL VERIFICATION 

4.1 Research data 
For empirical verification, we use the CRM system of a 
large German mail-order company. The company acts in a 
B2B environment and existing CRM information for each 
business customer include website address and volume of 
sales. 

Information concerning 50.000 business customers is 
collected in a first step. By comparing the extracted website 
addresses, several customers can be identified that belong 
to the same company. The volume of sales of these 
customers are aggregated to calculate a volume of sales per 
company. This reduces the number of examples to 20.000 
companies. A further reduction is necessary, because 
websites of companies are written in different languages. 
This causes problems by the identification of textual 
patterns in the collection of all websites. Thus, companies - 
where a German language website exists - are selected. As 
a result, 11.856 companies are split in a training set of 
8.299 and in a test set of 3.557 examples. 

Further, the aggregated volume of sales per company is 
used to assign a company to the positive (profitable) or 
negative (non-profitable) examples. 

Table 1 shows the characteristics of the data. 

Table 1. Overview of the website characteristics 

 

Number 
of 
customer 
groups 

Relative 
percentage 

Training set (including 
validation set):   

Non-profitable customer 
group website addresses 3.781 45,56 

Profitable customer group 
website addresses 4.517 54,44 

Total 8.299  

Test set:   

Non-profitable customer 
group website addresses 1.597 44,92 

Profitable customer group 
website addresses 1.959 55,08 

Total 3.557  

 

4.2 Optimal dimension selection and 
interpretation 
The rank of the high dimensional term-by-company matrix 
is reduced to obtain the optimal number of SVD dimension 
(concepts). Thus, a cross-validation procedure on the 
training data was applied.  The x-axis in Fig. 3 represents 
the number of concepts and the y-axis represents the cross-
validated misclassification rate. It can be seen that in the 
range of 1�–50 concepts, the cross-validated 
misclassification rate was decreasing rapidly. From 50 
concepts on, it was decreasing less rapidly, while in the 
region around 150 concepts, the cross-validated 
performance was stabilizing. Including more than 150 
concepts resulted in a more complex prediction model, 
while the misclassification rate hardly decreased. Thus, 150 
concepts were chosen as the optimal number of SVD 
dimension in our study. 

 

35

37

39

41

43

45

47

49

51

10 30 50 70 90 110 130 150 170 190

SVD Dimension

M
is

cl
as

si
fic

at
io

n 
R

at
e

 
Figure 3. The impact of SVD Dimension on the 
misclassification rate. 

The SVD dimensions represent collocations that means 
terms that occur together more frequently than it would be 
expected by chance. Additionally, the SVD dimensions 
also represent terms that do not occur together with the 
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collocations even if it would be expected by chance. The 
terms represent words in German language and in stemmed 
form because a German stemmer is used as described in 
Sect. 3.2.2. Below, an example is presented where terms 
are translated to the English language.  
 
In the positive examples, the stemmed term �‘develop�’ (that 
includes development, developer etc.) and the stemmed 
term �‘system�’ occur together with specific terms e.g. 
'planning�’, �‘material�’, �‘technique�’, �‘build�’, �‘product�’, 
�‘machine�’, and �‘workshop�’. However, they do not occur 
together with further specific terms e.g. �‘section�’, �‘history�’, 
�‘insurance�’, and �‘energy�’. This probably could be seen as a 
profitable business customer who is interested in workshop 
equipment and furniture for his production process. 

Comparing predictive performance 
The predictive performance of the regression model is 
compared to the frequent baseline. Fig. 4 (the cumulative 
lift curve) and Fig. 5 (ROC curve) show that the test set 
outperforms the baseline. The AUC of the test set (63,52) is 
significantly larger than that of the baseline (50.00). Thus, 
this approach is able to better distinguish profitable from 
non-profitable customers than the baseline. 
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Figure 4. Test set and baseline lift for the logistic 
regression model 
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Figure 5. ROC curve 

5. CONCLUSION 
Using information of existing customers�’ websites for 
acquisition purposes supports acquisition manager by the 
identification of profitable customers. This prediction 
should be used in addition to further acquisition means to 
improve the acquisition process in a company. Avenues of 
future research could be the improving of the prediction 
performance by integrating further unstructured 
information in this approach e.g. information from web 
logs (blogs) or e-mails. 
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