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Introduction

A multi-phase composite with periodic distributed inclusions with a smooth bound-

ary is considered in this contribution. The composite component materials are

supposed to be linear viscoelastic and aging (of the non-convolution integral type,

for which the Laplace transform with respect to time is not e�ectively applicable)

and are subjected to isotropic shrinkage. The free shrinkage deformation can be

considered as a �ctitious temperature deformation in the behavior law.

The procedure presented in this paper proposes a way to determine average (ef-

fective homogenized) viscoelastic and shrinkage (temperature) composite properties

and the homogenized stress-�eld from known properties of the components. This is

done by the extension of the asymptotic homogenization technique known for pure

elastic non-homogeneous bodies to the non-homogeneous thermo-viscoelasticity of

the integral non-convolution type.

Up to now, the homogenization theory has not covered viscoelasticity of the integral

type. Sanchez-Palencia (1980), Francfort & Suquet (1987) (see [2], [9]) have consid-

ered homogenization for viscoelasticity of the di�erential form and only up to the

�rst derivative order. The integral-modeled viscoelasticity is more general then the

di�erential one and includes almost all known di�erential models.

The homogenization procedure is based on the construction of an asymptotic solu-

tion with respect to a period of the composite structure. This reduces the original

problem to some auxiliary boundary value problems of elasticity and viscoelasticity

on the unit periodic cell, of the same type as the original non-homogeneous problem.

The existence and uniqueness results for such problems were obtained for kernels

satisfying some constrain conditions. This is done by the extension of the Volterra

integral operator theory to the Volterra operators with respect to the time, whose
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kernels are space linear operators for any �xed time variables. Some ideas of such

approach were proposed in [11] and [12], where the Volterra operators with kernels

depending additionally on parameter were considered. This manuscript delivers re-

sults of the same nature for the case of the space-operator kernels.

Notations and de�nitions

First of all we want to introduce some sets, spaces and classes used in the

work.

IRn is the eucledean space of n-dimensional column vectors.

IRn�m is the set of (n � m)-dimensional matrices with real entries and a

norm associated with the corresponding norms in IRm and IRn.

Y is a periodicity cell in IRn, Y :=]0; Y01[�:::�]0; Y0n[; Y01; :::; Y0n 2]0;1[

J is a real axis segment [t1; t2]; 0 � t1 < t2 <1D
F

E
:= 1

�(Y )

R
Y
Fd�, where � is a measure on Y .

C
1
0 (
) is the set of in�nitely di�erentiable functions with a compact support

in 


H
1(
; ) is the closure with respect to the H1-norm of the subspace C1(�
)

formed by all functions vanishing in a neighbourhood of , where  � @
.

This space is associated with the Dirichlet boundary conditions: H1(
; ) :=

fu 2 H
1(
) : uj = 0g.

We will use here some non-standard notations for periodical functions spaces,

which were proposed in [7]:

F
Y

per
is the set of all Y -periodic functions.

C
k

per
(Y ) := f� : Y ! IR : 9f 2 C

k(IRn)
T
F
Y

per
j � = f restricted to Y g.

C
1
per
(Y ) :=

T
k2IN0

C
k

per
(Y ).

C
1
B
( �Y ) := f� : Y ! IR; � is uniformly continuous and di�erentiable on �Y g.

H
1
per
(Y ) is the closure in H

1(Y ) of C0
per
(Y )

T
C

1
B
( �Y )

2



L
1
[0](Y ) := ff 2 L

1(Y ) : < f >= 0g.

H
1
[0](Y ) := H

1(Y )
T
L
1
[0](Y ).

H
1
per[0](Y ) := H

1
per
(Y )

T
H

1
[0](Y ).

De�nition 1 Let X, Z be Banach spaces. L(X;Z) is the space of all linear

continuous operators from X to Z, K : X ! Z, with the norm

jjKjjL(X;Z) := sup
jjxjjX�1

jjKxjjZ:

If X = Z, L(X) := L(X;Z)

De�nition 2 C(J ;X) is a space of functions f(t) mapping the real axis seg-

ment J into a Banach space X:

f : J ! X ;

which are jj � jjX-continuous:

jjf(t+�t)� f(t)jjX ! 0 as �t! 0 8t 2 J

and are bounded with respect to their norm in C(J ;X):

jjf jjC(J ;X) := sup
t2J

jjf(t)jjX <1:

De�nition 3 V (C; J ; IRn�n) is the class of Volterra integral operators

A? : (A ? g)(t) :=

Z
J

A(t; �)g(�)d�; t; � 2 J; A(t; �) = 0 8� > t;

such that

(i) the kernels A : J
2 ! IRn�n are matrix-functions A(t; �) = fAhk(t; �)g; h; k =

1; :::; n and g(t) is a vector-function.

(ii) Z
t

0
jA(t+�t; �)� A(t; �)jd� ! 0 as �t! 0 8t 2 J

(iii) the kernel norm is bounded:

jjjAjjjV (C;J;IRn�n) := sup
t2J

Z
t

0
jA(t; �)jd� <1:
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Here jAj denotes a matrix norm.

Example 4 Often, the kernels A(t; �) are of the convolution type and taken

in the exponential form:

A(t; �) =
mX
i=1

�ie
��i(t��);

where �i; �i are constants.

A? 2 V (C; J ; IRn�n) may have also kernels of the Abel type (typical example

for the relaxation kernels of concrete and cement [13], [14]):

A(t; �) = Ac(t; �)(t� �)�� +Bc(t; �)(�)
�� + A

�

c
(t; �); 0 � �; � < 1;

Ac, Bc and A
�
c
are bounded continuous function with respect to t, � .

Let us de�ne a class of matrix operators parametrically dependent on the space

coordinate x 2 
.

De�nition 5 V (C; 
; J ; IRn�n) is the class of Volterra integral operators

A? : (A ? g)(x; t) :=

Z
J

A(x; t; �)g(x; �)d�; x 2 
; t; � 2 J;

jA(x; t; �)j = 0 8� > t; 8x 2 
;

such that

(i) the kernels A : 
�J2 ! IRn�n are matrix-functions A(x; t; �) = (Ahk(x; t; �))n�n,

g(x; t) is a vector-function,

(ii) Z
t

0
sup
x2


jA(x; t+�t; �)� A(x; t; �)jd� ! 0 as �t! 0 8t 2 J;

(iii) the kernel norm is �nite

jjjAjjjV (C;
;J ;IRn�n) := sup
t2J

Z
t

0
sup
x2


jA(x; t; �)jd� <1:

Here jAj denotes a matrix norm.

Example 6 For concrete or cement composites the relaxation operator A(x)? 2
V (C; 
; J ; IRn�n) may have kernels of the type:

A(x; t; �) = Ac(x; t; �)(t� �)�� +Bc(x; t; �)(�)
�� + A

�

c
(x; t; �); 0 � �; � < 1;

Ac, Bc and A
�
c
are bounded continuous functions with respect to t, � and piece-

wise continuous with respect to the space variable x.
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Now we de�ne a class of Banach-valued operators.

De�nition 7 V (C; J ;L(X;Z)) is the class of Volterra integral operators

Kx? : (Kx ? g)(t) :=

Z
J

Kx(t; �)g(�)d�; t; � 2 J; Kx(t; �) = 0 8� > t;

such that

(i) with operator kernels Kx : J
2 ! L(X;Z); and Kx(t; �)g(�) 2 B

1(J; Z)

(Bochner integrable, see Yosida [16] for de�nition),

(ii) Kx? are jj � jjL(X;Z)-continuous, i.e.,
Z

t

0
jjKx(t+�t; �)�Kx(t; �)jjL(X;Z)d� ! 0 as �t! 0 8t 2 J;

(iii) and Kx? have �nite kernel norms:

jjjKxjjjV (C;J;L(X;Z)) := sup
t2J

Z
t

0
jjKx(t; �)jjL(X;Z)d� <1:

Non-homogeneous problem

As said before, the non-homogeneous solid under consideration is composed of

n isotropic viscoelastic materials. It occupies a bounded domain 
 � R
3 with

a Lipschitz boundary @
 = @
1 [ @
2 and such that @
1; @
2 are mutually

disjoint subsets of @
. We assume that this solid has a periodic structure

(�gure below) with a period " (a scaling parameter). Let us consider the

equilibrium equations:

1

1

Y
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@

@xh

h�
a
hk

ij

"

0
(x; t) + a

hk

ij

"

(x) ?
�@u"

j
(x; t)

@xk

i
= fi0(x; t) +

@f
h

i

"
(x; t)

@xh
; x 2 
 (1)

i; j; h; k = 1; 2; 3

with boundary conditions:

u
"

i
(x; t) = 0 8t 2 [0;T ] on @
1, (2)

h�
a
hk

ij

"

0
(x; t) + a

hk

ij

"

(x) ?
�@u"

j
(x; t)

@xk

i
nh = f

h

i

"

(x; t)nh on @
2, (3)

where

(ahk
ij

"

(x) ? e
j

k
)(t) =

tZ
0

a
hk

ij

"

(x; t; �) � ej
k
(x; �)d�; (4)

u
"

i
(�; t) 2 H

1(
; @
1), Volterra integral operators a
hk

ij

"
(x)? 2 V (C; 
; [0; T ]; IRn�n)

and their kernels ahk
ij

"
(x; t; �), like elastic coe�cients ahk

ij

"

0
(x; t) of the free term,

belong to F Y

per

T
L
1(
) with respect to x for almost all �xed t; � 2 [0; T ], fi0

is a vector of the external forces, fi0(�; t) 2 L
2(
), fh

i

"
is a so-called shrinkage

stress tensor, fh
i

"
(�; t)) 2 F

Y

per

T
L
2(
). All functions are supposed to be in

C([0; T ]) with respect to the time variable t a.e. in 
.

Let us introduce a notation ahk
ij

"
(x; t) := a

hk

ij

"

0
(x; t)+ a

hk

ij

"
(x)?. We will refer to

a unit cell Y =]0; 1[3. ahk
ij

"
(x; t) := a

hk

ij
(�; t), fh

i

"
(x; t) := f

h

i
(x; �; t), (� := x

"
).

Dependence on x describes outer (macro-) e�ects, while dependence on � de-

scribes e�ects related to the composite structure.

The whole coe�cient tensor (ahk
ij
(�; t)) is assumed to be symmetric at each

point � 2 Y :

a
hk

ij
(�; t) = a

kh

ji
(�; t) = a

ik

hj
(�; t) = a

hj

ik
(�; t); 8t 2 [0;T ] (5)

and tensor (ahk
ij 0

(�; t)) is additionally positive-de�nite, with elements bounded

at each point � 2 Y ([2],Ch.6):

c0�
j

k
�
j

k
� a

hk

ij 0
(�; t)�i

h
�
j

k
� C0�

j

k
�
j

k
; (6)

for all �
j

k
where the constants 0 < c0 � C0 <1 are independent of �.

a
hk

ij

"

(x) =

(
a
hk

ij

s
if x 2 
s

a
hk

ij

M
if x 2 
nSm

s=1
s

; (7)

where s = 1; :::; m, m is the number of inclusions from the di�erent materials.

For isotropic materials

a
hk

ij

"

= �
"
�hi�kj + �

"
�ij�hk + �

"
�ik�hj: (8)
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Existence and uniqueness in inhomogenious viscoelastic-

ity of the integral type

Now we want to prove the existence and uniqueness for the solution to the

system of equations:

@

@xh

h�
A
hk

0 (x; t) + A
hk(x) ?

�@u(x; t)
@xk

i
= f0(x; t) +

@fh(x; t)

@xh
; x 2 
 (9)

with boundary conditions:

u(x; t) = 0 on @
1; 8t 2 [0;T ] (10)

h�
A
hk

0 (x; t) + A
hk(x) ?

�@u(x; t)
@xk

i
nh = fh(x; t)nh on @
2, (11)

where 
 � IRn. We use the following notation in this section: A
hk(x; t) :=

(ahk
ij
(x
"
; t)) and fh(x; t) := (fh

i
(x; x

"
; t)).

Let us assume u(t) 2 C([0; T ];H1(
; @
1)), fh(t) 2 C([0; T ];L2(
)), h =

0; :::; n.

Further, we introduce the following notation:

A0x(t)u :=
@

@xh

�
A
hk

0 (x; t)
@u(x; t)

@xk

�
; (12)

Ax(t; �)u :=
@

@xh

�
A
hk(x; t; �)

@u(x; �)

@xk

�
: (13)

A0x(t); Ax(t; �) : H
1(
; @
1) ! H

�1(
; @
2) for each �xed t and � . Here by

H
�1(
; @
2) is denoted the space dual to H1(
; @
1).

Now, let us rewrite the equation (9) with respect to the notation above:

A0x(t)u(t) +

Z
t

0
Ax(t; �)u(�)d� = f0(t) +

@fh(t)

@xh
; (14)

or, if we refer to the ?-notation:

�
A0x(t) + Ax ?

�
u(t) = f0(t) +

@fh(t)

@xh
: (15)

A variational equality for (9)-(11) has the following form:Z



�
A0x + Ax ?

�
uvdx

= �
Z



�
A
hk

0 + A
hk
?

� @u
@xk

@v

@xh
dx+

Z
@
2

�
A
hk

0 + A
hk
?

� @u
@xk

vnhds (16)

=

Z



�
f0v � fh

@v

@xh

�
dx+

Z
@
2

fhvnhds;
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8v 2 C([0; T ];H1(
; @
1)):

If we take in the consideration condition (11) the variational identity can be

rewritten asZ



�
A
hk

0 + A
hk
?

� @u
@xk

@v

@xh
dx =

Z



�
� f0v + fh

@v

@xh

�
dx; (17)

8v 2 C([0; T ];H1(
; @
1)):

Theorem 8 Let 
 be a domain with an inhomogeneous structure and let the

coe�cient matrix of the operator A0x(t) satis�es the positivity and continuity

condition (6) with constants c0; C0 > 0. Furthermore, let fh 2 C([0; T ];L2(
)),

h = 0; :::; n. Then, if the operator Ax? belongs to V (C; [0; T ];L(H1(
; @
1);

H
�1(
; @
2))), there exists a unique global weak solution of the problem (9)-

(11) in C([0; T ];H1(
; @
1)).

Proof

Due to the Theorem 2.7 [3] (Chap.1) Korn's inequality

jjvjjH1(
) � Cjje(v)jjL2(
); (18)

where e(v) := (e
j

k
(v))n�n, e

j

k
(v) = 1

2

�
@vj

@xk
+ @vk

@xj

�
and

jje(v)jj2
L2(
) =

1

2
jjrvjj2

L2(
) +
1

2

Z



@vj

@xk

@vk

@xj
dx;

holds for all v 2 H
1(
; @
1). Since conditions (18) and (6) are satis�ed, the

bilinear form a
hk

ij 0
e
i

h
e
j

k
� a

hk

ij 0

@vi

@xh

@vj

@xk
� A

hk

0
@u

@xk

@v

@xh
in (17) satis�es all assump-

tions of the Lax-Milgram theorem for H1(
; @
1), and hence A0x is invertible

with

jjA0x(t)jj � C0 and jjA0
�1
x
(t)jj � 1

c0
(19)

uniformly with respect to t.

We can rewrite the equation (1) with respect to the notations introduced in

the following way:

u(t) + A0
�1
x
(t)

Z
t

0
Ax(t; �)u(�)d� = A0

�1
x
(t)(f0(t) +

@fh(t)

@xh
): (20)

Observe that A0
�1
x
(t) does not depend on � .

u(t) +

Z
t

0
A0

�1
x
(t)Ax(t; �)u(�)d� = A0

�1
x
(t)(f0(t) +

@fh(t)

@xh
): (21)

8



The following new notation is

Kx(t; �) := A0
�1
x
(t)Ax(t; �); (22)

whereKx(t; �) :H
1(
; @
1)! H

1(
; @
1) for each �xed t and � , orKx(x; t; �) :

H
1(
; @
1) � [0;T ]2 ! H

1(
; @
1). We are looking for a resolvent (and its

existence) for the following equation:

u(t) +

Z
t

0
Kx(t; �)u(�)d� = A0

�1
x
(t)(f0(t) +

@fh(t)

@xh
); (23)

or by using the ? -notation

u(t) +Kx ? u(t; �) = F (t): (24)

Here

F (t) := A0
�1
x
(t)(f0(t) +

@fh(t)

@xh
); (25)

F (t) : [0; T ]! H
1(
; @
1).

Let us suppose, there exists a solution to (24) and that it is represented formal

by a Neumann series

u(t) =
�
1 +Kx ?

��1
F (t) =

1X
j=0

(�1)j
h
(Kx?)

j
F

i
(t): (26)

Now, our aim is to show, that this series converges. We are working in the Ba-

nach space. Banach spaces are complete, it means that each Cauchy sequence

converges. Hence, it is enough to show that

Sn :=
nX

j=0

(�1)j
h
(Kx?)

j
F

i
(t) (27)

is a Cauchy sequence, i.e. that for any " > 0 there exists a number N such

that jjSn � SmjjH1(
;@
1) < " for all m;n � N .

We can estimate

jjSn � SmjjH1(
;@
1) = jj
nX

j=m

(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1)

�
1X

j=m

jj(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) +

1X
j=n

jj(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1)

� 2
1X

j=N

jj(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) for N � m;n.
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If we will be able to �nd such a N that
P
1

j=N jj(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) <

"=2 we are in business. The last statement is valid if the function seriesP
1

j=0 jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) converges.

We formulate the following lemma now, which we will need later.

Lemma 9 Let us denote �(t) =
R
t

0 Kx(t; �)f(�)d� . Then

jj�(t)jj2
H1(
) � 2f

Z
t

0
jjKx(t; �)jjL(H1(
))jjf(�)jjH1(
)d�g2

� 2fjjjKxjjjV (C;[0;T ];L(H1)) sup
�2J

jjf(�)jjH1(
)g2;

where

jjjKxjjjV (C;[0;T ];L(H1)) := sup
t2J

Z
t

0
jjKx(t; �)jjL(H1(
))

and

jjKx(t; �)jjL(H1(
)) := sup
jjf(�)jj

H1(
)
�1

jjKx(t; �)f(�)jjH1(
):

Proof of Lemma:

On the basis of Minkowski inequality

jj�(t)jj2
H1(
) :=

Z


j�(t)j2dx+

Z


jDx�(t)j2dx

=

Z


j
Z

t

0
Kx(t; �)f(�)d� j2dx +

Z


j
Z

t

0
DxKx(t; �)f(�)d� j2dx

� f
Z

t

0
[

Z


jKx(t; �)f(�)j2dx]1=2d�g2 + f

Z
t

0
[

Z


jDxKx(t; �)f(�)j2dx]1=2d�g2

� f
Z

t

0
([

Z


jKx(t; �)f(�)j2dx]1=2 + [

Z


jDxKx(t; �)f(�)j2dx]1=2)d�g2

� 2f
Z

t

0
([

Z


jKx(t; �)f(�)j2dx+

Z


jDxKx(t; �)f(�)j2dx]1=2)d�g2

� 2f
Z

t

0
jjKx(t; �)f(�)jjH1(
)d�g2 � 2f

Z
t

0
jjKx(t; �)jjL(H1(
))jjf(�)jjH1(
)d�g2

� 2fjjjKxjjjV (C;[0;T ];L(H1))(sup
�2J

jjf(�)jjH1(
)g2 :

Lemma is proven.

We should remark, that jjKx(t; �)jjL(H1(
;@
1)) can be estimated by the norm

product of the operators A�10x (t) and Ax(t; �) in corresponding spaces:

jjKx(t; �)jjL(H1(
;@
1)) �
1

c0
jjAx(t; �)jjL(H1(
;@
1);H�1(
;@
2)) (28)
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Let us show the convergence of the series
P
1

j=0 jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) ma-

jorizing the Banach-valued Neumann's series for u(t) in (26):

jju(t)jjH1(
;@
1) = jj
1X
j=0

(�1)j
h
(Kx?)

j
F

i
(t)jjH1(
;@
1)

�
1X
j=0

jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1)

=
1X
j=0

jj
h
Kx ?

h
Kx ?

h
:::

h
Kx?F

iiii
(t)jjH1(
;@
1)

=
1X
j=0

jj
Z

t

0
Kx(t; tj�1)

Z
tj�1

0
Kx(tj�1; tj�2):::

:::

Z
t1

0
Kx(t1; �)F (�)d�:::dtj�2dtj�1jjH1(
;@
1)

=
1X
j=0

jj
h
Kx ?

h
(Kx?)

j�1
F

ii
(t)jjH1(
;@
1)

Lemma

�
1X
j=0

p
2jjKxjjL(H1(
;@
1)) ? jj

h
(Kx?)

j�1
F

i
(t)jjH1(
;@
1)

�
1X
j=0

(
p
2jjKxjjL(H1(
;@
1))?)

jjjF (t)jjH1(
;@
1) (29)

Since fh 2 C([0; T ];L2(
)), h = 0; :::; n, the second factor in (29) is bounded

(see, e.g. [3] (Chap.1, Th.5.1)):

jjF (�)jjH1(
;@
1) = jjA0
�1
x
((f0(�) +

@fh(�)

@xh
)jjH1(
;@
1) (30)

� C

nX
h=0

jjfh(�)jjL2(
);

where C is a positive constant.

We have obtained the result, that the series
P
1

j=0 jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) to

be shown convergent is majorized by the Neumann's series for an operatorp
2jjKxjjL(H1(
;@
1))? 2 V (C; [0; T ]; IR1�1) with the scalar kernel jjKx(t; �)jjL(H1(
;@
1)) :

11



[0; T ]2 ! IR:

1X
j=0

jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1) �

1X
j=0

(
p
2jjKxjjL(H1(
;@
1))?)

jjjF (t)jjH1(
;@
1):

(31)

According to the theorem 9.5.5 (ii) [6], if jjKxjjL(H1(
;@
1))? 2 V (C; [0; T ]; IRk�k)

and [0; T ] is bounded, i.e. T < 1, the majorizing Neumann's series in the

righthandside of (31) converges. Hence the function series
P
1

j=0 jj
h
(Kx?)

j
F

i
(t)jjH1(
;@
1)

converges and hence the Banach-valued Neumann's series for u(t) in (26) also

converges.

It remains only to remark that jjKxjjL(H1(
;@
1))? 2 V (C; [0; T ]; IR1�1) since

Kx? 2 V (C; [0; T ];L(H1(
; @
1))) and that is true as soon as Ax(t) 2 V (C; [0; T ];

L(H1(
; @
1); H
�1(
; @
2))) and condition (19) is satis�ed.

Remark 10 We just remind that actually, the solution u interpreted as u(t) :

[0; T ]! H
1(
; @
1) can be a real valued vector-function of two variables x 2 


and t 2 [0; T ], i.e. u(x; t) : 
 � [0; T ] ! IRn, with u(�; t) 2 H
1(
; @
1)

8t 2 [0; T ] and u(x; �) 2 C([0; T ]) a.e. in 
.

2-scale Homogenization. Formal asymptotic expansion.

Now, we study the asymptotic behavior of u"(x) with respect to any small

�xed ". We are looking for asymptotics of the solution of (1) of the form

u
"(x; t) =

1X
p=0

"
p
up(x; �; t); � 2 Y , x 2 
 (32)

where up(x; �; t) are vector-functions 1-periodic with respect to � = x

"
. After

the substitution of (32) into the equilibrium equations and after using these

equations for the terms of orders "�2; "�1; "0 separately, we get the following

conditions

"
�2 :

@

@�h

�
A
hk

0 (�; t)
@u0(x; �; t)

@�k

�
= 0; u0(�; t) 2 H

1
per[0](Y ) (33)

"
�1 :

@

@�h

h�
A
hk

0 (�; t) + A
hk(�) ?

��@u0(x; t)
@xk

+
@u1(x; �; t)

@�k

�i
(34)

=
@fh(x; �; t)

@�h
; u1(�; t) 2 H

1
per
(Y )

"
0 :

@

@xh

D�
A
hk

0 (�; t) + A
hk(�) ?

��@u0(x; t)
@xk

+
@u1(x; �; t)

@�k

�E
(35)

12



= f0(x; t) +
@ < fh(x; �; t) >

@xh
; u0(�; t) 2 H

1(
; @
1)

In the standard homogenization procedure, the equation (34) is being used

for the �rst asymptotic approximation u1(x; �; t) expression in the term of the

homogeneous function u0(x; t). The following substitution is known ([1], [2])

for pure elastical case :

u1(x; �) := �N0p(�)
@u0(x)

@xp
+ y(x; �); (36)

where N0p(�); y(x; �) are auxiliary unknown 1-periodic with respect to � tensor-

functions.

Let us try to �nd a similar substitution for our case. First, consider (34) with

a homogeneous right-handside. The weak formulation for such a problem has

a formZ
Y

h�
A
hk

0 (�; t) + A
hk(�) ?

��@u1(x; �; t)
@�k

+
@u0(x; t)

@xk

�i@v(�; t)
@�h

d� = 0; (37)

8v 2 H
1
per
(Y ):

We introduce the following scalar product in the space H1
per[0]:

(u(t); v(t))H1
per[0]

=

Z
Y

A
hk

0 (�; t)
@u(�; t)

@�k

@v(�; t)

@�h
d�; 8v(�; t) 2 H

1
per[0] (38)

which is associated to the original norm in H
1.

Moreover, since A
hk

0 satisfy the condition (6) and if B is a linear continu-

ous operator from H
1
per[0] to H

1
per[0] for each �xed pair t, � and N0h(�; t) 2

C([0; T ];H1
per[0]), then we de�ne them by

(B(t; �)u(�); v(�))H1
per[0]

=

Z
Y

A
hk(�; t; �)

@u(�; �)

@�k

@v(�; �)

@�h
d�; 8v(�; �) 2 H

1
per[0] (39)

(N0h(t); v(t))H1
per[0]

=

Z
Y

A
hk

0 (�; t)
@v(�; t)

@�k
d�; 8v(�; t) 2 H

1
per[0] (40)

Now we can rewrite equation (37) in the terms of the new notation:

(u1(t); v(t))H1
per[0]

+

tZ
0

(B(t; �)u1(�); v(�))H1
per[0]

d� +(N0h(t)
@u0(x; t)

@xh
; v(t))H1

per[0]

(41)

13



+

tZ
0

(B(t; �)N0h(�)
@u0(x; �)

@xh
; v(�))H1

per[0]
d� = 0 8v(�; t) 2 H

1
per[0]:

If we put out v(t) in this equation, and keep in mind commutation of the inte-

gration concerning time with a space scalar product, linearity of this product

and arbitrarity of v, we obtain that the following condition has to be equal to

zero:

u1 +B ? u1 +N0h

@u0(x)

@xh
+B ?

@u0(x)

@xh
= 0 (42)

It is known from the resolvent theory, if the operator B? is bounded in some

sense (this was already discussed in the previous section), then there exists a

resolvent R? to the integral operator B? such that the solution of (42) can be

found as

u1 = �N0h

@u0(x)

@xh
�B ?

@u0(x)

@xh
+R ?

�
N0h

@u0(x)

@xh
+B ?

@u0(x)

@xh

�
(43)

By taking into account, that the class of kernels in the consideration forms a

Banach algebra with product ? (according to the Theorem5 from the previous

section) and applying the multiplication rule:

u1 = �N0h

@u0(x)

@xh
+
�
�B +RN0h +R ? B

�
?
@u0(x)

@xh
; (44)

we can extract the following structure for the substitution we are looking for:

u1(x; �; t) := (�N0h(�; t) +Nh(�)?)
@u0(x; t)

@xh
; (45)

where N0h(�; t) and Nh(�; t; �) are auxiliary functions, which are 1-periodic in

space coordinate. N0h(�; t) is the solution of the equation (40). Now remember

the non-homogeneous right-handside of (34). The total solution of (34) can be

found as

u1(x; �; t) := (�N0p(�; t) +Np(�)?)
@u0(x; t)

@xp
+ y(x; �; t); (46)

where auxiliary function y(x; �; t), which is 1-periodic in space coordinate, is

responsible for the righthandside of (34). By substituting (46) into the equation

(34), we get the following cell-problems for determining the auxiliary periodic

functions:

@

@�h

h
A
hk

0 (�; t)
@

�
N0p(�; t)� �pE

�
@�k

i
= 0; � 2 Y ; (47)

14



@

@�h

h�
A
hk

0 (�; t) + A
hk(�) ?

�@Np(�)

@�k
(t; �)

i
(48)

=
@

@�h

h
A
hk(�; t; �)

@

�
N0p(�; t)� �pE

�
@�k

i
; � 2 Y ;

@

@�h

h�
A
hk

0 (�; t) + A
hk(�) ?

�@y(�; t)
@�k

i
=

@fh(�; t)

@�h
; � 2 Y (49)

+ periodicity conditions on the cell boundary

+ continuity conditions for displacements and total tractions on the interface

inclusion-matrix.

Remark 11 The existence and uniqueness of the solution to the equations

(48), (49) is given by the Theorem 8 by replacing in its statement H1(
; @
1)

by H1
per[0](Y ). The proof remains. The existence and uniqueness of the solution

to (47) in H1
per[0](Y ) for 8 �xed t 2 [0;T ] can be proven by Lax-Milgram theorem

(see Proof of the Theorem 8, (19) or rigorous [1] (Supplement, The.1), or [3]

(Chap.1, The. 6.1):

Theorem 12 Consider the following equations system

@

@�h

h
A
hk

0 (�)
@w(�)

@�k

i
= F0(�) +

@Fh(�)

@�h
; � 2 Y ; (50)

w 2 F
Y

per
; < w >= 0;

where the vector valued functions Fh(�) 2 L
2(Y )

T
F
Y

per
, h = 1; :::; n; the family

of matrices Ahk

0 (�) satis�es the condition (6) and their elements ahk
ij
(�) 2 F

Y

per
.

Let
D
F0

E
= 0. Then the problem (50) has a unique solution w(�) 2 H

1
per[0](Y ),

and this solution satis�es the estimate

jjwjjH1(Y ) � C(
nX

h=0

jjFhjjL2(Y )); (51)

where the constant C depends only on the constants c0, C0 from the condition

(6) and the cell geometry.
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Homogenized boundary value problem

The average equation system for u0(x; t) is the following:

@

@xh

h�
Â
hk

0 (t) + Â
hk
?

�@u0
@xk

(x; t)� f̂h(x; t)
i
= f0(x; t); x 2 
 (52)

u0(x; t) = 0 8t 2 [0;T ] on @
1 (53)

�̂h(x; t)nh :=
h�
Â
hk

0 (t) + Â
hk
?

�@u0
@xk

(x; t)� f̂h(x; t)
i
nh = 0 on @
2; (54)

where the averaged coe�cients and averaged shrinkage stresses are given by

the following expressions:

Â
hp

0 (t) :=
D
A
hk

0(�; t)
@

�
N0p(�; t)� �pE

�
@�k

E
; (55)

Â
hp
? := �

D�
A
hk

0(�; t) + A
hk(�) ?

�@Np(�)

@�k
(56)

�
@

�
N0p(�; t)� �pE

�
@�k

A
hk(�)

E
?

f̂h(x; t) :=
D
fh(x; �; t)�

�
A
hk

0(�; t) + A
hk(�) ?

�@y(x; �; t)
@�k

E
: (57)

We use here the notation

D
F (�)

E
:=

1

jY j

Z
Y

F (�)d�:

Let us show, that Âhk

0 (t) satis�es condition (6), Âhk

x
(t; �)? 2 V (C; [0; T ];L(H1(
;

@
1);H
�1(
; @
2))), where Â

hk

x
(t; �) is de�ned in the same way as in (13), and

f̂h 2 C([0; T ];L2(
)).

Tensor Âhk
0(t) is calculated exactly in the same way as the one for the pure

elastic case and also possesses the conditions of positivity and continuity (6).

This proof is given for the pure elastic problem, e.g. in [1] (Chap.4), [2] (Chap.

6). And Â
hk

0 (t) belongs obviously to the C([0; T ]).

Since N0p(�; t), Np(�; t) and y(x; �; t) are uniformly bounded in H
1
per[0](Y )

8t 2 [0;T ] (see Remark.11 or [3], [4]),
@N0p(�;t)

@�k
,

@Np(�;t)

@�k
and

@y(�;t)

@�k
are uni-

formly bounded for all t 2 [0;T ] in L
2(Y ).

It is easy to show, that the Lemma 9 can be replayed for L2-norm:
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Lemma 13 Let us denote �(x; t) =
R
t

0 K(t; �)f(x; �)d� . Then

jj�(:; t)jjL2(
) �
Z

t

0
jK(t; �)jjjf(:; �)jjL2(
)d�

� jjjKjjjV sup
�2J

jjf(:; �)jjL2(
):

Proof of Lemma:

On the basis of Minkowski inequality

jj�(:; t)jjL2(
) :=
� Z



j
Z

t

0
K(t; �)f(x; �)d� j2dx

�1=2

�
Z

t

0
[

Z


jK(t; �)f(x; �)j2dx]1=2d�

=

Z
t

0
jK(t; �)jjjf(:; �)jjL2(
)d�

� jjjKjjjV (sup
�2J

jjf(:; �)jjL2(
))

By applying Lemma 13 to the expressions (56),(??) we obviously obtain, that

Â
hp

x
(t; �) is bounded in the norm in V (C; [0;T ];L(H1(
; @
1); H

�1(
; @
2)))

and f̂h(t) 2 C([0; T ];L2(
)).

Let us show now, that (52)-(54) possess a unique solution in C([0; T ];H1(
; @
1)).

For this purpose we only have to reformulate the Theorem 8 for such a problem:

Theorem 14 Let 
 be a domain with a Lipschitz boundary and let the coef-

�cient matrix Âhk

0 (t) satis�es the positivity and continuity condition (6). Fur-

thermore, let f̂h(t) 2 C([0; T ];L2(
)), h = 0; :::; n. Then, if the operator

Âx? belongs to V (C; [0; T ];L(H1(
; @
1); H
�1(
; @
2))), there exists a unique

global weak solution of the problem (52)-(54) in C([0; T ];H1(
; @
1)).

The proof of the theorem can be given in a completely analogous way as the

one of Theorem 8.

Conclusion

� Homogenization algorithms and estimates known for the pure elastic non-

homogeneous body were obtained for the thermo-elastic problem and for

the elastic problem with the additional shrinkage deformation.
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� Up to now, the homogenization theory has not covered viscoelasticity of

the integral type, but has dealt with viscoelasticity of a rather particular

di�erential form (see [2], [9], [10]).

Just remind that all viscoelastic di�erential models of the form

rX
i=0

Di

(i)
� (t) =

rX
i=0

Bi

(i)
e (t);

where Di, Bi are constants and
(i)� denotes i-th times-derivative (see [13],

[14]), can be rewritten in the equivalent integral form

�(t) = A(0)e(t) +

Z
t

0
A(t� �)e(�)d�

with exponential kernels A(s), as shown in the Example 4 (�rst expres-

sion).

We have proposed the substitution and delivered the homogenization

technique for the integral viscoelasticity of the non-convolution type with

additional temperature term.

� The existence and uniqueness of the solution of Volterra integral equa-

tions concerning the time-variable, with space-operator kernels in Banach

spaces was proven. This was done by extension of the classical Volterra

integral operator theory with applying the Neumann's series.
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