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Abstract: Near-infrared (NIR) spectroscopy is a wide-
spread technology for fruit and vegetable quality assess-
ment. Newfields of application of this technology, likemo-
bile food analysis with handheld low-cost spectrometers,
increase the demand for chemometric calibration mod-
els that are able to deal with multiple products and va-
rieties thereof at once (so-calledmulti-product calibration
models). While there are well studied methods for single-
product calibration as partial least squares regression
(PLSR), multi-product calibration is still challenging. Con-
ventional approaches that work well for single-product
calibration can lead to high errors for multi-product cal-
ibration. However, nonlinear methods as local regression
and artificial neural networks were found to be suitable¹,².
Preliminary studies in multi-product calibration for quan-
titative analysis of food with near-infrared spectroscopy
showed good results formemory-based learning (MBL) and
a classification prediction hierarchy (CPH)³. In this study,
three varieties of apples, pears and tomatoes with known
sugar content (in ∘Brix) are analysed with NIR hyperspec-
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tral imaging spectroscopy in the range from 900 nm to
2400 nm. Predictive performance of a linear PLSR model,
two nonlinear models (CPH and MBL) and different pre-
processing techniques are tested and evaluated. For er-
ror estimation, leave-one-product-out and leave-one-out
cross-validation are used.

Keywords: NIR, chemometrics, foodstuff, multi-product
calibration.

Zusammenfassung:Nahinfrarotspektroskopie ist eine eta-
blierte Methode zur Qualitätsbestimmung von Obst und
Gemüse. Neue Anwendungsgebiete, wie z. B. die mobile
Lebensmittelanalyse mittels handgetragener und preis-
günstiger Mikrospektrometer, verlangen nach neuen An-
sätzen zur Multiprodukt-Kalibrierung. Zur produktspe-
zifischen Kalibrierung existieren bereits geeignete Me-
thoden wie partial least squares regression (PLSR). Der
Versuch von Micklander et al.¹, ² zeigt jedoch auf, dass
die Multiprodukt-Kalibrierung noch eine ungelöste Her-
ausforderung darstellt. Nichtlineare Ansätze wie neuro-
nale Netze und lokale Regression erzielten hier bessere
Ergebnisse als konventionelle Methoden wie PLSR. Vor-
läufige Untersuchungen zur Multiprodukt-Kalibrierung
zur quantitativen Analyse von Lebensmitteln mittels
NIR Spektroskopie lieferten vielversprechende Ergebnisse
durch Memory-Based Learning (MBL) und Classification-
Prediction-Hierarchy (CPH)³. In dieser Arbeit werden drei
Ansätze zurMultiprodukt-Kalibrierunguntersucht. Hierzu
werden drei unterschiedliche Apfelsorten, Birnen und To-
maten mit bekanntem Zuckergehalt (in ∘Brix) mittels bild-
gebender NIR Spektroskopie im Bereich von 900 nm bis
2400 nm analysiert. Die Genauigkeit eines linearen PLSR-
Modells und zweier nichtlinearer Modelle (CPH und MBL)
sowie unterschiedliche Vorverarbeitungsmethoden wer-
den untersucht und evaluiert. Zur Bestimmung von Feh-
lermaßen dienen Leave-One-Out- und Leave-One-Product-
Out-Kreuzvalidierungen.

Schlüsselwörter: NIR, Multiprodukt-Kalibrierung, Le-
bensmittelanalyse, Chemometrie.
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1 Introduction
Near-infrared spectroscopy as well as hyperspectral imag-
ing became widespread technologies for quality inspec-
tion and optical sorting issues. Due to their ability for non-
destructive quantitative and qualitative analysis, they are
increasingly being used in the agricultural and food sec-
tor [15]. By contrast with mid-infrared spectroscopy, quan-
titative information cannot be read directly from the spec-
trum. Mathematical methods and models, called chemo-
metric methods, must be applied for extracting informa-
tion concerning relevant quality parameters. For quanti-
tative analysis inNIR spectroscopy partial least squares re-
gression (PLSR) and principal component regression (PCR)
are considered as gold standard methods [13]. With in-
creasing interest in new areas of application, such as the
handheld food scanners for consumers (e.g., SCiO or Tell-
Spec [6, 12]), the requirements for chemometric methods
changed. In contrast to laboratory tasks, there is less or no
prior knowledge about the samples being scanned. Con-
ventionalmethodsworkwell for samples that are all of one
product class and acquired under constant measurement
conditions. Those models cannot or only hardly be trans-
ferred to other measurement conditions or other prod-
uct classes. Preliminary studies in memory-based learn-
ing (MBL) and a classification prediction hierarchy (CPH)
showedpromising results formulti-product calibration [7].
In this work, those two nonlinear methods and a linear
PLSR model were tested and evaluated. The task was to
predict the ∘Brix value, correlating strongly with sugar
content and therefore ripeness, to multiple agricultural
products. In this study, three apple varieties, tomatoes
and pears, which are the most popular fruit and veg-
etable in Germany [14], were utilized for experiments. For
those, hyperspectral near-infrared images were captured
and used for a chemometric analysis. Five pre-processing
techniques and combinations of them were tested: first
and second derivative, standard normal variate transfor-
mation (SNV), multiplicative scatter correction (MSC) and
absorbance transformation. These methods aim to en-
hance spectral features and to compensate the effects of
non-uniform light scattering and other physical interfer-
ences. A comprehensive introduction to these methods
can be found in [11].

2 Related work
Since NIR spectroscopy has been used for decades in
qualitative and quantitative analysis, there are several
well-established chemometric methods for pre-processing

spectral data and calculating single-product calibrations.
Partial least squares regression and principal component
regression are the two calibration procedures most fre-
quently used for single-product calibration [3]. To model
nonlinear correlations, e.g. caused by multiplicative ef-
fects arising from non-uniform particle sizes in the sam-
ples, artificial neural networks (ANN) show better capabili-
ties [3, 4]. In the experiment of Micklander et al. [9], linear
models reach unsatisfactory accuracy for multi-product
calibration for foodstuff. There is a noticable improvement
in prediction with ANNs and local regression methods.
Berzaghi et al. [2] also improved multi-product calibration
models by use of a local regression method called LOCAL
that is similar to memory-based learning. The memory-
based learning approach used in our work was originally
designed for the chemometric analysis of soils. The algo-
rithm outperformed partial least squares regression, sup-
port vector regression machines, locally weighted regres-
sion and LOCAL [8].

3 Material and methods

3.1 Data acquisition

Three varieties of apples (Jonagold, Gala and Elstar) were
used to get product separation on different levels. For
a separation on a higher product level, tomatoes andpears
were added to the dataset. For hyperspectral image acqui-
sition each fruit was cut into two halves, the ripest and
the most unripe half. A near-infrared line-scanning hyper-
spectral imaging camerawas used to obtain hyperspectral
reflectance images in the range of 900 nm to 2400 nm (see
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Figure 1: Distribution of ∘Brix values for the investigated product
classes (Kernel density estimation with Gaussian kernel). The
distributions have overlapping regions.
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Figure 2: Near-infrared hyperspectral imaging system used in this
study. Hyperspectral images (256 bands, spectral resolution FWHM
≈ 10 nm) in the wavelength region from 900 nm to 2400 nm were
captured to analyse the sugar content of apples, tomatoes and
pears.

Figure 2). Six halogen lamps in bright field constellation
were used as a light source. Dark and white reference im-
ages were acquired at the beginning of eachmeasurement
and used for reflectance calculation. For the white refer-
ence image, a white teflon bar was used. A total amount
of 124 pear, 454 apple (146 Elstar, 146 Gala, 162 Jonagold)
and 90 tomato images were taken. After the hyperspectral
imageacquisitionof eachhalf, itsmiddle thirdpartwas ex-
tracted and pressed to juice. The ∘Brix value for each half
wasdeterminedwithabench-top refractometer. Thedistri-
bution of the ∘Brix values overlap partially (see Figure 1).

3.2 Data processing

After defective pixel elimination, reflectance calculation
and segmentation, the median spectrum from each seg-
mented object was calculated. The median compensates
for interfering influences (e.g., specular highlights or
shadows) during image acquisition and provides a robust
measurement of the object’s spectral reflectance. The me-
dian spectra serve as the basis for further pre-processing
and analysis. Pre-processing was used to remove scatter
effects or to extract different features. The first two deriva-
tives, SNV and MSC are used as well as absorbance trans-
formation and combinations of those pre-processing tech-
niques.

sample to predict
samples used to train predic�on model
ignored samples

predictor

response

Figure 3:Memory-based learning: First step is to select nearest
neighbour samples in the database, then a local regression model is
trained with those selected samples.

3.2.1 Partial least squares regression

A conventional PLSR from the R-Package PLS [1] was used
as linear calibration. The number of components was cho-
sen via leave-one-product-out (LOPO) and leave-one-out
(LOO) cross-validation. All samples of all classes were
merged into one pooled dataset for training and valida-
tion.

3.2.2 Memory-based learning

In contrast to the so called eager learning like PLSR,where
an explicit model is built, there is no offline training in
memory-based learning (also referred to as lazy learning).
To predict the response variable(s) for a sample, a dis-
tancemetric is used to findnearest neighbours in the train-
ing data. A regression model is trained with those nearest
neighbours on demand (see Figure 3). Parameters to set
are among others the distance metric to find the nearest
neighbours, the number of neighbours, the regression al-
gorithm and the use of the dissimilarity matrix. The used
R-package resemble [10] offers three kinds of distancemet-
rics and four regression methods (see [10] for more de-
tails). It is also possible to use the distance information as
additional predictor variables or as weights for weighted
regressions.

3.2.3 Classification prediction hierarchy

Another approach for multi-product calibrations is classi-
fication predictionhierarchy (CPH). For eachproduct class
or subclass, a specialized regression model is trained. For
prediction, the optimal model is chosen by a classifier.
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Figure 4: Leave-one-product-out cross-validation with 𝑘 classes. For
each iteration, all samples of one class are used for testing while all
samples of other classes are used for training.

Then the regression model predicts the response variable.
Due to the bad results when applying a specialized model
to another class than it was trained on, the models are
evaluated only with LOO cross-validation [7].

3.3 Evaluation method

To evaluate the calibration models, LOO and LOPO cross-
validation were used. In contrast to LOO cross-validation,
where single samples are left out while training, for LOPO
cross-validation complete classes are left out. To estimate
the ability of prediction on materials that are not in the
training set, the model of an iteration is trained with all
classes but one. The class left out is then used for val-
idation (Figure 4). The root mean square error of cross-
validation (RMSECV) was used as the error function:

RMSECV = √
∑
𝑛

𝑖=1

(𝑝
𝑖

− 𝑟
𝑖

)2

𝑛
,

where 𝑝
𝑖

is the 𝑖-th predicted ∘Brix value, 𝑟
𝑖

is the 𝑖-th ob-
served reference value, 𝑖 = 1, . . . , 𝑛 and 𝑛 is the number of
test samples.

4 Results
The combination of different pre-processing steps and
model parameters results in a largenumber of possible cal-
ibration models. Due to space limitations, only the best
calibration models of each method are presented in this
section. SNV, MSC, first and second derivative and ab-
sorbance transformation followed by one of the other pre-
processing steps were used for pre-processing. The num-
ber of components in PLSR is chosen to minimize the error

of cross-validation. The CPH uses different pre-processing
for each regression model and the classifier. Every regres-
sion model and the classifier were optimized separately.
As MBL has many parameters, such as the distance met-
ric, the regression method, the number of neighbours or
the use of the dissimilaritymatrix, the task to find the best
MBL calibration is more effortful. For each regression type
inMBL, all the other parameters and pre-processingmeth-
odswere varied andevaluatedwithLOPOcross-validation.

4.1 Partial least squares regression

The best linear calibration model for a LOO cross-
validation was trained with 16 components and ab-
sorbance transformation as pre-processing (Figure 5). The
RMSECV is 0.78 ∘Brix. With a LOPO cross-validation the
best PLSR model was obtained with absorbance trans-
formation and MSC as pre-processing. The RMSECV is
1.13
∘

Brix with 6 components (see Figure 6).

4.2 Memory-based learning

Memory-based learning calibrations were tested with
LOPO cross-validation to estimate the ability for predict-
ing unknown materials. Only little improvement to the
PLSR model is possible with a MBL calibration that uses
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Figure 5: Best PLSR ∘Brix calibration model, validated with LOO
cross-validation, absorbance transformation as pre-processing. The
results are satisfying as all samples are well predicted.
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Figure 6: Best PLSR ∘Brix model, validated with LOPO
cross-validation, absorbance transformation and MSC as
pre-processing. Outer classes (pear and tomato) scatter, apple
classes show a bias.
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Figure 7: Best MBL ∘Brix calibration for LOPO with 300 nearest
neighbours and absorbance transformation as pre-processing.
Outer classes (pear and tomato) scatter, prediction shows no bias.

Euclidean distance for dissimilarity calculation, PLSR as
regression algorithm with 8 components for prediction,
dissimilarity matrix as additional predictor variables and
300 nearest neighbours. Samples were pre-processed by
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Figure8: Best CPH ∘Brix model, validated with LOO cross-validation.
Pre-Processing was adapted for each class. Results are satisfying as
no class scatters and no bias is noticable.

an absorbance transformation. The root mean square er-
ror of cross-validation was 1.11 ∘Brix (see Figure 7).

4.3 Classification prediction hierarchy

In this study, linear discriminant analysis was used to
classify and to choose prediction models. The best mod-
els were obtained with 6 components PLSR and MSC pre-
processing for pears, 12 components PLSR and absorbance
transformation for Elstar apples, 13 components PLSR
and absorbance transformation for Gala apples, 17 com-
ponents PLSR and SNV after absorbance transformation
for Jonagold apples and 7 components and SNV after ab-
sorbance transformation for tomatoes. With those special-
ized models a RMSECV of 0.73 ∘Brix was reached in LOO
cross-validation (see Figure 8).

5 Conclusion
This study showed that linear calibration models as PLSR
can still obtain satisfying results for multi-product cali-
bration. In contrast to the study of Micklander et al. [9],
where PLSR calibrations showed weakness in prediction
compared to nonlinear methods as local regressions and
neuronal networks, a linear multi-product calibration for
∘Brix valueonapples, pears and tomatoes shows compara-
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ble accuracy to nonlinear models. MBL and CPH can only
reach little improvement in predictive performance. A hi-
erarchical calibration, suchas the classificationprediction
hierarchy, can increase accuracy in ∘Brix prediction for ap-
ple varieties, pears and tomatoes by 6.4% from 0.78 ∘Brix
to 0.73 ∘Brix.

Memory-based learning as a multi-product calibra-
tion approach reaches slightly better results for LOPO
cross-validation than the pooled PLSR model. An RM-
SECV for the best PLSR model is 1.13 ∘Brix while MBL
reaches 1.11 ∘Brix. It is an improvement by 1.8%. Espe-
cially memory-based learning has a high computational
effort due to calculating big dissimilaritymatrices for near-
est neighbour search, which slows down prediction. As
can be seen in Figure 6, the outer classes, pears and toma-
toes, have a higher error and a higher deviation than the
apple varieties in a LOPO cross-validation. When predict-
ing for a LOPO cross-validation, the model has to extrap-
olate the response variable, which might cause the higher
error, as conventional regression models are said not to be
able to extrapolate without loss in accuracy [5]. Same ef-
fects are noticeable for MBL calibrations (Figure 7).

It is remarkable that PLSR performs well for those dif-
ferent products as amulti-product calibrationmethod. De-
spite different products, the correlation between the sugar
content and the NIR spectrum seems to be linear. For fu-
ture work it might be interesting to find out if this linearity
is applicable for more agricultural products or if nonlinear
approaches outperform conventional methods in the long
term. In addition, a more comprehensive study on the pa-
rameter settings of the investigated methods is planned.
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