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Abstract: Patient data describing operations and results of treatment in clinics is 
stored in clinical information systems as part of the clinical process. Since these 
documents are unstructured free-texts stored as scanned documents or as documents 
prepared with a word processing system there was no automated way to find patterns 
in these documents that indicate significant accumulations of e.g., treatments and 
side effects. As a result, valuable information hidden in this huge amount of data 
spread across clinics is just neglected. A solution is the automated processing of 
unstructured data from different sources with advanced text mining technology. 
However, processing a large amount of scanned documents in general exceeds the 
computational power available in clinics. Using Cloud resources on a pay per use 
basis is a cost-efficient alternative to accomplish this task.  We describe the approach 
of the cloud4health project, its framework for processing anonymized patient data, 
and its data protection and security developments to turn a Cloud into a trusted 
Cloud where the data may be processed in compliance with legal requirements*. 

1. Introduction 
Patient data describing operations and results of treatment in clinics is stored in clinical 
information systems as part of the clinical process. These reports are usually unstructured 
free text documents written by the attending physician, stored, probably partly delivered to 
the physician, that continues the treatment of the patient once he leaves the hospital. Due to 
the fact that these documents are unstructured free-texts stored as scanned documents or as 
documents prepared with a word processing system there was no automated way to find 
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patterns in these documents that indicate significant accumulations of e.g., treatments and 
side effects. While this might be handled manually for diseases with small number of cases 
in one clinic it is beyond of being feasible doing this across multiple clinics. As a result, 
valuable information hidden in this huge amount of data spread across clinics is just 
neglected; information that could help improving treatment and reducing undesired side 
effects otherwise.  
 A solution is the automated processing of unstructured data from different sources, e.g. 
word processor, scans, with advanced text mining technology. However, processing a large 
amount of scanned documents using Optical Character Recognition (OCR) technology and 
retrieving relevant information from the resulting documents or from word processer 
documents in general exceeds the computational power available in clinics. Increasing the 
computing infrastructure is expensive both with respect to the necessary hardware and the 
staff to operate it given that in contrast to the other clinical systems these would not be 
permanently used. The spread of Cloud computing bears a cost-saving approach to process 
and analyse the patient data without requiring local hardware resources and staff. The 
German cloud4health project funded by the Federal Ministry of Economics and Technology 
is aiming to deliver a solution both in terms of software, Cloud infrastructure, text mining 
workflows and the definition and installation of processes that comply with the legal 
requirements concerning processing of patient data and data protection. 

2. Objectives 
The objective of this paper is presenting the experiences made when developing a trusted 
Cloud infrastructure and the trustworthy processes to analyse the patient data using this 
Cloud infrastructure. It turned out that the provisioning of Cloud resources and deploying 
the text mining into this infrastructure is feasible using current Open Source technology 
stacks for the Cloud management. Also, existing frameworks like UIMA are well suited to 
implement the text mining workflows and deploy them.  
 In contrast, the real problems have been (1) making the Cloud secure, so it becomes a 
resource where patient data processing is allowed by the data protection officers; and (2) 
making the patient data ready for processing in a public Cloudinfrastructure. We will focus 
on (2) and describe briefly the processes required in the clinics to anonymize the data, the 
gateway between clinic and public Cloud and the legal requirements regarding processing 
of these data in the Cloud. 
 It should be noted that the clinical patient data used for analysis are not taken from 
patients actually under treatment in the clinics but from patients whose clinical treatments 
already have been completed in the past. To this extent, the benefit for patients is rather in 
future treatments taking into account findings of the analysis. Due to the legally required 
anonymisation of the patient data (as described in section 5.2) it would be impossible to 
identify an individual patient and change its on-going treatment anyway. Using 
pseudonymisation of the patients’ data instead of anonymisation would allow identifying 
patients in the results of the analysis. However, this approach would require a private Cloud 
in the clinics to ensure that data stays in the the clinics for analysis. 

3. Methodology 
After selecting the patient data for a certain question de-identification of the documents 
anonymize the patient data is a major effort. Providing an automated process for doing this 
which is accepted by the data protection officers is difficult as the identity of the patient 
probably can reconstructed from information that are not evidently recognisable for the 
program as being related to the identity. Not only information on the patient’s identity has 
to be supressed but also information on the attending physicians, the clinic, etc. Once this 



anonymization has been achieved the data is stored in a dedicated database for transferring 
the documents into the Cloud for analysis. 
 The member of the clinic staff authorised analysing the data triggers the startup of the 
Cloud environment, the virtual machines for the text mining. The number of VMs is 
depending on the problem size determined by the number of documents, size of documents 
and type of documents. This allows in production mode to adapt the size of the 
infrastructure to the needs of the clinic, e.g. fast results at higher costs. The envisaged 
business model is a pay-per-use approach.  
 Once the VMs are up UIMA pipelines for analysing the data are deployed into these 
VMs and started. There may be different instances of pipelines; the suitable one is selected 
based on the use-case, e.g. which question will be processed based on which type of 
documents. The number of parallel working pipelines again is depending on problem size.  
 While the startup of the environment is a synchronous process the following transfer of 
documents to the UIMA broker is done asynchronously to allow full exploitation of the 
parallelism of the distributed UIMA pipelines. Also, since processing times vary depending 
on site and complexity of the documents asynchronous processing allows a constant stream 
of documents from the transfer database through the secure gateway to the Cloud. 
 Regarding the data protection it turned out that in Germany with its federal structure no 
general applicable blueprint for process security can be used which is accepted 
automatically by the data protection officer in other federal states once in use in one state. 
Moreover, regarding patient data the data protection officer of the attending clinic is 
responsible in first place. Thus, two independent levels of data protection officers are in the 
game: clinic and state government and additional the federal government laws on data 
protection. As a consequence, negotiating and adapting processes and underlying 
technology is of utmost importance to get the mandatory consent of the data protection 
officers for processing patient data. The following section provides a more detailed 
discussion of the data protection measures taken in the project. 

3.1 Data protection 

The sensitivity of health information is generally recognized, and health data of individuals 
associated with hospital treatment is protected in Germany by a complex set of laws, rules, 
and regulations. First and foremost is the duty for medical confidentiality as regulated by 
the respective professional law.  For hospitals and clinics specific so-called hospital laws 
apply. While they differ between the federal states, they also regulate occasionally the use 
and transmission of personal data. Last but not least, non-official bodies have to adhere to 
German data protection law.  Therein a distinction is made between ordinary personal data 
and special categories of personal data, which are by definition information on racial or 
ethnic origin, political opinions, religious or philosophical beliefs, trade-union membership, 
health or sex life. 
 Accordingly, patient data is unequivocally regarded as a special category of personal 
data. For those categories, German data protection law provides additional cover by means 
of special regulations for data collection, processing, use, and transfer. For instance, the 
processing of health data for purposes other than health care is regularly permitted only if 
informed consent has been obtained from the individual patient, even when the respective 
data has been pseudonymized beforehand. 
 Since our use cases depend on retrospective evaluation of clinical data and given the 
immanent difficulties in obtaining subsequent informed consent from discharged patients, 
the use of pseudonymized data was not a viable approach in this project. Instead we focus 
on patient data that has been previously anonymized. Data protection laws are irrelevant in 
cases exploiting completely anonymized patient data, i.e. personal data that has been altered 



so that the information concerning personal or material circumstances cannot be attributed 
to an identified or identifiable natural person. 
 We make a major effort to effectively anonymize the patient data that has been selected 
for a particular research question. In a process called deidentification, the identifying text 
and figures are automatically annotated and subsequently deleted or shifted (see section 5.2 
for details).  The results are then stored within the hospital in a dedicated transfer database. 
Due to the sensitive nature of this anonymization stage, the deidentification process can 
only be triggered by authorized personnel in the hospital.  Only after this anonymization 
procedure, the selected data set will be transferred outside the hospital to be further 
processed in the Cloud. 
 After anonymization the data records still contain sensitive medical information. In 
principle, unique combinations of medical information might be used together with other 
sources of information to detect single individuals. Therefore, a thorough security concept 
has been developed and implemented to prevent any possibility of a subsequent 
reidentification. The security concept consists of a register of processing operations and a 
definition of protection requirements based on the evaluation of the vulnerability of the 
different components. Among others, it demands encrypted transmission to the cloud-based 
text mining services and a processing of limited duration without permanent data storage 
outside the hospital. Furthermore, after anonymization of the data records, the original 
patient IDs are the same for all records related to the same patient but do no longer allow 
identifying the individual patient the original IDs. Before sending the data to the Cloud the 
IDs of the anonymized data records are replaced by random temporal IDs impeding a future 
tracking and combining of individual data sets of the same patient, outside the hospital 
during processing in the Cloud (see also section 4.1). It should be noted that the existence 
of a key or rule within the hospital, which would enable text-mined data to be mapped to 
individual patients, would render the data as being no longer anonymous, according to 
predominant view of data protection officials in Germany.  
 Finally, all aspects of data security are summarized in a dedicated concept of data 
privacy that has been approved by the local data protection officials. This document serves 
also as a reference upon future re-examination and represents an essential building-block of 
the quality management of the project. 

4. Technology Description 
The technology used for the implementation of the cloud4health solution for text mining on 
clinical patient data in a trusted Cloud covers an Open Source Cloud middleware together 
with Java-based web services. In this section we focus on the major challenge when 
processing data in the Cloud: security and protection identity and data of the patients. 

4.1 Security Requirements for Cloud Infrastructures arising from patient data processing 

The compute- and memory-intensive processing of patient data is handled by a central text 
mining Cloud infrastructure. For this purpose, the Fraunhofer institute SCAI provides a 
Cloud testbed, which serves as a community Cloud for the project partners for developing, 
testing and researching the text mining services. Beyond these activities, the testbed shall 
be considered as a best practice implementation for processing patient data in a secure and 
trustful manner. Given the sensitive nature of personal patient data (which in exceptional 
cases might even persist despite data anonymisation, see 2.1), high security requirements 
regarding their confidentiality and integrity have to be met. Besides the German/Federal 
Data Protection Acts, certain clinic-internal regulations come into play. Within the 
cloud4health project, clinics are the main data providers for document processing in the 
Cloud. Hence, technical and organisational security measures not only have to follow the 



common regulations but also the clinics’ specifics for data processing in external 
infrastructures. 
 During the first year of the cloud4health project, main requirements for patient data 
processing in an external Cloud infrastructure have been gathered. They can be outlined as 
follows: first, a detailed risk analysis has to be performed. This analysis should specify and 
examine diverse worst-case scenarios regarding breaches of data confidentiality/integrity 
and has to group the infrastructure components into different categories related to their 
protection needs and security requirements. Based on this classification, technical security 
measures should be implemented accordingly. Second, the concrete purpose of data 
processing not only has to be explicitly defined but also followed appropriately. Thus, 
security measures have to guarantee that the anonymized personal patient data cannot be 
used for any other purpose than the predetermined one. Therefore, data must not be 
accessible by other processes or other users of the Cloud; multi-tenancy and separation of 
data processing has to be ensured on all levels during the complete lifecycle of data 
handling (from transfer to processing, storage and deletion). Third, data has to be deleted 
after a reasonable or an agreed upon period of time. If possible, personal data should not be 
stored in the Cloud infrastructure at all. Fourth, an incident response process has to be 
implemented, preferably integrated in an overarching security management concept. 
Finally, the user of the Cloud infrastructure - in case of the cloud4health project this role is 
taken by the clinical data provider - has to be able to check and verify the technical and 
organisational security measures, e.g. through a certification executed by trusted third party 
experts. Even though there are standards for self-assessment and self-certification, an 
independent verification of security measures is always preferred.  
 Summing up, strictly following best-practice guidelines and common personal data 
processing regulations has not proved to be sufficient within the cloud4health project. In 
most cases, cloud-specifics haven’t been covered in these guidelines yet. As well, federal, 
national and clinic-specific requirements on personal data processing have to be 
harmonised and addressed appropriately. 

4.2 Secure Gateway from the Clinic to the Cloud 

For the communication with Cloud and text mining infrastructure a web-service has been 
implemented as secure gateway between clinics, trusted Cloud and UIMA text mining. This 
web-service also replaces the patient id in the original document by a temporal random id 
before sending the document to the text mining. Details are described in section 5.4. 
 To encrypt the data during the transport to the Cloud a VPN tunnel is established 
between the respective interfaces in clinic and Cloud. The entire system is multitenant and 
guaranties the separation of multiples clinics using text mining services at the same time. 
 For authentication the mechanism already established in the clinics is used, currently 
based on username, password like credentials. Based on the authentication the authorisation 
for accessing services in the Cloud is decided. However, the authentication interface is 
generic and allows use of certificates issued by a trusted CA as well as attribute-based or 
role-based authorisation. 



5. Developments 

5.1 The cloud4health Architecture 
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Figure 1: The cloud4health architecture and clinic bus 

 
The architecture realizes a structural framework for cloud4health, consisting of three major 
parts: 
• Local services access and de-identify structured and unstructured data from the source 

systems at each provider’s location.  
• Within a text mining Cloud the information from free text is extracted and returned in a 

structured format.  
• Data from different providers are aggregated in a central study portal for further analysis. 
 
The flow of information from the source to the central study portal is as follows: 
• Patients to be included into a study are identified in the source systems by the patient-

selector according to the inclusion criteria (e.g. ICD, age, sex). Then, all required data 
elements are extracted by the data-collector. 

• For unstructured text, all identifying attributes (e.g. names, dates, addresses = personal 
health information (PHI)) in texts are marked with type and place of occurrence (PHI-
tagger) with the wrapper caching already processed text. The quality of de-identification 
can be controlled by a human who is also responsible for approving the results. 

• For structured data the local mapper maps the data onto terminologies (e.g. laboratory 
values to Logical Observation Identifiers Names and Codes (LOINC)). 



• Identifying data can occur in structured and unstructured data as well as in the metadata 
of the communication packets. This is why all three types of data are considered for de-
identification (anonymization or pseudonymization) by dedicated replacer components. 
To ensure uniform replacements, the replacer components contact a central rule engine 
(IDAT-translator). 

• After the extraction and de-identification of all data, a first snapshot is generated in the 
transfer database. 

 
From the transfer database, all unstructured text is fetched for further processing in the text-
mining cloud. To increase safety, the tempifier generates temporary IDs for all documents 
to be processed before sending them to an external cloud. The result of the text-mining is 
returned in a structured way (Operational Data Model ODM-format [8]) and stored in the 
transfer database. 
 Before the final export to the central study portal, an additional mapping onto study 
specific terminologies can be made. Additionally, k-anonymization [13] is important to 
ensure privacy in aggregated data. 

5.2 Anonymization of Patient Data 

The central process from the data protection perspective is the anonymization of free text 
information in health records. Anonymization is thereby defined as modification of 
personal data in a way that details of personal circumstances can no longer or only with 
disproportionate effort be attributed to an identified or identifiable natural person. 
 Since there are no general criteria for such identifying properties in Germany, we have 
surveyed personally-identifying information occuring in medical documents at German 
hospitals and have thereby identified 9 characteristic categories of information to be marked 
during the de-identifying process: name, date, location, contact, division, id, age, 
biometrics, other). Since it is possible but not always desired to simply delete all attributes 
– for example it may be required to preserve the intervals between dates by shifting date 
specifications – the de-identification process has a separate component for replacing 
marked passages according to the study protocol (the PHI replacer in Figure 1). 
 To support this de-identification process we have developed the web-based deid tool 
that simplifies and accelerates the annotation and assignment into categories of identifying 
attributes in textual documents comprehending the PHI tagger, wrapper, and PHI replacer 
components of Figure 1. Replacement of identified attributes is handled by the IDAT 
translator web service that is called during document export for all identified attributes and 
that translates all passages according to the study specific rules.  
 The automatic recognition of personal-identifying data like names, addresses, dates, etc. 
is a non-trivial task since the de-identification software uses different methods. At first the 
document is matched with information found in the structured document meta-data as well 
as in dictionaries for names, locations, etc. Then, pattern recognition methods are used to 
identify attributes following certain patterns like dates or email addresses. In a last step, 
sophisticated machine learning methods are used for identifying attributes missed by 
previous methods. Here, manual corrections are analysed and used to train a model that 
learns to replicate typical human annotations. 
 To support the de-identification of large corpora of health records the deid tool offers 
the possibility to either automatically annotate documents in accordance with local data 
protection officers or to pre-annotate documents that later on will be reviewed by humans in 
a semi-automatic modus. 



5.3 Transfer Database (cloud4health clinical portal) 

The transfer database consists of a JDBC compatible database (e.g. MySQL [1] or Oracle 
[2]), which is managed by a J2EE [3] Web Application running inside of JBoss AS7 [4].  
 This management interface is used by clinical users and its purpose is to guide them 
through the different steps of a study and the usage workflow of the different cloud4health 
services. It implements a strict role based authorization to differ between administration 
tasks and tasks where original and not anonymized patient data is displayed. This helps to 
improve data protection, because even clinical administrators do not have direct access to 
the patient data while they can do configuration on the system. On the other hand can a 
clinical user, which has authorization to see and work with the patient data, access the 
original data and work on anonymization of the data. 
 

 
 Figure 2: cloud4health clinical portal 

 The database schema (which has its origin in I2B2 [5]) can store the documents either 
anonymous or liked with the real patient id. The latter purpose is to use additional meta-
data (accessible with I2B2 or any other data-warehouse system) and compare Cloudresults 
with already existing data for evaluation or later analysis. 
 The transfer database is filled with anonymized documents together with text mining 
relevant information such as study, faculty-, department- and clinical information system of 
origin. 
 When all documents for one study are anonymized and ready for the cloud, an 
authorized user can start the process. The connection to the Cloud is a secure and encrypted 
Virtual Private Network (VPN) connection through OpenVPN [6]. If the OpenVPN 
connection is not available, the Web Application starts the OpenVPN client and connects to 
the cloud. Then the Tempifier Web Service is called to initialize the Cloudrequest. When 
the Cloudis ready to accept documents, all documents are sent to the Tempifier Web 
Service, which is done multi-threaded. Each request is synchronous, so the answer, which 
contains the ODM result, can be saved directly to the database. After all documents are 
processed, a final Tempifier Web Service to shut down the Cloudis called. 
 When all results are in the transfer database, an additional job takes all individual ODM 
[8] results of all processed documents and creates one big ODM, which contains the study 
meta data along with the clinical data results from the cloud. This ODM is then processed 
by a Talend Open Studio Job [7] to import the results into the I2B2 database schema.  



5.4 Secure Gateway to the Cloud (Tempifier) 

The secure gateway has two main responsibilities: (1) it should disburden the clinician from 
coping with details of the text mining and Cloud infrastructure, and (2) replacing the 
anonymized patient ID in documents before transferring them to the text mining pipelines 
in the Cloud by a random temporal ID and later the previously replaced ID in the ODM 
document returned as result of the text mining. 
 To achieve (1) the interface to the transfer database includes authentication and 
description of the types and number of documents to be processed. With this information 
the Tempifier is able to trigger the JInitiator component, which in turn starts the Cloud 
environment by connecting to the Cloud management system to start-up the Virtual 
Machines (VMs) with the required UIMA components and the specific pipelines for 
processing the text mining on the type of documents as announced by the Tempifier. 
 When the complete environment is up and running the Tempifier registers the pipelines 
at the Broker API, which is responsible to pass the documents to the text mining pipelines. 
As a result of the registration the end point references of the pipelines are returned to the 
Tempifier. 
 Once the initialisation process is complete the transfer database starts sending 
documents to the Tempifier in multiple threads. To accomplish (2) the Tempifier replaces 
in each document the ID by a random temporal ID and sends the modified document to 
iTextmining for further distribution. Once the results of the text mining for a document are 
available in form of an ODM document this document is returned to the Tempifier, which 
replaced the temporal ID in the ODM document by the previously replaced ID and returns 
the data back to the transfer database. By using a random temporal ID in the Cloud it is not 
possible to recombine multiple anonymized documents that belong to the same patient. 
However, when that ID is restored in the transfer database all ODM documents that belong 
to the same patient can be stored and analysed together. It should be noted that the ID does 
not allow identifying the patient because this ID is a result of the anonymization process. If 
an agreement with the data protection officers can be reached in the course of the project, it 
would be desirable to pseudonymize the documents instead as patients could benefit from 
results of the text mining if these results could be mapped to a patient. 
 When all documents are processed the transfer database indicates the end of the study 
and the Tempifier continues (1) by requesting the shutdown of the Cloud infrastructure for 
this specific use case.   

5.5 Broker API and Text Mining Pipelines 

The cloud4health text mining Cloud provides an environment to process large amounts of 
clinical data on demand for different use cases. To keep the running costs to a minimum 
and furthermore ensure that no textual content with possibly sensitive data remains in the 
Cloudafter processing the VMs are started on demand and shut down after processing by 
the Tempifier, the clinic-side interface to the cloud.  
 Currently, the Tempifier still has to estimate the load in before and start a sufficient 
number of VMs for processing a request. In future releases, an admin service will be 
responsible for automatic adapting the number of active VMs to the current load. 
 The cloud4health text mining Cloudconsists of two types of virtual machines (VMs), 
pipeline VMs processing textual documents in text mining pipelines and broker VMs 
distributing received input documents among the pipelines.  
 A broker VM provides the SOAP based iTextmining interface in a tomcat web service 
for processing text documents in a pipeline. Therefore, the document is passed to an 
ActiveMQ [10] message broker that routes documents to registered text-processing 



pipelines according to the specified endpoint name. The result is transferred into the ODM 
format and returned to the Tempifier. The ODM standard ensures compatibility to clinical 
systems and allows for easy integration into the clinical context [8]. The text mining 
infrastructure is based on the UIMA-AS [11] framework from the Apache Software 
Foundation [12], currently the standard framework for development of text and data mining 
applications. 
 A pipeline VM provides the SOAP based iPipeline interface with that text mining 
pipelines may be deployed, configured and registered to the broker with an unique endpoint 
name. Such a pipeline consists of several analysis units, each of them responsible for a 
specific task like i.e. finding the synonyms of a terminology. All units are executed 
consecutively and the analysis results of all previous units are at disposal during execution. 
A pipeline receives, processes and returns documents in form of UIMA CAS objects, which 
provide an interface for text mining tasks like annotating or accessing the type system. CAS 
objects are propagated through all analysis units and contain the results and annotations of 
each analysis unit. Each VM may deploy several text mining pipelines in parallel for one or 
several endpoints. Pipelines with identic endpoint name must also share the same 
configuration. 
 The text mining pipelines consists of a number of natural language processing tools. We 
do not describe the whole pipeline in detail but give a short overview of the main 
information extraction steps. Essentially two subsequent processing steps are integrated in 
each pipeline: the annotation of entities, a process called named entity recognition (NER) 
and the identification of relationships between two or more entities. These two steps are 
discussed in more detail below. 

5.5.1 Named entity recognition 

NER units are implemented to find the relevant terminology for a certain use case. 
Different clinical terminology resources such as ICD or OPS terminology are used and 
adapted for the specific use case. Additional primarily use-case specific and manual 
developed and curated terminologies are developed to cover the most relevant aspects of 
the surveyed domain. In currently implemented pipelines the annotation of entities was 
done using the NER system ProMiner [9] or the ConceptMapper developed by the Averbis 
GmbH. These methods can reliably identify the biomedical entities of different 
terminologies like diseases, drugs, doses, and human anatomy. This can be done by regular 
expression and/or by using specific terminologies.  

5.5.2 Relation extraction 

The subsequent identification of relevant and use-case specific relationships between the 
identified entities is a subsequent step of the pipeline. One simple example is to find a drug, 
a dosage, the administration duration, and the relation between those entities.  
 A mixture of rule, business logic,  and machine learning based approaches developed by 
the Averbis GmbH and Fraunhofer SCAI are used to build analysis engines (AE) for 
relation extraction. The output of the pipeline is a collection of ODM objects representing 
the found entities and their relations with each other. Furthermore, the relation extracting 
components can attach a confidence value to each identified relationship. This value helps 
the integration of different annotations for the same relation.  

5.5.3 Confidence based integration strategy of multiple relations 

By using the assigned confidence values of each relationship, it is possible to define a 
simple and efficient integration strategy to create a single relation as an output. This is 



needed when one relationship was identified by more than one rule or one pipeline. One 
approach is to use a simple majority-voting schema with at least two different states: 
 
1. If the majority of relations belong to the same class, then this class is chosen. 
2. If there is no majority, the summed confidence values of each class acts as a decision 

value. By doing this, the relation class with the highest confidence values are chosen. 
 
This ensures that, if there is no majority, the relations with the highest confidence values 
are used to generate a unique output of the complete pipeline. 

5.6 Implementation problems experienced 

In the clinic several existing and new components has to be plugged together along a 
clinical bus. The anonymiszation tool was has been developed from scratch to make sure it 
meets the requirements of the clinical data protection officers. The interaction between the 
Tempifier and the Cloud infrastructure for automatically starting up the necessary Cloud 
infrastructure and the required Virtual Machines is complex since it is depending on a 
number of factors: the amount of documents, the type of documents, the clinic from which 
the documents originate as well as the department within the clinic and the focus of the 
study.  
 While in the initial prototype described in this paper these dependencies were handled 
on a per case bases manually, for the productive version of the next phase we are preparing 
a mapping tool that allows the Tempifier to automatically determine the right environment 
for a n-tupel of factors.  
 In the next phase we will also work on a robust solution to encrypt and sign the 
documents exchanged between Tempifier and iTextmining. i.e. documents received from 
the transfer database and result files received from iTextmining. The problem to be solved 
here is the lack of communication channels leaving the Cloud since all communication of 
components in the Cloud must be initiated from the clinic. Thus, a CA for providing the 
necessary certificates cannot be reached from components in the Cloud. For security 
reasons the CA cannot be operated in the Cloud either 

6. Results 
The overall result of the cloud4health project achieved in its first year is the prototype 
implementation of a process for analysing clinical patient data in the Cloud. The results 
affect both information processing in hospitals and trustworthy processing of anonymized 
patient data in a Cloud. 
 In detail, a number of results have been achieved in the two areas the project is 
focussing on: data selection and customisation in clinics and analysing these data with text 
mining methodologies in the Cloud. 
 In the clinics a software framework has been implemented that supports the entire 
process from patient data selection to secure transfer of the anonymized patient data to the 
text mining processes in the Cloud. The text mining results are stored in a database for 
further analysis. Also, starting up the Cloud environment and deploying the necessary text 
mining VMs is part of this process. 
 The UIMA text mining pipelines have been set-up for the first use cases with patient 
data to be analysed. Virtual machines for dynamical deployment in the Cloud infrastructure 
have been created containing the resulting UIMA components.    

7. Business Benefits 
The project is focussing on four use-cases:  



• hip joint endoprostheses: looking into the possibility to support the evolving 
German endoprostheses register, performing retrospective studies on the effect of 
different implants and technologies used for implanting 

• pharmacovigilance: identification of so far most often unknown undesirable side-
effects of medicaments, substantiation or invalidation of suspicion regarding side-
effects of medicaments through analysis of patient data 

• plausibility: plausibility check of treatments with pharmaceuticals 
• pathology: facilitating of multicentre studies (including international ones), support 

for the conversion of unstructured pathology information systems into structured 
pathology information systems, fully documented probes as an important economic 
factor 

 Business benefits resulting from the outcome of the project can be identified for several 
target groups: 
 Clinics can improve treatment of their patients and their processes by identifying 
patterns in their data that could not easily be found otherwise due to the nature of data and 
data processing in clinics. Moreover, clinics get access to high performance computing for 
analysing their data without being forced to buy and operate such infrastructure at a high 
price. Instead, the clinics can access these resources following a pay-per-use model. 
 Cloud providers that dedicate part of their resources to become a trusted Cloud may 
attract new customers that until now refrained from using external Cloud resources for 
reasons of security and data protection. 
 Pharmaceutical companies can get a more systematic insight into so far unknown side 
effects of medicaments. 
 Finally, a new commercial service offering will emerge on the basis of the results of 
the project providing trustworthy infrastructure and processes for analysis of medical data 
according to the requirements of their customers. 
  

•  

8. Conclusions 
During the first 12 months the cloud4health project achieved to implement the mechanisms 
to dynamically start the required Cloud infrastructure upon a case study request of a clinic 
and deploy the text mining pipelines into this Cloud. At the same time the project is in 
contact with the data protection officers of the clinics and the state government about the 
process to get a mandatory agreement for making the anonymized data available for 
processing in the trusted cloud. 
 It turned out that the provisioning of Cloud resources and deploying the text mining into 
this infrastructure is feasible using current Open Source technology stacks for the Cloud 
management. Also, existing frameworks like UIMA are well suited to implement the text 
mining workflows and deploy them.  
 In contrast, the real problems have been (1) making the Cloud secure, so it becomes a 
resource where patient data processing is allowed by the data protection officers; and (2) 
making the patient data ready for processing in a public Cloudinfrastructure. We will focus 
on (2) and describe briefly the processes required in the clinics to anonymize the data, the 
gateway between clinic and public Cloud and the legal requirements regarding processing 
of these data in the Cloud. Successful set-up of processes and infrastructure for processing 
patient data requires a close and often iterative cooperation with the data protection officers 
of the clinics. Otherwise, even the anonymized the data may not leave the clinics to be 
analysed in a Cloud infrastructure. 



 During the second year of the project the technology for end-to-end encryption of 
anonymized patient data will be implemented. As a result patient data will only be 
unencrypted in the memory of the computing resources during processing by the UIMA 
pipeline. Equally, the results of the analysis are encrypted in the Cloud immediately after 
the results have been produced by the UIMA pipeline. The results are double protected 
against fraud: by the encryption in the Cloud and while they are sent through the VPN 
tunnel from the Cloud to the clinics. As a result, the IPR of the clinic on the results of the 
text mining is protected both in the Cloud and during transport. 
 Towards the end of the project members of the project consortium plan to establish and 
offer a commercial service to analyse clinical patient data for e.g. clinics, manufacturers of 
medical devices, health insurance companies and pharmaceutical companies. 
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