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Abstract
The automatization and digitalization of business processes have led to an increase in the need for efficient information
extraction from business documents. However, financial and legal documents are often not utilized effectively by text pro-
cessing or machine learning systems, partly due to the presence of sensitive information in these documents, which restrict
their usage beyond authorized parties and purposes. To overcome this limitation, we develop an anonymization method for
German financial and legal documents using state-of-the-art natural language processing methods based on recurrent neural
nets and transformer architectures. We present a web-based application to anonymize financial documents and a large-scale
evaluation of different deep learning techniques.
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1 Introduction

The automatic processing of text documents has become of
vital importance in several industrial applications. The avail-
ability of digital financial and legal documents is increasing
and companies rely on automated methods for handling
and analysis, often based on or assisted by machine learn-
ing tools. The development of such tools usually requires
researchers and developers to have access to documents
as part of data exploration or the model training pipeline.
However, such financial data typically cannot be processed
or shared beyond authorized parties due to the prevalence
of sensitive information regarding specific individuals and
organizations,which significantly restricts development even
within the organization. One possible solution is to perform
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either pseudo-anonymization or full anonymization of data
before further processing.

After removing names, locations, dates and other entities
that make the inference of personal information possible,
one remains with a document that is safe to distribute but
still contains the original structure and language, leaving it
suitable for analysis, training and prediction.

Even when anonymization of data is a direct interest to a
business or even a legal necessity (seeSect. 1.1 for examples),
manual anonymization is often unfeasible due to the sheer
amount of classified documents and the necessity for the
human anonymizers to have authorized access to the original
documents. In this work, we propose a deep learning-based
framework for automatic anonymization of text documents
and study its effectiveness on financial documents.

1.1 Legal context

While the principle of anonymization is simple, concrete
applications must follow narrow legal guidelines which we
want to elaborate on for the European and German market.

With the introduction of the General Data Protection Reg-
ulation, (GDPR)1 personal data can only be further processed

1 https://gdpr-info.eu/.
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if they are compatible with the very strict purposes permitted
by law for which this data were collected.2 These purposes
usually do not include the usage of the collected data for the
training of machine learning tools. In fact, the GDPR does
not even mention the processing of “Big Data” or algorithms
with a single-word [1]. This does not change with the 2019’s
entry into force of a new regulation of the EU on the free
flow of non-personal data. As the name already suggest, this
regulation allows the storage and processing of data across
theMember States without unjustified restrictions, as long as
the data are not personal. However, the principle of purpose
limitation is not applicable once the data are anonymized,3

and therefore, this data can be used for developing digital
solutions across Europe.

Furthermore, if the personal data are no longer necessary
for the purpose for which it was collected, the GDPR grants
the data subject a “right to be forgotten,” i.e., the right that
its data are being erased.4 In practice, a company that col-
lects personal data, like every service provider, would need
to delete their customer contracts at the time of its termi-
nation date. However, this could contradict legal retention
periods, for example, for tax purposes. This may be avoided,
if the company anonymizes their contracts at the termination
date. Considering the amount of the corresponding docu-
ments, manual anonymization is not appropriate under these
circumstances.

However, the demand for anonymization of confidential
data has always been present, not only since the introduc-
tion of the GDPR. For instance, publication of judgments
in the public interest is, at least in Germany, a direct con-
stitutional task for the judicial power and therefore for
every single court.5 However, these publications need to be
anonymized, regardless of the GDPR, to protect the funda-
mental right to informational self-determination.6 Until now,
such anonymization is mainly done manually, resulting in a
publication of only a mere fraction of the judgments that are
in the public interest.

1.2 Our contributions

All of the examples above have in common that the data with
the need for anonymization is usually part of documents like
contracts or other reports. Consequently, we address this con-
cern of data privacy and protection and present a web-based
anonymization application that anonymizes sensitive infor-
mation such as names of persons, locations, organizations,
numbers, telephone numbers, dates and URLs in a piece of

2 Art. 17 GDPR.
3 Recital 26 GDPR.
4 Art. 5 GDPR.
5 BVerwG, 26.2.1997 – 6 C 3/96.
6 Art. 2 Abs. 1 GG in conjunction with Art. 1 Abs. 1 GG.

Fig. 1 General workflow for anonymizing a document using named
entity recognition. First, sensitive entities are identified using deep
learning methods and rule-based post-processing. Then, the identified
entities are replaced with appropriate tags to preserve the text structure
or hidden behind a general anonymized tag

writing by the example of financial documents. We tackle
this using state of the art deep learning and natural language
processing techniques as well as rule-based post-processing.
A general outline of the workflow is shown in Fig. 1.

Our main contributions in this work are:

– Amethod to anonymize 99% of all sensitive entities con-
tained in German financial documents while maintaining
high readability and preserving the structure of the given
text

– Presenting aweb-based application and anAPI to use our
method on various types of documents

– Aquantitative evaluation ofmultiple state-of-the-art deep
learning techniques for anonymization as well as the
impact of domain-specific language models for financial
documents.

Note that a preliminary version of this workwas presented
(unpublished) at an AAAI-207 workshop. This version of
the paper includes discussion of a new type of deep-learning
architecture (see Sect. 4.1.3) with theory, details on training
and new experimental results.

2 Related work

Earlier systems on anonymization focused primarily on
medical records. The first anonymization system was devel-
oped by [2] used several pattern matching algorithms which
detect names, phone numbers, etc. Later in 2006, a chal-
lenge was hosted to anonymize clinical data which were
also made available as public dataset, namely i2b28 for de-
identification. Several systems were developed as a result of
this challenge which tackled the problem using named-entity
recognition [3,4], rule-based systems [5] and hybrid system
[6] which uses look-up on dictionaries, regular expressions

7 https://aaai-kdf2020.github.io/.
8 https://www.i2b2.org/.
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Fig. 2 A screenshot of our anonymization tool; the left pane contains
the UI controls for uploading the document and other settings such as
to turn on the anonymization for numbers and to enable masking. To
the right of it, there is the document pane and it shows the content of the

document in which sensitive entities are highlighted if the mask option
is not selected. If the mask option is selected, then the document pane
shows the same content instead with sensitive entities masked

and as well as model-based classifiers. To the best of our
knowledge, we present the first large scale of evaluation
of anonymization techniques with respect to financial docu-
ments.9

3 Application

3.1 Web-based application

A screenshot of the application is shown in Fig. 2. It is a
web-based application (implemented via the Flask10 frame-
work) which allows the user to upload text documents (e.g.,
.docx, .pdf, .txt, .json) and visualize the anonymized con-
tent. The interface contains two panes; a left pane with
controls and a right pane where the anonymized document
is rendered. There are two basic configurable settings: by
default, names, locations, organizations and other entities are
anonymized using our deep learning methods. Additionally,
one can enable anonymization of numbers, dates, etc., which
are detected using regular expressions. The sensitive entities
are highlighted in different colors based on their types; In
Fig. 2, the names of persons, companies and locations are
highlighted in red, green and blue, respectively. Further, the
tool allows the user to enable masking such that sensitive
entities are blacked out entirely as shown in the figure on the
rightmost pane.

9 “Prof. Dr. Vogel …Mr. Vogel …vogel@company.com …Munich,
April 6th 2017.”
10 https://pypi.org/project/Flask/.

Parsing the original document allows for replacement of
text within the document format (e.g., .docx implemented
using the python-docx11 python library, .xslx using the open-
pyxl12 library) while keeping formatting like text size, fonts
and layout intact. Once a document is processed, the tool lets
the user download an anonymized version of the document
in the original format (e.g., .docx), in which all relevant enti-
ties are replaced by generic tokens (e.g., <PER>, <ORG>,
<LOC>, …).

Additionally, the tool anonymizes .pdf -documents and
application of OCR methods (pytesseract13 library) allow
for anonymization of scanned .pdf files.

All machine-learning related work was implemented
using the pytorch14 framework.

3.2 API

Since the main application of this tool is document pre-
processing for further distribution or use in the training of
machine learning systems, we desire the anonymization of
an entire document corpus. These anonymized documents
can afterward be handled by developers without clearance
for the original data. For this reason, we provide a REST
API and python package for internal usage. This makes it
possible for an employee with the required clearance for the
original documents and no involvement in the development

11 https://pypi.org/project/python-docx/.
12 https://pypi.org/project/openpyxl/.
13 https://pypi.org/project/pytesseract/.
14 https://pytorch.org/.

123

https://pypi.org/project/Flask/
https://pypi.org/project/python-docx/
https://pypi.org/project/openpyxl/
https://pypi.org/project/pytesseract/
https://pytorch.org/


International Journal of Data Science and Analytics

raw text

”Herr Prof. Dr. Vogel . . .

. . .

Herr Vogel . . .

. . .

(vogel@company.com) . . .

. . .

”.7102lirpA.6ned,nehcnüM 9
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Fig. 3 Workflow from raw text to final anonymized output. We convert
each token into a numerical vector using a trained languagemodel, use a
neural net classifier to predict probabilities for each class for each token,

choose the class with the highest probability, apply post-processing and
finally replace named entities with corresponding labels in text, leaving
words classified as 0 intact

process to use the tool to anonymize a corpus of documents
at once and return the anonymized data. This leaves a read-
able text without sensitive information that can be further
analyzed by different machine learning approaches.

4 Anonymization as sequence tagging

We tackle the problem of anonymization as a sequence
tagging task [7]. Given a document consisting of several
sentences in which each sentence is a sequence of words
(tokens), our goal is to assign a suitable label to each token
indicating if it contains sensitive information or not.

The possible labels include

– 0 (contains non-sensitive information),
– ORG (contains an organization or part of an organizations
name),

– PER (contains a person or part of a persons name),
– LOC (contains a location or part of a location name),
– PROD (contains a product name),
– SEG (contains information about the industry of the com-
pany),

– URL (contains an URL),
– TEL (contains a phone number),
– DATE (contains a date),
– NUM (contains a number),

– EMAIL (contains an e-mail address) and
– OTH (contains any other sensitive information).

In particular, we refer to ORG, PER, LOC, PROD, SEG
and OTH as named entities as it is part of the well-known
problem of named entity recognition [8] in natural language
processing.

We employ a multi-step approach as depicted in Fig. 3.
Step 1: Predict the named entities in each document using
language models and deep learning methods. Step 2: Make
these predictions consistent across each document. Step 3:
Predict the remaining labels using rule-based classifiers and
assign to the respective tokens. Step 4: Replace the text of
tokens by appropriate tags in order to preserve the sentence
structure and semantics.

4.1 Languagemodels

4.1.1 Word embeddings and contextual languagemodels

Unlike traditional string-basedmethods (e.g., rule-based sys-
tems using regex), modern deep learning approaches for text
classification require a two-step approach; first, the raw text
has to be converted into a numeric representation, usually
a vector of fixed dimension for each word in the text. The
numeric representation of a token is then fed into a classifier
that outputs probabilities for each class.
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Word representations can be obtained in two forms:
global word embeddings and contextual word embed-
dings. Global word embeddings provide numeric vectors for
each word in a vast vocabulary and they are obtained using
a large corpus of language data to capture semantic informa-
tion of each word. Typically, these embeddings are trained
to satisfy some distance metric (e.g., Euclidean distance or
cosine similarity) between semantically similar vectors. For
example, the word vector corresponding to finance would
be closer to the vector for banking than to the vector corre-
sponding to apple. Popular word embedding models include
word2vec [9] and glove [10]. The advantage of these mod-
els lies in their ease of use that they can be distributed as
text documents containing words and corresponding vector
weights. And retrieving an embedding for a certainword sim-
ply requires just a lookup of the corresponding entry in the
list of vectors. However, the reliance on exactly one vector
per word has a major disadvantage that the same word can
have multiple meanings depending on context, which cannot
be captured by these global embeddings.

Consider the following two sentences

– “Herr Vogel ist Geschäftsführer der Test GmbH.”15

– “Der frühe Vogel fängt den Wurm.”16

The word Vogel refers to a bird in one sentence and a
person in the other. A global word embedding model would
retrieve the same vector for both tokens and an anonymiza-
tion model based on individual word embeddings would
either anonymize the animal or let the name pass through.
A prediction model that takes as input a sequence of word
embeddings, as they appear in the sentence, might be able
to differentiate the meanings in this context. However in this
work, we only consider prediction models based on single-
word embeddings.

In contrast, contextualized language models offer embed-
dings that include context for each word. Like word embed-
dings, these models are also pretrained on a large corpus
of language data, but are based off neural networks them-
selves that process each sentence to capture the context. In
the example mentioned above, the language model would
capture the context of the sentence (see sections below for
details on how) and calculate distinct word embeddings for
both instances of the word Vogel. An anonymization model
could then learn from these contextual word embeddings to
anonymize the appropriate name. However, this means that
the retrieval of word embedding which is part of the predic-
tion pipeline is not a simple dictionary lookup, but rather a
deep learning model itself that can vastly exceed the predic-
tion model in size and complexity. In our experiments, the

15 “Mr. Vogel (bird) is CEO of Test GmbH (equiv. LLC).”
16 “The early bird catches the worm.”

retrieval of the contextualized word embeddings takes up the
majority of the processing power and inference time.

In our setting, themost important distinction between clas-
sic word embeddings and language models is the handling of
out-of-vocabulary words. Though global word embeddings
offer vectors for large vocabularies of words (e.g., Glove
with up to 400,000 words), there is no guarantee that for
names of persons, locations and companies there even exist
an embedding. While there are several ways, depending on
the task, of dealingwith thesemissing embeddings, obtaining
a reasonable embedding for each token naturally is definitely
preferable.

In contrast, contextualized language models work with a
vocabulary of either characters or so-called sub-word tokens
[11]. In either case, the vocabulary contains each character
that is needed to construct words in a given sentence. There-
fore, a contextualized language model is able to embed any
word, no matter how common or rare.

These theoretical considerations hold up in practice,
where architectures based on contextual language models
severely outperform traditional approaches based on word
embeddings. For instance, [12] report a F1-score of 76-79%
on the CONLL-2003 task [13], compared to 91% reported
in [14] on the same task. In a similar work on German NER
[15], the use of contextual embeddings [14] obtained bet-
ter performance when compared to using only the Fasttext
word embeddings [16]. For these reasons, we do not consider
classical word embeddings for our task and refrain from an
additional evaluation of these methods on our dataset.

4.1.2 Recurrent neural net-based languagemodels

In our work, we utilize flair [14], which employs a bi-
directional character-based recurrent neural net that traverses
each sentence in both forward and backward direction, which
is trained to predict the next character conditioned on the ones
it saw before. In order to predict the beginning of the next
word or the next character in a word, it needs information on
the sentence context that will be stored in the hidden states of
the network layers. The corresponding hidden states of the
network at the beginning and end of each token together act
as the numeric vector representation for that token. It con-
tains both information of the word itself and an encoding of
the surrounding words, thereby capturing the context of the
token.

In this paper, we evaluate several versions of this language
model that differ both in training data (i.e., what language
corpus the model was trained on) and their size, referring to
the dimension of the output vector. A smaller languagemodel
outputs a smaller token vector that stores less information but
can process a document significantly faster. See Fig. 4 and
Table 1 for a quantitative evaluation of language models of
different sizes.
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4.1.3 Transformer-based languagemodels

In recent years, the development of the transformer model
[17] has led to many breakthroughs in natural language pro-
cessing. Transformer-based architectures rely almost entirely
on self-attention, which processes the sequence of words as a
whole and considers relationships between all pairs of tokens
in the sentence. This architecture allows for tracking long
dependencies in text, which may be an issue with recurrent
neural net-based architectures that lose their “memory” of
processed words rather quickly [18].

One very popular transformer-based architecture is BERT
[19]. BERT trains a transformer-based neural net model
by masking random tokens in a sentence and trying to
reconstruct them.While recurrent architectures, as described
above, receive the entire sentence to one side to reconstruct
the next token, BERT receives the entire sentence context
except the tokens that needs to be reconstructed. Addition-
ally, the same model architecture can be trained on many
tasks like language modeling (i.e., token reconstruction),
translation and token or sequence classification. This way
researchers are able to train a singlemodel on various datasets
to improve general language understandingwithin themodel.

This type of architecture has led to new state of the art
results, for instance in machine translation. However, one
drawback of BERT is a reliance on a maximum sequence
length of 512, which other models are able to overcome [20].

4.2 Predictionmodels

After obtaining the token representations using the language
models, the text is fed into the classifier network as an ordered
list of numeric vectors, one for each token, which is then sub-
sequently mapped onto corresponding probabilities for each
of the 7 named entities (0, ORG, PER, LOC, PROD, SEG
and OTH). During training, the network is trained to predict
the expert annotated labels for each token by minimizing the
cross-entropy loss. Once the network is trained in this fash-
ion, during inference, the label with the highest probability
is predicted. We consider three different classifiers architec-
tures:

4.2.1 MLP

First, we consider a simple fully connected network (multi-
layer perceptron) that takes each token representation indi-
vidually, passes it through several layers and outputs prob-
abilities for each of the 7 named entities. In this case, the
prediction for each token is treated independently and relies
solely on the contextual representation provided by the lan-
guage model. This classifier is preferred because of faster
inference time and easier interpretability of results.

4.2.2 RNN

Although a simple MLP is sufficient to classify a token since
the representation contains the context, it is still beneficial to
process the text using a recurrent neural net which further
enhances the context and more importantly the required span
of context can be trained for the given task. For this reason,we
consider a bi-directional variant of Long Short TermMemory
(LSTM) [21] which traverses the list of vectors in both direc-
tions, processing stored context information from previous
tokens and the current token. The outputs along both direc-
tions (forward and backward) are concatenated and passed
through a final fully connected prediction layer mapping to
probabilities for each of the 7 named entities.

4.2.3 RNN + CRF

With MLP and RNN, the prediction of each token is treated
independently. In order to incorporate dependencies between
predicted labels, the fully connected layer from the output
states of the RNN to the output layer can be replaced by a
conditional random field (CRF) [22] that learns a mapping
of sequences of representations taking into account the pre-
dicted labels of consecutive tokens.

4.3 Post-processing

As discussed in Sect. 3.1, we also provide an option in our
application to anonymize URLs, dates, numbers and e-mail
addresses. Since they mostly have regular patterns, we have
implemented regular expressions to detect these entities.

For the task of anonymization, we want to give higher
preference to recall than precision, since anonymizing too
many words is preferable to missing a word that should be
anonymized. Due to the context dependence of the applied
language and prediction models, there might be tokens in the
given text which are predicted as sensitive in one place and
as not sensitive in other places. To this end, we propose the
application of a post-processing step that ensures consistency
in the predicted labels: a token (e.g., a persons name) that is
predicted as a named entity once in the document is always
replaced by the corresponding label, even if the classifier
predicted it as non-sensitive in another sentence.

5 Experiments and results

5.1 Datasets andmodels

In the following subsections, we describe the specific
datasets, architectures and techniques used for training lan-
guage models and classifiers.
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Table 1 Quantitative evaluation of all described language models and classifiers on the NER evaluation dataset of financial documents and the
GermEval dataset

Architecture Embedding On financial documents On Germeval
Before post-processing After post-processing Before post-processing
Precision Recall F1 Precision Recall F1 Precision Recall F1

MLP BANZ1024 0.989 0.485 0.651 0.960 0.682 0.797 0.928 0.076 0.140

MLP BANZ2048 0.986 0.584 0.734 0.954 0.777 0.856 0.938 0.136 0.238

MLP BANZ4096 0.986 0.765 0.862 0.938 0.867 0.901 0.923 0.179 0.300

MLP flairDE 0.967 0.933 0.950 0.905 0.968 0.935 0.669 0.793 0.726

MLP BERT 0.975 0.617 0.756 0.923 0.793 0.853 0.778 0.193 0.309

RNN BANZ1024 0.958 0.948 0.953 0.897 0.976 0.935 0.720 0.646 0.681

RNN BANZ2048 0.963 0.966 0.964 0.907 0.985 0.944 0.778 0.622 0.691

RNN BANZ4096 0.972 0.969 0.970 0.915 0.986 0.949 0.815 0.638 0.716

RNN flairDE 0.966 0.968 0.967 0.906 0.988 0.945 0.808 0.848 0.828

RNN BERT 0.958 0.957 0.957 0.887 0.978 0.930 0.775 0.573 0.659

RNN_CRF BANZ1024 0.960 0.961 0.960 0.897 0.983 0.938 0.741 0.684 0.711

RNN_CRF BANZ2048 0.968 0.969 0.968 0.910 0.987 0.947 0.784 0.654 0.713

RNN_CRF BANZ4096 0.971 0.973 0.972 0.910 0.987 0.947 0.796 0.675 0.731

RNN_CRF flairDE 0.968 0.970 0.969 0.903 0.990 0.945 0.824 0.840 0.832

RNN_CRF BERT 0.955 0.950 0.952 0.878 0.975 0.923 0.743 0.582 0.653

flairNER flairDE 0.938 0.779 0.851 0.853 0.897 0.874 0.889 0.755 0.817

We provide all metrics on the positive class (PER, ORG and LOC). The best performance for each metric is marked bold for each column,
respectively. Post-processing for these classes only consists of ensuring label consistency. We do not evaluate post-processing for Germeval since
its structure (independent sentences) does not fit our post-processing methods

5.1.1 Languagemodel corpus

As discussed in the previous section, in order to obtain
contextual representations for tokens, we consider differ-
ent language models. The baseline model that we use is a
pre-trained language model provided by the flair framework
which is trained on a large general corpus of German sen-
tences consisting of 500 million words. We refer the embed-
ding obtained using this model as flairDE. The language
corpus used in the training of this embedding might cause
licensing issues, e.g., the Wikipedia corpus is distributed
underGNU Free Documentation License and Creative Com-
mons Attribution-Share-Alike 3.0 License, which prohibit
commercial use without adapting the same license to the
project. Additionally, a language model trained on data that
is similar to the financial text might provide an advantage
over a language model trained on general language data and
a custom language model allows for tuning the embedding
size in order to optimize runtime.We therefore train language
models on a corpus of language data from Bundesanzeiger17

(BANZ), consisting of 19,000 German financial documents
(200 million words).

17 https://www.bundesanzeiger.de/ebanzwww/wexsservlet.

5.1.2 Document corpus

We train our deep learning classifiermodels using a corpus of
407 published German financial documents, annotated man-
ually by domain experts.We split the dataset into 305 training
and 102 validation documents. Once a model is trained, we
provide a final evaluation dataset consisting of 45 thoroughly
annotated documents. This evaluation dataset contains a total
of 189k tokens, 17k (9.1%) of which belong to one of the
classes ORG, LOC and PER. In order to provide results
comparable to other NER and anonymization projects, we
additionally evaluate all trained models on the GermEval
2014 NER Shared Task corpus [23], consisting of 29k sen-
tences annotated for NERwith a total of approximately 590k
tokens, 8.4% of which are named entities.

5.1.3 RNN-based languagemodels

To train and use a language model on our data, we employ
the framework provided by the flair python-package.18 It
implements a bidirectional LSTM on a character level. We
train language models on the BANZ-corpus with 1024, 2048
and 4096 dimensions. These are denoted by BANZ1024,

18 https://github.com/zalandoresearch/flair.
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Fig. 4 Influence of language model on precision, recall, F1-score
and inference time on evaluation documents. Precision and recall are
reported without post-processing. Inference time measured in seconds
per document (10 pages). We see that for the RNN-based architectures,
the choice of language model makes little difference in anonymiza-

tion performance. However, a smaller language model reduces the time
it takes to process one document significantly. Note that there are no
major differences in processing time between classifier architectures,
the language model is the main contributor to processing time

BANZ2048,BANZ4096, respectively.We train for 100 epochs
using the default parameters suggested by the package.

5.1.4 BERT languagemodels

The used BERT model consists of a model pretrained on
general German language data19 that we fine-tuned (i.e., con-
tinued to train) on the BANZ data corpus described above.
The model provides embeddings of dimension 3072.

5.1.5 Classifiers

The RNN classifier as suggested by [14] is a one-layer BiL-
STMwith a hidden representation of 256 dimensions.We use
the framework provided by the flair package to train RNN-
based NER classifiers on the NER training dataset. We train
for 100 epochs using the default parameters suggested by
the package. Each MLP model consists of one intermediate
hidden layer, mapping the input onto a lower-dimensional

19 https://deepset.ai/german-bert.

representation. This hidden representation is then mapped
onto the 7-dimensional output vector. The number of neu-
rons in the intermediate hidden layer are 500, 500, 1000,
depending on the input dimension 1024, 2048 and 4096,
respectively. We train the MLP classifier for 100 epochs,
using a batch size of 100 tokens. As optimizer, we use
Adadelta with a learning rate of 0.1 and weight decay of
1e–5.

Further, to provide a baseline evaluationwe consider a pre-
trained classifier for named entity recognition that has been
trained on general language and named entity recognition
data and has never seen our BANZ corpus or any annotated
financial documents. For this, we apply the pre-trained NER
model provided by the flair package, which is a RNN+CRF
classifier trained on the CoNLL-2003 German NER dataset
[13] and a general corpus language model. We denote this
classifier as flairNER.
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5.2 Results and analysis

In this section, we present quantitative results on the per-
formance of the described language models and classifiers.
For our task of anonymization, it is desired to have a good
binary classification performance, i.e., we tolerate a PER
entity being tagged as anORG entity and at the same time, we
consider a PER entity tagged as 0 as a mis-classification and
vice versa. For this reason, before evaluation all predicted
and annotated tags are re-mapped onto two classes only, the
negative class 0 indicating they are not sensitive entities and
the positive class 1 indicating such tokens to be anonymized.
Further, we are mostly interested in the performance on the
positive class and therefore provide its metrics (precision,
recall and F1-score) only. Due to the lack of reliable avail-
able data for SEG, PROD andOTH, we do not consider them
during this evaluation.

Table 1 presents the complete experimental results with
different classifier architectures and language models. The
evaluationonfinancial documents suggests that theRNN+CRF
achieves the best performance, at over 97% recall without
post-processing and around 99% after post-processing, with-
out compromising precision of over 90%.

This results in a near complete anonymization of the
entire document with very little unnecessarily anonymized
words. Using domain-specific language model gives slight
improvements over general language models for RNN-based
classifiers. On the other-hand, the general corpus was bene-
ficial while using a MLP classifier.

Figure 4 captures the influence of language model on the
performance metrics. From the runtime and recall plots, we
can observe that even with the smaller domain-specific lan-
guage models, the RNN classifiers are able to out-perform
the general language model, while reducing the runtimes
of the anonymization process by over 50%. We further see
that the RNN-based prediction models achieve comparable
results for the larger RNN-based language models and the
transformer-based BERT. Depending on application a slight
drop in recall when employing a smaller language model
(e.g., going from BANZ4096 to BANZ2048) can be toler-
ated, considering it greatly improves on the inference time
per document.

In order to evaluate the generalizability of our classifiers,
we evaluate our models on GermEval dataset. For this evalu-
ation, we do not apply any post-processing since it contains
only sentences obtained from different sources and they do
not follow any document structure. The results suggest that
the RNN classifiers using a general languagemodel performs
better than one trained only on financial documents, which
is expected since the sentences in GermEval correspond to
sentences from a variety of sources. Nevertheless, the perfor-
mance is comparable to the current state-of-the-art for NER.
Further, the pre-trained NER classifier, trained on a general

language German NER corpus, only yields a recall of 84%
and 93% on the financial documents, without and with post-
processing, respectively.

6 Discussion and future work

In this work, we focus on the anonymization of financial
documents and mention the use case for court records and
legal documents in general. Another example for a pos-
sible application is healthcare. The ongoing battle with
the corona pandemic showed how beneficial it is when
hospitals and researchers work together and share their find-
ings and information. At the same time, patient data often
contains sensitive information prohibiting a fast exchange
without prior anonymization. Therefore, an expansion of our
approach to this field can enable and speed-up the data trans-
fer and increase the amount of available data.

In order to apply this work to a new group of documents,
one can use the following approach. As there are many sim-
ilarities between entities of different domains, the presented
models will likely work well even with no adaption. As
seen in Table 1, a model pre-trained on general text data
already performs decently at almost 90% anonymization per-
formance. The next step to further increase the performance
and recognize new patterns will be to train a domain spe-
cific language model and if available, fine-tune the model on
annotated data of that field. We expect the post-processing
steps described in Sect. 4.3 to also improve anonymization in
most other domains, domain-specific post-processing steps
might have to be developed.

In the experiments, we consider BERT as a contextual-
ized language model that provides word embeddings which
are passed as inputs to the separate prediction model. To
further improve the language model, we plan on integrating
named entities directly into the pre-training. Yamada et al.
[24] show that treating words and entities as independent
tokens during the masking task and within the self-attention
mechanism can lead to better performances on named entity
recognition tasks. Furthermore, we intend to explore trans-
formers and self-attention as an end-to-end model for named
entity recognition.

Another limiting factor for ourmethod that inspires further
research is the quality of annotations. Often, mistakes in the
annotation lead to worse models by internalizing annotation
mistakes during training.Additionally,Manning [25] demon-
strates that the agreement between annotators can be another
constraint. In the future, we intend to reduce the effect of
both cases by identifying suspicious samples during training
as shown by [26].
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7 Conclusion

We presented a method to reliably anonymize the names
of persons, locations and organizations using state-of-the-
art deep learning techniques, as well as URLs, telephone
numbers, dates and other numbers using classical rule-based
approaches in financial documents. For internal use, this
method can be applied to a single document or entire doc-
ument corpora using a web-based application and a REST
API. This allows for pre-processing of documents that can
then be used by developers and researchers to train and eval-
uate further models for machine learning on financial data
(e.g., [27]).

A quantitative evaluation of language models and text
classifiers shows that domain-specific training of language
models improves classification performance and smaller
language models significantly improve runtime while main-
taining anonymization performance. As future work, we
would like to incorporate methods to anonymize additional
identifying information (e.g., the segments the organization
operates in) as well as analyze the impact of anonymized data
as inputs for the training of machine learning algorithms over
the original text.
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