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Abstract—Bioinformatics and data mining procedures are
collaborating to implement and evaluate tools and proce-
dures for prediction of disease recurrence and progression,
response to treatment, as well as new insights into various
oncogenic pathways [1], [2], [3], [4] by taking into account the
user needs and their heterogeneity. Based on these advances,
medicine is undergoing a revolution that is even transforming
the nature of health care from reactive to proactive [5].
The p-medicine (www.p-medicine.eu) consortium is creating a
biomedical platform to facilitate the translation from current
practice to a predictive, personalized, preventive, participatory
and psycho-cognitive medicine by integrating VPH models,
clinical practice, imaging and omics data. In this paper, we
present the challenges for data mining based analysis in bio-
and medical informatics and our approach towards a data
mining environment addressing these requirements in the p-
medicine platform.
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I. INTRODUCTION

In the last decade, the huge generation and availability
of array-based and DNA sequencing technologies data has
made possible the generation of knowledge about coding
and noncoding-RNAs (nc-RNAs), single-nucleotide poly-
morphisms (SNPs), and their behaviour in the human and
other organisms [6], [7], [8]. The interpretation of this
data and the growing interdisciplinary way of performing
research enhanced the comprehension of cancer biology. In
recent years, using advanced semi-interactive data analysis
algorithms such as those from the field of data mining
gained more and more importance in life science in general
and in particular in bioinformatics, genetics, medicine and
biodiversity. Today, there is a trend away from collecting
and evaluating data in the context of a specific problem or
study only towards extensively collecting data from different
sources in repositories potentially useful for subsequent anal-
ysis. At the time the data is collected, the type of analysis
is not yet known. Content and data format are not focused.
Thus, complex process chains are needed for the analysis

of the data. Such process chains need to be supported by
the environments that are used to set-up analysis solutions.
Building specialized software is not a solution, as this effort
can only be carried out for huge projects running for several
years. Hence, data mining functionality was developed to
tool-kits, which provide data mining functionality in form
of a collection of different components. Depending on the
different research questions of the users, the solutions consist
of distinct compositions of these components.

Today, existing solutions for data mining processes com-
prise different modules that represent different steps in the
analysis process. There exist graphical or script-based tool-
kits for combining such modules. Classical data mining
tools, which can serve as modules in analysis processes, are
based on single computer environments, local data sources
and single users. However, analysis scenarios in medical-
and bioinformatics have to deal with multi computer envi-
ronments, distributed data sources and multiple users that
have to cooperate. Users need support for integrating data
mining into analysis processes in the context of such sce-
narios, which lacks today. Typically, analysts working with
single computer environments face the problem of large
data volumes since tools do not address scalability and
access to distributed data sources. Distributed environments
provide scalability and access to distributed data sources but
the integration of existing modules into such environments
is complex. In addition, new modules often cannot be
directly developed in distributed environment. Moreover, in
scenarios involving multiple computers, multiple distributed
data sources and multiple users, reuse of modules and
analysis processes becomes more important as more steps
and configuration and thus much bigger efforts are needed
to develop and set-up a solution.

In this paper, we introduce the field of scientific data
analysis in bio- and medical informatics and present today’s
typical analysis scenarios in bioinformatics, including the
roles of the user groups involved, the data sources that
are available, and the analysis processes that are set up.



Subsequently, we present the challenges for data analysis
processes in today’s health information systems in the con-
text of personalized medicine. Based on the challenges and
requirements, we present the building blocks that can serve
as basis for the development of the data mining environment
in a system for personalized medicine.

II. SCIENTIFIC DATA ANALYSIS IN BIO- & MEDICAL
INFORMATICS

Bioinformatics is conceptualizing biology in terms of
macromolecules and applying information technology tech-
niques from applied maths, computer science, and statistics
to understand and organize the information associated with
these molecules [9]. Typical research questions in bioinfor-
matics are, e.g., finding predictive or prognostic biomark-
ers, defining subtypes of diseases, classifying samples by
using gene signals, annotations, etc. In order to answer
such questions, bioinformaticians combine different hetero-
geneous data sources from private or public repositories,
apply different analysis methods to the information extracted
from the repositories and interpret the results until they
have found good combinations of data sources and analysis
methods. This is what we call a scenario.

In the following, we will describe the data sources and
repositories, techniques and analysis processes and the user
and user groups that are typically involved in bioinformatics
scenarios.

A. Data Sources

Bioinformatics is an area in which analysis scenarios
include huge amounts and different types of data. Analyses
in bioinformatics predominantly focus on three types of large
datasets available in molecular biology: macromolecular
structures, genome sequences, and the results of functional
genomics experiments such as expression data [9].

Recent advances in technology enable collecting data at
more and more detailed levels [10], from organism level,
organ level, tissue level up to cellular and even sub-cellular
level [9], [11]. In detail, we can distinguish several abstrac-
tion levels in multi-cellular organisms:

e Organism level: an organism is the biological system
in its wholeness, typically including a group of organs.
Organism level related data is the clinical data, which
usually comes from the hospital database manager.

o Organ level: an organ is a group of tissues that together
perform a complex function. Organ level related data
usually comes from the pathologist.

o Tissue level: tissues are groups of similar cells spe-
cialized for a single function. Tissue level data usually
comes from the pathologist.

o Cellular level: in a multi-cellular organism such as a
human, different types of cells perform different tasks.
Cellular level related data usually is organized by the
lab manager;

o Sub-cellular level: data at the sub-cellular level is com-
posed by the structures that compose the cells. Usually,
a data analyst can retrieve this data by performing
ontologies analyses.

Additional information includes the content of scientific
papers and “relationship data” from metabolic pathways,
taxonomy trees, and protein-protein interaction networks [9].
Comprehensive meta-data describing the semantics of the
heterogeneous and complex data are needed to leverage it
for further research [12]. To address this issue, efforts exist
for describing the data in a comprehensive way by domain
specific ontologies [13].

Data from different sources is extensively collected in
repositories potentially useful for subsequent analysis [10],
[9], [11]. Some of these repositories are publicly available.
Common public repositories include, e.g., the following:

o PubMed: literature [14]

« GEO: for genomics, proteomics and clinical data [15]

« ArrayExpress for genomics, proteomics and clinical
data [16]

« miRGen: integrated database of miRNA targets and
positional relationships [17]

« miRBase: searchable database of published miRNA
sequences and annotation [18]

B. Techniques and User Groups

Bioinformatics employs a wide range of techniques from
maths, computer science and statistics, including sequence
alignment, database design, data mining, prediction of pro-
tein structure and function, gene finding, expression data
clustering, which are applied to heterogeneous data sources
[9]. Bioinformatics is a collaborative discipline [10]. Bioin-
formaticians of today are highly qualified and specialized
people from various backgrounds such as data-mining,
mathematics, statistics, biology, IT development, etc. and a
typical analysis scenario involves multiple users and experts
from different departments or organizations. In projects in
the bioinformatics area, bioinformaticians are working to-
gether with people from IT and with different collaborators:

o IT people usually support bioinformaticians by provid-
ing and helping with the needed computational power,
network infrastructure and data sharing.

o Clinicians are usually the principal investigators (PIs) or
co-PIs of the project and are the key point for patients
information access and for experiment design planning.

« Pharmaceuticals Companies are funders and PIs. E.g.,
they are looking for a biomarker for a specific disease
that they possibly could to commercialize a product at
the end of the research project.

« Statisticians are specialists that can provide help on
correctly analysing the data.

« Biologists are specialists that can provide help on
correctly interpret the data. If they work on a wet



laboratory, they usually are key people on managing
the samples and the related information.

C. Analysis Processes

The common procedure for data analysis for scenarios
from bioinformatics can be described in an abstract way
as follows: There exist various data sources with different
types of information. Based on the research question, data
of different types is acquired from data repositories. For
each data of a certain type there is a pre-processing done.
After that, the data is merged. Based on this, the analysis is
performed. The analysis step is repeated until a good result
is found. Fig. 1 visualizes such a common analysis process
from an abstract point of view. Analysis processes involve
both manual and automated steps. Results of the analysis
processes have to be interpreted to use them, e.g., for support
to the clinical decision making process [19], [20].

When composing a solution to an analysis problem,
bioinformaticians mainly work together with clinicians to
provide the best possible solution to the project questions.
The solution is typically composed of different modules.
Many of them are recycled from previous solutions and often
need to be adapted. Other modules will be designed and
developed from scratch.

Implementation of bioinformatics scenarios is typically
done with tools preferred by the bioinformaticians. Due
to the various backgrounds, there is a quite heterogeneous
set of tools and languages in use. Thus, analysis processes
can be very different, depending of the type of data, the
technology used, the tools used, the aim of the study etc. But,
in the biomedical field, several steps are common to most of
them: quality control, normalization, filtering, visualization,
find differentially expressed probe sets, survival analysis.

III. CHALLENGES & REQUIREMENTS

Today’s data analysis scenarios in bioinformatics face the
following challenges:

Heterogeneous group of users in different locations:
In today’s bioinformatics scenarios, users working at dif-
ferent locations have to collaborate. As a proof we can
easily check the affiliations of the authors in a PubMed
[14] paper. Bioinformaticians of today are from vari-
ous backgrounds such as data-mining, mathematics, statis-
tics, biology, IT development, etc. Thus, the scenarios
involve a heterogeneous and distributed group of users
(i.e. see http://www.vital-it.ch/about/team.php, http://bcf.isb-
sib.ch/People.html, http://www.ebi.ac.uk/Information/Staft/).
Depending on their background, knowledge and type of job,
users can interact with an analysis environment in a different
way and use different tools. E.g., some bioinformatics people
might want to configure and run predefined workflows via
simple form-based web pages. Other users might want to
design new workflows based on existing components or
reuse workflows from colleagues or they might want to

develop new components by just writing their analysis algo-
rithms in their own language of choice or use software from
colleagues, and might want to integrate them into the system
by writing a plug-in module for the code to run within
the environment. Advanced users, e.g., might even want to
partially modify the structure of the workflow environment.
When multiple users work together at different locations and
with different background, the set of tools used is also quite
heterogeneous. However, the users typically do not have an
overview over the full system and no detailed knowledge
about all parts of the system. This is especially true if they
are involved in huge projects, such as the developers and
curators of UCSC [22] or Ensembl [23].

Large, heterogeneous and distributed data sources:
Today, data is not longer mainly collected and evaluated with
focus on a specific problem or study in the bioinformatics
and healthcare domain. Instead, data is extensively collected
from different sources in repositories potentially useful for
subsequent analysis. As the type of analysis is not yet known
at the time the data is collected, content and data format
are not focused. Moreover, recent advances in technology
allow for collecting data on more detailed levels. Thus,
the volume of data of a certain type can become very
large. In analysis scenarios in the context of bioinformatics
lots of different data and data types are involved. People
with different responsibilities and analysis questions work
with different sets of data sources. The corresponding data
sources are distributed by nature. There exist a large number
of public data sources and repositories that are accessible via
the internet. In addition, private data sources are distributed
across several departments of a hospital or institute, or
even across different hospitals or institutes. As a result, a
huge amount of distributed data is available for usage. For
these reasons the scenarios involve an increasing number of
data sources and amount of data. Typically, bioinformatics
scenarios include the development of a solution based on a
certain restricted data repository and the evaluation on public
available data or vice-versa. The semantic of the datasets is
complex and needs to be described to allow a proper usage.
Due to the heterogeneity and complexity of the data, several
domain specific ontologies exist for the description of the
semantics of the data by comprehensive meta-data.

Multi computer environments: Today’s analysis scenar-
ios have to deal with distributed and heterogeneous users as
well as distributed and heterogeneous data sources. Instead
of single-computer environments or environments hosted
inside a certain organization, the scenarios involve users
working with different tools and distributed data sources
managed in different systems spread over the globe. In
addition, today’s data analysis applications in bioinformatics
increase in complexity and in their demand for resources. To
address this issue, solutions can be integrated into distributed
environments that provide computing resources and allow
for scalability, like for example deep sequencing data [24].



[ ——1 [ ———] [ ——1
Data Set 1 Data Set i Data Set N
see see
e’ e’ e’
¥ R f
Data Data Data
Acquisition Acquisition Acquisition
see see
¥ N 2
Data pre- Data pre- Data pre-
rocess rocess rocess
P see P see P
R ¥ ¥

Meta-analysis

N

Results

Figure 1. Common procedure in scenarios from bioinformatics.

Complex process chains: Content and data format of the
data collected in the area of medicine and bioinformatics
are not focused on a certain problem or research question.
Thus, complex process chains are needed for the analysis
of the data. Building specialized software for each analysis
problem that is going to be addressed is not a solution,
as this effort can only be carried out for huge projects
running for several years. Thus, such process chains need
to be supported by the environments that are used to set-up
analysis solutions.

IV. P-MEDICINE APPROACH

In this section, we will introduce our approach towards
the data mining environment in the p-medicine system that
aims at addressing the requirements presented above. First,
we will present some lessons learned from prior projects.
Second, we will show the building blocks that are foreseen
for the data mining environment, Third, we will introduce
methods for evaluating our system.

A. Lessons learned from prior projects

In [29] and [28] we presented some lessons learned from
building a data mining environment in the ACGT project
(http://eu-acgt.org), which has the goal of implementing a
secure, semantically enhanced end-to-end system in support
of large multi-centric clinico-genomic trials. The various
elements of the data mining environment can be integrated
into complex analysis pipelines through the ACGT workflow
editor and enactor. In the following, we will summarize the
lessons learned.

As the construction of a good data mining process requires
to encode a significant amount of domain knowledge, it
cannot be fully automated. By reusing and adapting existing

processes that have proven to be successful, we hope to be
able to save much of this manual work in a new application
and thereby increase the efficiency of setting up data mining
workflows. While a multitude of tools for data mining,
bioinformatics, and statistics on clinical data exists, the
question of quality control and standardization, as well as
ease of use and reusability, remains largely unanswered yet.

With respect to workflow reuse, we made the following
experiences in setting up and running an initial version of
the ACGT environment:

o The construction of data mining workflows is an inher-
ently complex problem when it is based on input data
with complex semantics, as it is the case in clinical and
genomic data.

« Because of the complex data dependencies, copy and
paste is not an appropriate technique for workflow
reuse.

« Standardization and reuse of approaches and algorithms
works very well on the level of services, but not on the
level of workflows. While it is relatively easy to select
the right parameterization of a service, making the right
connections and changes to a workflow template is
quickly getting quite complex, such that user finds it
easier to construct a new workflow from scratch.

o Workflow reuse only occurs when the initial creator of
a workflow describes the internal logic of the workflow
in many details. However, most work ow creators avoid
this effort because they simply want to ”solve the task
at hand”.

In order to be able to meaningfully reuse data mining
workflows, a formal notation is needed that allows to flexibly
express both technical information about the implementation



of workflows, and high-level semantic information about the
purpose and pre-requisites of a workflow.

In summary, the situation of having a large repository of
workflows to chose the appropriate one from, which is often
assumed in existing approaches for workflow recommenda-
tion systems, may not be very realistic in practice.

B. Building blocks for the data mining environment

We identified a set of building blocks that can serve as
basis for the p-medicine data mining environment:

o Reusing available components: a method for the
integration and reuse of data mining components that
have been developed in a single computer environment
into distributed environments.

« Developing new components: a method for interactive
development of data mining components in distributed
environments.

« Reusing existing analysis processes: a method for the
integration and reuse of data mining based analysis
processes that involve several analysis steps.

e GUI and system interfaces: interfaces that address
different levels of granularity for users to work with
the system or to extend the system.

In the following, we will describe the building block in

more details.

1) Reusing available data mining components: To sup-
ports users in using standard data mining modules and other
available modules with small effort there is a need for an
approach to integrate data mining modules being devel-
oped for a single processor environment into a distributed
environment. We assume that there is not yet an existing
comprehensive solution for the data mining problem, but
that the data mining problem can be solved by using and
correctly composing available data mining components.

In the DataMiningGrid and in the ACGT project, ap-
proaches for the modelling of the characteristics of data
mining application and infrastructure principles for the in-
tegration of the data mining applications into distributed
environments based on the modelling have been contributed
[30], [28]. [30] presents a meta-data schema definition
(Application Description Schema) as solution, which is used
to grid-enable existing data mining applications. The ADS
is used to manage user interaction with system components
in order to grid-enable existing data mining applications, to
register and search for available data mining components
on the grid, to match analysis jobs with suitable computa-
tional resources, and to dynamically create user interfaces.
The approach allows for an integration by users without
deeper knowledge on the underlying distributed systems and
without any intervention on the application side, and thus
addresses the needs of the community to support users in
using standard data mining tools and available components.

The GridR service [28] allows for reusing R script based
data mining components. The underlying method of GridR

reduces the complexity of integrating and handling analysis
scripts in distributed environments. Instead of registering
each single application as separate component in the envi-
ronment, the method is technically based on a single service
with complex inputs and outputs that allows for providing
the algorithm as parameter.

2) Developing new data mining components: In addition
to reusing components from single computer environments,
users like bioinformaticians and biostatisticians typically
need to interactively develop data mining components and
services in the analysis environment interactively to allow
for combining information from different data sources and
applying different methodologies to the information ex-
tracted from these repositories.

In the ACGT project, a method for interactive develop-
ment based on novel infrastructure principles that allow for
profiting from the functionality and support of standardized
tools and environments was contributed [28]. The approach
supports the development of data mining solutions by the
integration of data mining scripts and services into complex
analysis systems and their processes. The GridR toolkit
[31] is based on the approach for interactively developing
data mining components and services in distributed environ-
ments. In addition to providing a single service as interface
for the execution script based data mining components,
the method allows for interactively developing data mining
components and services in eScience environments based
on extensions to the R environment that interface with the
API of middleware components of distributed systems. The
approach efficiently supports users when it is necessary to
enhance available or develop new data mining components.
Users are enabled to interactively develop data mining
based data analysis processes directly within an distributed
environment.

3) Reusing existing analysis processes by Data Mining
Patterns: In today’s analysis solutions in bioinformatics,
complex process chains have to be set-up. The composition
of such process chains is a huge effort. Thus, reuse of
processes becomes much more important. However, analysis
processes often cannot be used directly, as they are cus-
tomized to a certain analysis question and the information
on how the process was set-up and which requirements have
to be met for applying the process is often not available.
[32] contributes the concept of Data Mining Patterns. Data
Mining Process Patterns allow for facilitating the integra-
tion and reuse of data mining in analysis processes. The
underlying approach is based on encoding requirements
and pre-requisites inside the analysis process and a task
hierarchy that allows for generalizing and concreting tasks
for the creation and application of process patterns. The
data mining pattern approach supports users in scenarios
that cover different steps of the data mining process or
involve several analysis steps. Data mining patterns support
the description of data mining processes at different levels of



abstraction between the CRISP model [33] as most general
and executable workflows as most concrete representation.
Hence, they allow for easy reuse and integration of data
mining processes.

4) GUI and System interfaces: Today’s environments for
data mining in the context of bioinformatics scenarios have
to support users to work with the system or to extend the
system in different levels of granularity One of the reasons
why a lot of current tools are not used by bioinformaticians
is that they are a black box, i.e. it’s not easy to modify the
tools to new situations and requirements. There is a need for
an open system which can be accessed in layers, depending
on the wish of the user.

In conclusion from our experience a system is needed
that allows the IT-wise people in the Institutes to modify it,
allows the maths and stats people to plug in their models
easily, and allows the biologist and clinicians not to see the
analysis algorithms but still to understand what they are
doing as, e.g., often they will need to justify it in grants.
Other fundamental features would be that once a workflow
is created, it can be used on data external to the specific
repository, and that a web-page can be easily created for
each workflow and customized by the bioinformatician. This
web-page would contain for example links for the input and
links for the output.

Such requirements could be addressed by taking over
ideas from business process management systems such as
jBPM or YAWL, which provide the functionality of exposing
processes via web interfaces automatically and providing
web interfaces for certain tasks in the processes which
require human interaction.

C. Evaluation Methods

The evaluation of the processes that involve data mining
and data analysis, are implemented accordingly ISO [26]
and IEEE [27] standards criteria mainly, and involves both
users and developers in the testing process. When the data
are made of human samples, like patients, normal tissues
from donors or from the patients themselves, enrolled or
not in clinical trials, GCP-compliant data management must
be observed and satisfied [25].

Usually this kind of analyses have many goals that dif-
fer for each category of end-user (clinicians, data miners,
bioinformaticians, statisticians, etc.), thus the achievement of
the objectives needs an evaluation process based on realistic
scenarios tailored on user’s needs and requirements.

For these reasons a solution is considered good and proper
when it successfully meet the evaluation and validation
expectation criteria as well the usability ones that are part
of the evaluation process.

Several instruments to help in developing a successful
solution are available: ISO/IEC 2504n, it is the Quality Eval-
uation Division of the ISO/IEC 25000:2005, IEEE Std 1063-
2001 Standard for software user documentation and IEEE

Std 829-1998 Standard for software test documentation.

In general there are several main principles (gold stan-
dard) that developed software must satisfy to meet quality
assurance criteria:

From a developer point of view:

o The produced software needs to be operational, inter-
operable with other components (if any) and compliant
with the specifications;

o The quality model presented in the standard ISO/IEC
9126-1, classifies software quality in a structured set
of characteristics: functionality, reliability, usability,
efficiency, maintainability, portability

From the end-user side:
e Scenarios evaluation

When modular projects are developed, the evaluation is an
iterative process where scenarios and evaluation procedures
evolve as new components get integrated in the environment
or as some others are removed; the process is similar to the
discovery of a predictive model Fig. 2.

Based on an iterative evaluation process, the quality
expectations for software systems are two fold:

« the software must do the right things: software systems
must do what they are supposed to do (end-user per-
spective, validation process)

o the software must do the things right: software systems
must perform the tasks correctly (developer perspective,
verification process)

The results of a data analysis are usually verified and
validated by using the following main procedures:

o Using large amount of data (multiple data sets that
belong to different platform) and cross validation meth-
ods (mainly: K-fold, repeated random sub-sampling and
LOO).

o Verification of benchmarks based on well knowns re-
sults, reproducibility of published results and compari-
son with existing databases

o In house experiments

« Software/tools tested for checking that the correct op-
eration is executed for each planned feature

At the beginning of a project, during the preparation

phase, the scenarios and the evaluation criteria can be
also used as guidelines for developers to focus their effort
towards actual and immediate end-users needs.

V. CONCLUSION

In this paper, we presented our approach towards devel-
oping a data mining environment for personalized medicine.
The approach aims at addressing the needs and requirements
for applying data mining techniques to bioinformatics solu-
tions in the context of the p-medicine project.

Challenges for today’s bioinformatics scenarios are the
heterogeneous set of users in different locations, the large,
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distributed and heterogeneous data sources and multi-
computer environments, and complex process chains for the
analysis.

Our approach for addressing these challenges consists of
4 building blocks for the data mining environment:

« a method for reusing data mining components created
in single computer environments.

« a method for developing data mining components in
distributed environments.

 pattern-based approach for reusing analysis processes
including data mining components.

o GUI and system interfaces that allow users to work with
the system or to extend the system in different levels
of granularity.

In detail, the heterogeneous data will be addressed by
extensibility mechanisms and support for ontologies, het-
erogeneous users will be supported by website-like and
expert interfaces as well as by the ability to reuse existing
components and processes, and complex process chains will
be addressed by the data mining pattern approach.
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