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Abstract 
 
This paper presents and evaluates a new approach of modeling energy consumption 
of communication within adaptive networked embedded systems. The objective is to 
enable energy estimation within early phases of system development, which allows 
system designers to compare different allocations of software components. 
As networked embedded systems consist of multiple specialized networks (with dif-
ferent protocols and topologies) and are characterized by a high degree of interac-
tion, existing network-centric approaches have significant disadvantages describing 
entire systems. To overcome this problem a model was created which is based on 
individual communication connections between software components. This enables 
technology-transparent mapping to network topologies (across borders of networks) 
which significantly simplifies the evaluation of different software placements. 
The energy estimation model was evaluated comparing the estimated values with 
real-world measurement results.  
 
 
1.  Introduction 
 
Embedded networked systems of modern cars consist of up to 80 independent elec-
tronic control units (ECUs) which cooperate to realize complex applications. These 
systems are characterized by a high degree of interaction and consist of different 
(specialized) communication networks with different protocols and topologies [1]. Fu-
ture cars will probably enable autonomous driving which further increases the num-
ber of ECUs and the interaction between these ECUs. However, future automobiles 
will also be adaptive to decrease the energy consumption by deactivating temporarily 
unnecessary applications. Hereby, the chosen placement of software components on 
the network’s ECUs is relevant w.r.t. energy consumption [2]. This is caused by dif-
ferent applicable energy saving states and energy necessary to (de)activate hard-
ware and software. That placement is done by system designers relatively early with-
in the development process [3], which makes it necessary to estimate the later ener-
gy consumption at that time using the available information. 
 
In today’s luxury-class vehicles for instance, the electrical and electronic components 
draw up to 2.5 kW ([4], [5]). Compared to what the vehicle engine requires (for ex-
ample 55 kW), 2.5 kW seems small. However, the electrical components consume 
energy during every mode of operation, even when in standby mode. The vehicle 



 

 

engine consumes most of its energy during acceleration and even here the maximum 
power is seldom demanded. Communication causes an increasing amount of energy 
consumption of networked embedded systems. (The hardware setup of the evalua-
tion section of this paper, for example, uses up to 20 % of the energy consumption 
for communication.) An increase of 100 Watt thus means that fuel consumption rises 
by 0.1 liter per 100 kilometer, leading to an increase in CO2 emissions of 2.5 gram 
per kilometer [4]. This illustrates the considerable potential for energy savings, an 
aspect that should be factored in during the development process. 
 
This paper presents an energy estimation model which focuses on energy consump-
tion caused by communication. This includes communication controllers and trans-
ceivers of automotive ECUs including times of idle and other energy saving states. 
Additionally, functional properties are modeled, such as gateway functionalities be-
tween networks and the reception of non-required messages. The main advantages 
are the modeling based on individual communication connections between software 
components and the technology-transparent mapping to network topologies (across 
borders of networks) which significantly simplifies the evaluation of different software 
placements compared to existing network-centric approaches (cf. Section 2). The 
model supports different kind of communication protocols and allows different topolo-
gies (e.g. bus, ring, star) of the networked embedded system. The energy estimation 
model is evaluated comparing the estimated values with real-world measurement 
results. Therefore, a fixed hardware setup of three ECUs and one gateway with vary-
ing software components and placements are implemented. 
 
The paper is structured as follows: Section 2 discusses different existing energy es-
timation models. In Section 3 the characteristics of adaptive networked embedded 
systems including the considered constraints are presented. Within Section 4 the en-
ergy estimation model is presented in detail. The model is evaluated within Section 5 
using an exemplary embedded system and the paper closes with conclusion and fu-
ture work in Section 6. 
 
 
2.  Related Work 
 
Existing energy models are categorizable concerning their target system for example 
global networks (e.g. the Internet), radio networks and (wired) embedded networks. 
The characteristics of these networks are very different. Global networks include for 
example routers and access networks and long-distance data transmissions and 
thousands of participants using a plurality of network protocols. Compared to those 
networks, embedded networks have short cable lengths and a lot of communication 
is realized as one- or two-hop communication. That is why energy losses resulted by 
cable lengths are commonly neglected within embedded systems [6] and routers and 
others are normally not part of embedded systems. This causes that energy models 
within the area of global networks are not applicable for embedded networks. That 
includes for example research on global networks with the focus on optic fibers as 
physical layer as modeled by Tucker et al. [7], the comparison of communication ar-
chitecture styles (client-server and publish-subscribe) w.r.t. energy consumption [8] 
and also models for radio networks which commonly focus propagation, absorption 
and transmission errors with the aim to minimize energy consumption per node, e.g. 
by clustering [9]. 



 

 

Modeling energy consumption of typical automotive networks is done by Balbierer et 
al. [10] by modeling every network on its own. The energy consumption depends on 
the network load given by a percentage value. The model is not applicable to hetero-
geneous embedded networks with different kind of networks and topologies caused 
by the difference of the individual models. Gurun and Krintz [11] use a set of first or-
der, linear regression equations to model the energy consumption during runtime of 
the system. This approach is not usable during the development of embedded sys-
tems and moreover idle and sleep states are not supported.  
 
The fact that energy is the product of power and time may induce the assumption to 
enable energy estimation by time estimations. However, this would require constant 
power consumption within the embedded network which is not the case – especially 
not for adaptive systems which deactivate unused hardware and software compo-
nents. Different power levels of components are not included within timing analysis 
(which often focuses on worst-case times) such as [12], [13], [14]. Analyzing the time 
for communication, for example, does not consider the number of network partici-
pants which also consume energy by receiving communication. 
 
As shown above, existing models have significant disadvantages related to modeling 
heterogeneous networks of networked embedded systems. Additionally, changing 
one communication connection would result a complete recalculation of the entire 
system. This is especially disadvantageous for adaptive systems. For that reason, an 
energy estimation model was created which enables the easy evaluation of commu-
nication relevant energy consumptions within adaptive networked embedded sys-
tems. This model is presented and evaluated within the next sections. 
 
 
3.  Adaptive Networked Embedded Systems 
 
In the following subsection the characteristics of adaptive networked embedded sys-
tems and the constraints of energy estimation models are presented. 
 
Networked embedded systems as found within the automotive sector are character-
ized by a high degree of heterogeneity [15]. This means different kind of ECUs by 
various suppliers and different types of communication protocols and topologies re-
sulted by specialized technologies. Common communication topologies are bus, ring 
and star which are used within this kind of networked embedded systems as shown 
within Figure 1. Embedded systems within the automobiles commonly execute safe-
ty-critical applications which results in real-time constraints, for example concerning 
transmission and response times. Through that the communication behavior differs 
e.g. to consumer electronics, i.e. within automotive embedded systems communica-
tion messages are commonly transmitted cyclic and using a small bandwidth. 
 
Adaptivity within embedded systems enables the deactivation of temporarily unnec-
essary functionality including its hardware. This enables the design of more energy 
efficient systems, but significantly enlarges the number of possible system designs. 
Furthermore, factors such as time and energy for (de)activation and availability of 
different kind of sleep modes are relevant now. Adaptivity necessitates considering 
the whole systems instead of just looking at individual components, because it is 
possible that individual sub-optimal systems form together an optimized system [17]. 



 

 

 
Figure 1: Typical networked embedded system (BMW 7 series) 

[adapted from BMW 2005, quoted from [16], p.34] 
 
System designers of networked embedded systems are faced with a lot of different 
constraints and limitations (e.g. performance and memory limitations, real-time con-
straints and heterogeneity). The work of this paper focuses the energy consumption 
of embedded networks and components which are directly influenced by communica-
tion, such as components with gateway functionality. Through that the considered 
constraint for system design within this paper is only the limitation of network band-
width within individual networks (cf. Equation 1). The bandwidth within a network net 
is described as bnet, which is the sum of bandwidths of individual communication 
connections bcom. The maximum bandwidth per network is defined by bnet,max.  
 

bnet= bcom,j ≤ bnet,max

n

j=0

 (1)

 
Within the following section the energy estimation of mixed embedded networks is 
explained including assumptions and challenges. 
 
 
4. Energy Estimation of Embedded Networks 
 
In this section the energy estimation model is presented. At the beginning the re-
quirements and challenges of energy estimation of heterogeneous embedded net-
works are discussed and the necessary information presented. Afterwards, the ener-
gy model itself and the underlying assumptions are explained. 
 
 
4.1  Requirements and Challenges 
 
Energy estimation during early stages of the design phase enables system designers 
to evaluate their design choices with respect to the energy consumption of the later 
system. This enables for example the comparison of different placements of software 
components on ECUs. The earlier energy evaluations are possible during the devel-



 

 

opment process, the more possibilities to influence the design towards more energy 
efficiency are available, because fewer decisions have already been made [3]. 
 
An energy estimation model has to fulfill the following functional/technical require-
ments to be usable for networked embedded systems: 
 

 Communication protocols – The energy estimation model has to be generic 
enough to be usable for different communication protocols and technologies. 
That means the model is usable for example for CAN, FlexRay or Ethernet. 

 Topology and communication patterns – Networks such as within automo-
tive, networked embedded systems consist of several individual networks. 
That means, an energy estimation model has to deal with different topologies 
(e.g. bus, ring, star) and communication patterns (e.g. uni-directional, mul-
ticast, full-duplex). 

 Bandwidth and payload/overhead size – The energy model has to be para-
metrizable for several bandwidths and different payload and overhead sizes 
within the networks. Also the transfer between different networks and checking 
the bandwidth limitations must be possible.  

 Interaction between networks (gateways) – To realize complex applications 
different networks within networked embedded systems have to communicate 
and exchange information. Through that specialized control units with gateway 
functionality are involved to handle that kind of communication, which are 
necessary to be modeled. 

 
Furthermore, the estimation model should fulfill the following non-functional require-
ments: 
 

 Performance and overhead – Changing the task placement should not 
cause a complete recalculation of the system’s energy consumption. Chang-
ing or adding a communication connections should just cause the recalcula-
tion of affected energy consumptions.  

 Automatable – It has to be possible to automate the energy estimation. This 
enables the use of optimization algorithms to automatically optimize the ener-
gy consumption of the later system. 

 Scalable – The energy estimation should be scalable concerning the number 
of communication connections and ECUs. 

 
Within the following subsection the assumption are presented on which the energy 
consumption model is based. 
 
 
4.2  Assumptions 
 
The energy consumption model is based on the following underlying assumptions:  
 

 The communication bandwidth is evenly distributed, caused by the cyclic 
communication which is very typical within real-time critical embedded sys-
tems to increase robustness against short-term errors [6].  



 

 

 Communication nodes, which are active within the current system configura-
tion c, but do not communicating at time t, are within an idle mode and receive 
messages on the network (if technically possible, e.g. within CAN networks).  

 Communication nodes, which are not active within the current system configu-
ration c, are within a sleep mode and do not receive messages on the network 
(even within networks such as CAN).  

 Communication networks are not operating at full capacity, e.g. 40 % of maxi-
mum capacity is a common value for CAN within the automotive industry [18]. 
This is a general practice of system designers, because of a more constant 
timing behavior of real-time systems (for example caused by less collisions 
and retransmissions at the communication networks).1 

 
The following section presents the energy estimation model and explains its details. 
 
 
4.3  Energy Estimation Model 
 
The presented model focuses on energy consumption resulted by communication. 
This includes communication controllers (CC) and transceivers (TRX) of ECUs in-
cluding times of idle and sleep. Additionally, functional properties are modeled, such 
as gateway functionality between networks and reception of non-required communi-
cation. The main advantages are the modeling based on individual communication 
connections between software components and the technology-transparent mapping 
to network topologies (across borders of networks) which significantly simplifies the 
evaluation of different software placements, compared to existing network-centric 
approaches (cf. Section 2). The model supports different kind of communication pro-
tocols and allows different topologies (e.g. bus, ring, star) within the networked em-
bedded system. The further subsections explain structure, parameters and usage of 
the presented energy estimation model. 
 
1) Structure of the Model: The model enables the estimation of energy consumption 
of components which are part of communication within networked embedded sys-
tems. The model is depicted within Equation 2. The total energy consumption of 
communication ECom consists of active and inactive ECUs. Active ECUs transmit 
and/or receive communication. ECUs which are part of a communication connection 
consume energy which is represented by EConn (Equation 3) per each connection. 
Energy consumption of ECUs resulted by receiving non-required communication is 
represented by EListener (cf. Equation 4)2. Additionally, CC and TRX consume a con-
stant amount of energy during transmitting and receiving. This energy consumption is 
independent of the amount of data and is represented by EOffset. (Note: During times 
of no communication this values also represents the energy consumption resulted by 
idling of CC and TRX.)  

                                            
1 Through that the energy consumption varies linear with the number of messages/bandwidth, caused 
by the assumption of neglectable collisions. (Note: It would be easily possible to extend the energy 
estimation model to represent non-linearity, e.g. by evaluating the total bandwidth within a network.) 
Caused by the fact that operation at full capacity is very unusual within real-time embedded systems 
and the intention to preserve the advantages of energy estimation based on communication connec-
tions, this was not realized within the energy estimation model. 
2 Networks with bus-based topology (e.g. CAN or FlexRay) are characterized by the fact, that every 
ECU within the network receives every message, which also consumes energy. 



 

 

Inactive ECUs are deactivated (e.g. switched to sleep mode) which means CC and 
TRX consume energy resulted by sleeping (ESleep). (Note: More than one sleep or 
standby mode may be available. In that case the equation is simply extended by an 
additional sum which adds for example the energy consumptions of EStandby.) 
 
 

ECom= (	EConn,i +	EListener,i	)
#ComConn

i=0
Communication Connections

+ ( EOffset,j,k )

#ActiveECUs

k=0

#Networks 	

j=0

Active ECUs

+ (	ESleep,l	)
#InactiveECUs

l=0

Inactive ECUs

 

(2)

 
 

EConn= ETX,Src

"Source ECU"

+ ( ERX,m + ETransfer,m + ETX,m	)

#ParticipatingECUs-2

m=1
ECUs with gateway functionality within this communication connection

+ ERX,Sink

"Sink ECU"

ECUs which are part of the communication connection

 

(3)

 
 

EListener= ( ERX,n )

#Listener

n=0

 
(4)

 
 
As depicted within Equation 3 the value of EConn is calculated by the sum of the ener-
gy values which are necessary to transmit (ETX) and receive (ERX) communication. 
The communication starts at the “Source ECU” (ETX,Src) and ends at the “Sink ECU” 
(ETX,Sink). If a direct communication (one-hop) is not available, then ECUs with rout-
ing/switching or gateway functionality are necessary. (Within automobile embedded 
systems gateways commonly transfer and translate between different networks.) 
These ECUs are modeled by the energy consumption of receiving (ERX,m), transmit-
ting (ETX,m) and transferring (and/or translating) the communication to other networks 
(ETransfer,m). Equation 5 depicts the calculation of ETX which value depends on the 
number of ECUs (nECU) within a network. This means a network with two ECUs (e.g. 
communicating directly to each other) consumes ETX_2n. Adding more ECUs to the 
network increases the energy consumption by the value of ETX_xn per ECU. 
 
 

ETX = ETX_2n + nECU  - 2  · ETX_xn ,   nECU ≥ 2 (5)
 
 
As shown the energy estimation model is based on individual communication con-
nections which enables an easy calculation, e.g. for adaptive systems or optimization 
algorithms, because only changed communication connections and network-wide 
values need to be updated. Another benefit is the usability of that model with arbitrary 
topologies (including mixtures of networks and topologies), caused by the connec-
tion-centric approach. 
 
2) Parameterization of the Model: The previously presented model is based on indi-
vidual communication connections which make it necessary to parameterize every 



 

 

connection on its own. However, the number of parameters is limited by the number 
of ECUs within the embedded system, because software components placed on the 
same ECU have the same energy consumption for receiving and transmitting. 
The values of ETX, ERX and EListener depend on the used hardware, the kind of network 
and the used protocol including its configuration. The power consumption per hard-
ware module is for example given by the manufacturer or even educated guesses 
are possible. To calculate the energy consumption it is necessary to know the trans-
mitting and receiving time, which is derivable from the given bandwidth (e.g. based 
on the amount of messages or bits). Depending on the network more or less payload 
overhead per message is necessary. For this paper it is assumed to efficiently use 
the communication bandwidth, i.e. using the maximum payload to transmit the data. 
This results in a necessary number of messages and through that the amount of 
overhead. Multiplying with the time per bit – derived from the data rate of the net-
works – results in the transmission and reception times. ETransfer depends on the used 
microcontroller (µC). These values are estimateable using energy estimation tech-
niques (such as [19] and [20]) or measurements on evaluation boards are possible, if 
available. The value of ESleep depends on the available energy saving capability of the 
used communication hardware. These values are generally given by the hardware 
manufacture, because this is already relevant for today’s system designers.  
 
3) Usage of the Model: The previous subsections presented how to differentiate be-
tween communication protocols, different bandwidth and protocol overheads. Differ-
ent topologies and communication patterns are also representable by the presented 
connection-based approach. More precisely, the kind of communication within differ-
ent topologies has to be emulated which is easily possible. Switched Ethernet with 
full-duplex for example is emulated using two unidirectional communication links. 
Emulating a MOST topology (ring) is done by unidirectional communication between 
the consecutive ECUs. Bus topologies (e.g. CAN or FlexRay) are represented by 
unidirectional communication links from sending ECUs to all other (receiving) ECUs 
of the bus network. Different communication patters are emulated in the same man-
ner as described above using a formal description of software functions and their re-
lations. For example multicast-communication is represented by data flows with mul-
tiple receivers. 
 
Using the energy estimation model also allows the check of constraints such as the 
maximum bandwidth usage (cf. Section 3). This maximum is given per network link 
which correlates with the topology emulation presented above. The sum of communi-
cation connections on one hardware connection is compared to the given maximum 
value. (Note: More specific constraint checks are possible such as the maximum 
switching bandwidth within switches. Such extensions are possible, but not part of 
this paper.) This bandwidth checks are possible on network- and ECU-base which is 
relevant for example for automatic optimization of software component placement.  
 
As shown the different requirements and challenges of Section 4.1 are performed by 
the energy model. The calculation of energy consumptions are automatable using a 
formal description of the system and the given energy estimation equations. Caused 
by the calculation of the energy consumption based on (individual) communication 
connections the model scales with the number of communication connections within 
this kind of networked embedded systems. The following section evaluates the pre-
sented energy estimation model using an exemplary embedded system. 



 

 

5.  Evaluation 
 
The presented energy estimation model is evaluated using an exemplary networked 
embedded system consisting of three ECUs and one gateway. This system is used 
to measure the energy consumption of communication resulted by different place-
ments of software components and compare these real-world measurements to the 
estimated values. The analyzed communication represents possible choices of sys-
tem design and is chosen to cover different possibilities within the available design 
space. Within the next subsection the analyzed communication connections are de-
fined. Afterwards, the exemplary embedded system and the measurement setup is 
explained. The section closes with the comparison to real-world measurement results 
and discussion. 
 
 
5.1  Communication Connections 
 
To evaluate the energy estimation model different communication connections are 
analyzed within a network of ECUs. This network consists of three “normal” ECUs 
and one gateway ECU. The topology of the exemplary embedded system is shown in 
Figure 2. The topology with two networks was chosen, because this system repre-
sents all components of the energy estimation model, i.e. “Source ECU”, “Sink ECU” 
and ECUs working as gateway or listener (cf. Section 4.3). First of all, single commu-
nication connections are evaluated, i.e. one ECU sends messages to another ECU. 
For example 1 → 3, 3 → 4 or 3 → 1. If the receiving ECU is not within the same net-
work, the communication has to be transferred by the gateway ECU (#2). To evalu-
ate different loads of the network, the communication connections are repeated using 
different cycle times. Afterwards, mixed communication connections are evaluated 
which transmit data in parallel.  
 

 
Figure 2: Evaluated embedded system with three “normal” ECUs and one 

gateway ECU. (Note: The numbers above are just for identification.) 
 
The following subsection details the measurement setup and the hardware used for 
the exemplary embedded system. 
 
 
5.2  Measurement Setup 
 
The exemplary embedded system is composed of four evaluation boards as de-
scribed above. Three “normal” ECUs are represented by MCP2515 CAN Bus Monitor 
Demo Boards of Microchip Technology Inc. with Microchip PIC18F4550 processor, 



 

 

MCP2515 CAN communication controller and MCP2561, a second generation high-
speed CAN transceiver of Microchip. The ECU with gateway functionality is repre-
sented by a chipKIT Max32 Prototyping Platform of Digilent, Inc. with a Microchip 
PIC32MX795F512L processor and two CAN communication controllers on-chip. The 
transceivers of that platform are realized by an additional board, i.e. the chipKIT Net-
work Shield Board of Digilent, Inc. with two Microchip MCP2551 high-speed CAN 
Transceivers. The transmitted CAN frames are all equal and consist of eight bytes 
payload and evenly spread number of “dominant” and “recessive” bits. The energy 
consumption is measured using a DC Power Analyzer N6705B of Agilent Technolo-
gies, Inc. which is equipped with “N6762A Precision DC Power Modules”. The ana-
lyzer enables very precise measurements in the microampere region, i.e. the accura-
cy of voltage output (low range) is 0.016 % + 1.5 mV and for current output (low 
range) is 0.04 % + 15 µA. The maximum sampling rate is 48.9 kHz. The following 
subsection presents and discusses the measurement results. 
 
 
5.3  Measurement Results and Discussion 
 
The previously presented measurement setup was used to obtain real-world values 
and compare these with estimations of the energy estimation model (cf. Section 4.3). 
The results are shown within Table 1. At first, single communication connections with 
different cycle times were measured. The range of error of these estimations varies 
between -0.7 % and +1.8 %. Afterwards, different communication connections were 
mixed to model a more realistic network. Using different cycle times the range of er-
ror varies between -2.4 % and +2.8 %. The remaining error is resulted by unpredicta-
ble collisions within networks which use a shared medium and probably by different 
realizations of the component hardware. The energy estimation model shows a good 
accuracy even for mixed communication connections. 
 
Table 1: Measurement results of different communication connections within the 
exemplary embedded system 

Single Communication Connections (Cycle Time: 0.5 ms) 
 1 → 3 1 → 4 3 → 1 3 → 4 4 → 3 4 → 1 
Estimated energy cons. [mWs] 345.60 345.60 345.60 278.93 278.93 345.60 
Measured energy cons. [mWs] 351.31 351.80 345.64 281.60 281.82 345.60 
Error 1.62 % 1.76 % 0.01 % 0.95 % 1.03 % 0.00 % 

Single Communication Connections (Cycle Time: 2.5 ms) 
 1 → 3 1 → 4 3 → 1 3 → 4 4 → 3 4 → 1 
Estimated energy cons. [mWs] 217.61 217.61 217.61 204.27 204.27 217.61 
Measured energy cons. [mWs] 217.13 217.38 216.11 203.30 203.33 216.16 
Error -0.22 % -0.11 % -0.69 % -0.48 % -0.46 % -0.67 % 

Mixed Communication Connections (Cycle Time: 2.5 ms) 
 1 → 3, 1 → 4 1 → 3, 3 → 4, 4 → 1 1 ↔ 3, 3 ↔ 4, 4 ↔ 1
Estimated energy cons. [mWs] 243.60 265.49 272.60 
Measured energy cons. [mWs] 241.80 267.17 280.33 
Error -0.75 % 0.63 % 2.76 % 

Mixed Communication Connections (Cycle Time: 5 ms) 
 1 → 3, 1 → 4 1 → 3, 3 → 4, 4 → 1 1 ↔ 3, 3 ↔ 4, 4 ↔ 1
Estimated energy cons. [mWs] 204.27 214.61 224.98 
Measured energy cons. [mWs] 203.33 209.54 225.07 
Error -0.46 % -2.42 % 0.04 % 

 



 

 

6. Conclusion and Future Work 
 
This paper presented and evaluated a new approach of modeling energy consump-
tion of communication within adaptive networked embedded systems such as found 
within modern automobiles. These systems commonly consist of multiple specialized 
networks (with different protocols and topologies) and are characterized by a high 
degree of interaction. To overcome the problems of modeling heterogeneous em-
bedded networks an energy estimation model was created which is based on individ-
ual communication connections between software components. This enables tech-
nology-transparent mapping to network topologies (across borders of networks) 
which significantly simplifies the evaluation of different software placements. The en-
ergy estimation model was evaluated comparing the estimated values with real-world 
measurement results. Therefore, a fixed hardware setup of three ECUs and one 
gateway ECU with varying software component placements were implemented and 
their communication analyzed, which pointed out a range of estimation error between 
-0.7 % and +1.8 % for individual and -2.4 % and +2.8 % for mixed communication 
connections. The model is able to represent different communication protocols and 
topologies which enable the usage within other areas of networked embedded sys-
tems such as aircrafts and industrial systems. 
 
Future work will include the modeling of a larger system to evaluate the energy sav-
ing potential by optimizing the placements of software components within networked 
embedded systems. Additionally, the presented energy estimation model will be in-
cluded into the energy estimation model of entire networked embedded systems 
which include microcontrollers and sensors/actuators. Beside the energy consump-
tion of communication itself the model influences the constraints of ECUs. This is oc-
curred by the resulting bandwidth per ECU which can also be used to define the low-
er bound of the ECU’s active times, because during the time of communication the 
ECUs normally have to be awake and are not able to use energy saving techniques. 
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