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Abstract

We use density functional calculations to determine the binding sites and bind-

ing energies of Li+ at graphene edges and prismatic graphite surfaces. Bind-

ing is favorable at bare and carbonyl terminated surfaces, but not favorable at

hydrogen terminated surfaces. These findings have implications for the exfolia-

tion of graphitic anodes in lithium-ion batteries that happens if solute and solvent

co-intercalate. First, specific adsorption facilitates desolvation of Li+. Second,

chemisorption lowers the surface energy by about 1 J m−2 prismatic surface area,

and gives graphite additional stability against exfoliation. The results offer an

explanation for experiments that consistently show exfoliation for hydrogenated

graphite, but show no exfoliation for oxygenated graphite.
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1. Introduction

Over the past three decades, lithium-ion batteries have been established for

high density storage of electrical energy [1, 2]. A fresh battery is formed during

the first charge-discharge cycle where the organic electrolyte [3] decomposes at

the electrodes’ surfaces and reacts to form an ambiguous phase of matter called the

solid electrolyte interphase (SEI) [4]. It is believed that the SEI acts as a solid-state

electrolyte and sieve that selectively allows conduction of the Li+ cation, but not

the solvent [4]. This then passivates the anode against further reactions with the

electrolyte. For graphite, the most common anode material, this sieving function

of the SEI is believed to also prevent co-intercalation of cation and solvent that

is accompanied by exfoliation of the graphite [4, 5, 6, 7]. This idea is usually

corroborated by the fact that SEI formation occurs at ∼ 0.8-1.0 V vs. Li/Li+ while

exfoliation is observed at ∼ 0.4 V vs. Li/Li+ — hence after the SEI has formed [8].

Charge consumption during exfoliation is linked to the creation of a SEI at the

newly created basal surfaces [7].

However, experiments show a correlation between surface chemistry and ex-

foliation that is difficult to understand from this picture: Oxygenation of graphite

suppresses exfoliation, while electrodes heat-treated with hydrogen exfoliate within

the first charge cycles [8, 9, 10]. Yet, a SEI forms on both oxygenated and hydro-

genated prismatic surfaces as well as on basal planes. The different exfoliation

behavior is then usually related to the difference in SEI structure that is found

on these surfaces [4]. Mechanistic details of this protective function of the SEI

are still elusive. Here, we propose a mechanism that relates the exfoliation of the

compound to the graphite’s surface chemistry and is independent of SEI structure.
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We carried out density functional theory (DFT) calculations that show that spe-

cific adsorption of Li+ at pristine and oxygenated prismatic graphite enhances the

interlayer cohesion energy by about 1 J m−2, while no such enhancement is found

for hydrogenated graphite. We propose that this additional interplanar binding

acts as a glue that protects the graphite against exfoliation. These results suggest

that tailoring the surface chemistry of the anode could enhance the cyclability of

common lithium-ion batteries.

Our suggestion originates in the observation that because surface functional

groups have such a crucial influence on graphite exfoliation, the anode surface

must play a role in addition to being a source of electrons for intercalation and

electrolyte reduction reactions. Prismatic graphite surfaces are electrochemically

active [11]. In water-based electrolytes, basal planes show only residual activity

that can be linked to the presence of defects and step edges [12]. Similarly, DFT

calculations show only weak Li+ binding at basal surfaces of graphite [13, 14]

and graphene [15, 16]. The intercalation reaction itself proceeds on prismatic sur-

faces, or possibly defects on basal surfaces. If the Li+ loses its solvation shell

during this reaction, then there must be an intermediate reaction step where the

cation is chelated at the surface that is energetically favored over the solvated situ-

ation. Indeed, such chelated configurations have been observed in first-principles

(DFT) molecular dynamics simulations on the initial stages of SEI formation [17].

We here follow this idea and compute the chemical potential of Li+ at prismatic

graphite surfaces using DFT.
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2. Computational methods

We compute total energies using spin-polarized DFT with the Perdew-Burke-

Ernzerhof (PBE) generalized gradient approximation for the exchange-correlation

functional [18]. The core electrons are treated in the projector-augmented wave

formalism [19]. Density and wave-functions are expanded on a real-space grid as

implemented in the GPAW code [20]. In all cases, we use a grid spacing of less

than 0.20 Å and more than 6.0 Å vacuum in the non-periodic directions. Forma-

tion and adsorption energies on edges are computed from graphene ribbons with a

width of 18 Å for ac and 20 Å for zz edges where edge formation energies are well

converged [21]. All configurations are symmetric and have a vanishing net dipole

moment. We use 10 k-points in the periodic direction within the basal planes for

a unit-cell with two surface carbons. For graphite, 4n−1 k-points are used perpen-

dicular to the basal planes where n is the number of graphene layers. Because

the PBE functional does not capture van-der-Waals interactions, the graphite in-

terlayer spacing was fixed to the experimental value of 3.355 Å. Along the edge

direction, the unit cell size was fixed to conform with an intralayer lattice constant

of 4.26 Å. This value is the lattice constant of a graphene sheet at zero external

stress obtained from the particular DFT methodology that is used throughout this

paper. Ground state configurations were found by minimizing the total energy

using the fast inertial relaxation engine [22] until forces are converged to below

0.05 eV/Å.

The relative stability of the individual adsorption scenarios can be quantified

by the Gibbs free energy difference ∆G. The reference configuration is the bcc

bulk lithium metal that is used as a reference in most experiments. Using bcc

lithium as a reference has yielded ab-initio intercalation voltages for cathodes
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to within 0.1 V of the experimental values [23]. For inorganic solid state sys-

tems where pressure, thermal and configurational entropy contributions can be

neglected, the formation energy is typically a good approximation to the Gibbs

free energy [24, 23]. We approximate G f
X = Etot

X where Etot
X is the total energy

of compound X as obtained from our DFT calculations. The Gibbs free energy

difference for the formation of the adsorbed configuration is given by

∆G f

X;Li = nLiµLi;X = Etot
X;Li − Etot

X − nLiE
tot
Li,bulk, (1)

where X denotes the adsorbate and nX is the number of adsorbate atoms per unit

cell. Specifically, Etot
X is the total energy of the bare surface X, Etot

X;Li is the en-

ergy of the surface including the adsorbed lithium, and Etot
Li,bulk is the energy per

atom in a reference bcc lithium crystal. With these definitions µX;Li is the lithium

chemical potential. Note that we find the cohesive energy of bulk bcc lithium as

1.68 eV per atom in excellent agreement with experiments [25]. For lithium up-

take into bulk graphite we obtain a chemical potential of −0.04 eV compared to

−0.15 eV for LDA calculations [26] and room temperature experiments [27].

3. Results and discussion

In additional to the bare chemical potentials µ, we compute the change in

interlayer cohesion due to Li+ chemisorption that is a measure for the stability of

the layered compound against exfoliation. The surface contribution to interlayer

cohesion of the graphite crystal is:

∆γ = (µLi;graphite − µLi;graphene)/ALi. (2)

Here, ∆γ is the gain in surface energy due to Li+ adsorption, where ALi is the

surface area occupied by a single Li+ on the prismatic plane. We note that errors
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in the bulk interlayer van-der-Waals interaction cancel in Eq. (2). To evaluate the

quantity ∆γ we need the chemical potential µ of Li+ at graphene (fully exfoliated

graphite) and graphite surfaces.

We start by computing the chemical potential of lithium relative to the bcc

bulk metal at graphene armchair (ac) and zig-zag (zz) edges. Contrary to previ-

ous studies [15, 28] we look for configurations at the edge and not on top of the

honeycomb lattice near the edge. The ground state geometries for adsorption at

bare edges are summarized in Fig. 1. The chemical potential (black squares in

Fig. 1) varies between −2.0 to 0 eV for all configurations that were studied and is

highest for ac edges and lowest for zz edges. For a specific type of edge, lower

chemical potentials are obtained at half coverage (one Li+ for every second sp car-

bon). Zig-zag edges have the lowest edge density with one Li+ per 2.46 Å while

ac edges have one Li+ per 2.13 Å. The Li+ has a Bader charge [29] of about 0.9|e|

in all situations studied in this paper. The energy due to electrostatic repulsion

of adjacent Li+ is hence lowest for zz edges. To quantify a covalent contribution

to bonding, we also investigated reconstructed zig-zag (rz) edges that are self-

passivated [21]. These have the same edge density as zz edges, but show lithium

chemical potentials close to zero and hence higher than ac edges. The order of

chemical potentials (rz showing weakest and zz strongest binding) is identical to

the results obtained for hydrogen termination [21]. We conclude that the C-Li

bond at zz and ac edges has a significant covalent contribution that is suppressed

at rz edges. Yet, the cation attains a position that would correspond to a hollow site

if the crystal was continued through the edge which is indicative of ionic binding.

At half-coverage the ions sit in the plane of the graphene, but due to repulsion of

neighboring lithiums they deviate out of plane at full coverage.
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The chemical potentials shown in Fig. 1 are computed with respect to unter-

minated graphite surfaces. Ideal edges with dangling bonds rarely exist in nature,

but the configurations shown in the top insets of Fig. 1 could be the product of

an electrophilic substitution reaction or a reactive intermediate. Most oxygenated

edges are found to be terminated by organic functional groups such as carbonyl,

phenolic OH, lactones, ethers and carboxylates [30, 31]. To quantify the influence

of a select terminal group we probed the chemisorption of Li+ at edges terminated

with carbonyl [17]. The bottom of Fig. 1 shows the resulting configurations. In

all cases, the Li+ is chelated between two oxygens. As for bare edges, the lithium

sits in the plane at half-coverage but is forced to deviate out of plane for full cov-

erage. The chemical potentials (red spheres in Fig. 1) are in the range of −1.5 eV

to −3.0 eV and consistently lower than that for bare edges. Again, we find that

half-coverage is more stable than full coverage, but the dependence on the type

of edge disappears. We also find that Li+ chemisorption changes the character of

the C-O bond. Without any Li+, we find a bond length of 1.25 Å that corresponds

to a C=O double bond. At half-coverage, that bond length extends to 1.28 Å and

at full coverage we find 1.35 Å. The latter bond length is characteristic for a C-O

single bond. This shows that Li+ binds covalently to the oxygen in a manner that

is similar to the isoelectric hydrogen.

We also probed hydrogen-terminated graphene edges, but were unable to find

stable edge binding sites for any of the situations studied. The Li+ needs to move

onto the plane of the graphene in order to find a stable chemisorption position. In

particular we find a repulsive chemical potential of 0.50 eV for chemisorption on

top of the outermost hexagon of an armchair edge, and −0.04 eV for chemisorp-

tion near a zig-zag edge. These values are in excellent agreement with the results
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reported by Uthaisar et al. [15], but show that Li+ barely favors adsorption near

zig-zag edges over bulk metal formation.

The situation for prismatic graphite surfaces is similar to graphene edges. The

cations form a 2D ionic layer that shares the symmetry of the underlying graphite

lattice. For AA stacked graphite this symmetry is cubic, while for AB stacked

graphite the symmetry is a distortion of a hexagonal lattice. Chemical potentials

are consistently about 1 eV lower than for graphene (Fig. 2). The values here

are consistent with a value of −2.4 eV reported by Leung & Budzien for the AA

stacked zz surface in the presence of an electrolyte [17]. This agreement indicates

that solvation effects on the Li+ chemical potential are negligible. As for the

graphene edges, the presence of the terminal groups removes the dependency of

the chemical potential on the crystallographic orientation of the surface (Fig. 2).

In the AA and AB case the Li+ is chelated by four and three oxygens, respectively.

In all calculations of AB stacked surfaces, we fixed the positions of the bulk

carbon atoms and let only the outermost layer of carbons relax. Without this con-

straint, the lattice deforms and relaxes towards an AA stacked configuration. This

observation indicates that staging [6] during graphite intercalation might nucleate

at the surfaces. It is consistent with the result that Li+ binds more strongly to AA

stacked edges, and hints that the barrier for conversion may be low.

Our data shows that chemisorption at graphite surfaces is an energetically

highly favorable process. The chemical potentials are in the range of common

cathode materials such as LiCoO2 (−3.75 eV) or LiMnO2 (−3.13 eV) [23]. These

energies suggest that chemisorption could be accompanied by substitution reac-

tions. The products of typical anodic reduction reactions, like lithium ethylene

dicarbonate [32], have liquid components that remain in the vicinity of the elec-
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trode and could easily participate in such reactions.

Finally, we are in a position to compute the surface contribution to cohesion,

∆γ. Results for the prismatic surfaces studied here are shown in Fig. 3. All en-

ergies are negative because the chemical potential µ shown in Figs. 1 and 2 is

consistently lower for the graphite edge than it is for the graphene edge. This

means the crystal becomes more stable and is effectively glued together by the

adsorbed Li+. The values obtained here are of the same order of magnitude as

surface energies of metals [33], albeit with opposite sign.

The influence of this surface contribution to full interlayer cohesion of the

crystal depends on the surface to volume ratio. The total interlayer cohesion en-

ergy is given by Einterlayer = EvdW + Apr∆γ where EvdW is the binding en-

ergy due to the interlayer van-der-Waals interaction and Apr the total prismatic

surface area. Experimental values on the bulk interlayer cohesion energy evdW
are rare in the literature. The values reported range from 35 ± 10 meV/atom

(study of collapsed nanotubes [34]) over 43 meV/atom (heat of wetting [35]) to

52 ± 5 meV/atom (thermal desorption of polyaromatic hydrocarbons [36]). Re-

cent high-level quantum calculations [37] report a value of ≈ 50 meV/atom. AA

stacked graphite is about 15 meV/atom less stable than AB stacked graphite [38].

We therefore use an approximate intermediate value of evdW = −40 meV/atom

that reflects some disorder through a mixture of AB and AA stacking in our esti-

mates. If we cut a piece of graphite into a cube with two faces exposing the basal

plane, we get four faces with prismatic surfaces. We thus assume that two-thirds

of the accessible surface area is prismatic. Using the mass mC ≈ 12 g mol−1 of a

carbon atom we find for the total cohesive energy

Einterlayer ≈
M

mC
evdW +

2
3

A∆γ. (3)
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The first term is the bulk contribution and the second the contribution of a surface

of area A to the interlayer cohesion of an anode particle of mass M. Since pris-

matic surfaces are usually “heterogeneous and rough” [4] the true configurations

will be more disordered than the idealized cases shown in Fig. 2. We therefore

use a representative value of ∆γ = −1 J m−2 to estimate that surface and bulk con-

tributions in Eq. (3) become equal at specific surface areas of A/M ≈ 500 m2 g−1.

Pristine graphite has a BET surface area of around 5-20 m2 g−1 [39]. The surface

term then increases the cohesive energy by about 1-4%. Porous graphitic carbons

can reach values in excess of 200 m2 g−1 [40, 41]. For these structures the cohe-

sive energy can increase by up to 50%. This lends them excess stability and makes

exfoliation unlikely.

4. Conclusions

We have shown that lithium binds to bare and oxygen terminated graphene

edges and graphite surfaces with chemical potentials of up to −4 eV with respect

to bulk bcc lithium. We do not find stable binding at hydrogen terminated surfaces.

The chemical potentials for bare surfaces and oxygen termination are comparable

to those found in common cathode materials. Chelation of Li+ at such surface

sites must be an intermediate step when the cations move from the solution into

the bulk of the intercalation compound to form LiC6. Strong binding at the sur-

face therefore facilitates desolvation of the ions. We have also shown that Li+ at

prismatic graphite surfaces stabilizes interlayer cohesion. This surface contribu-

tion doubles the interplanar cohesion energy of the graphite crystal at a specific

surface area of about 500 m2g−1. Both mechanisms prevent co-intercalation of

Li+ and solvent. We here propose that they could be an explanation why graphite
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exfoliates when hydrogen-terminated, but does not exfoliate when treated in an

oxygen atmosphere [8, 9, 10]. Such a mechanism would suggest that exfoliation

and SEI formation are two unrelated processes, and that a sieving function of the

SEI may be irrelevant for the suppression of exfoliation.
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Figure 1: Ground-state configurations and Li+ chemical potential µLi for Li+ adsorbed bare

graphene edges (squares) and carbonyl-terminated graphene edges (circles). Data is for zig-zag

(zz) and armchair (ac) edges at full and half (1/2) coverage. Panel (a) shows the ground-state

(minimum energy) configurations for bare edges, and (b) for carbonyl-terminated edges. Panel (c)

shows the corresponding chemical potentials.
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Figure 2: Ground-state configuration and Li+ chemical potential µLi for lithium adsorbed on

prismatic armchair (ac) and zig-zag (zz) surface of AA and AB stacked graphite. Shown are the

results for bare (squares) and carbonyl-terminated surfaces (circles). Panel (a) shows the ground-

state (minimum energy) configurations for bare edges, and (b) for carbonyl-terminated edges.

Panel (c) shows the corresponding chemical potentials.
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Figure 3: Gain in surface energy ∆γ upon lithium adsorption. Results are shown for prismatic bare

(squares) and carbonyl terminated (circles) zig-zag (zz) and armchair (ac) surfaces.
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