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Vorwort des Herausgebers
Der starke internationale Wettbewerb, geringe Margen und hoher Kostendruck zwingen
Schifffahrtsunternehmen zunehmend, Effizienzpotenziale im Schiffsbetrieb zu identifizie-
ren und auszuschöpfen. In diesem Zusammenhang stellt das Wetter-Routing eine der
wesentlichen Maßnahmen der Schiffsführung dar, bei Einhaltung von Terminvorgaben
Treibstoffeinsparungen zu erzielen und sicher zu navigieren. Damit können Kosten und
Emissionen gesenkt werden. Am Markt haben sich verschiedene Software-Systeme für
das Wetter-Routing etabliert.

Für das Errechnen von Routen gehen in die Wetter-Routing-Systeme neben Wetter-,
Fahrtzeit- und Seekarteninformationen auch hydrodynamische und weitere Schiffseigen-
schaften als wesentliche Eingangsgrößen ein. Um einen möglichst großen Kundenkreis,
d.h. verschiedene Schiffstypen und unterschiedliche Reiseprofile, anzusprechen, ist den
meisten Systemen gemeinsam, dass sie mit vereinfachten Modellierungsansätzen diese
Schiffscharakteristika abbilden.

Eine sowohl für die Wissenschaft als auch die Praxis interessante Fragestellung ist es,
ob sich durch eine detailliertere Modellierung der Schiffscharakteristika bessere Routen-
empfehlungen für Schiffe ermitteln lassen. Zudem stellt sich die Frage, ob diese Ver-
besserungen hinsichtlich der Minimierung des Treibstoffverbrauchs durch Kurs- und
Geschwindigkeitsoptimierungen die damit verbundenen höheren Modellierungsaufwände
rechtfertigen. Diesen Fragen geht Frau Dr.-Ing. Walther in ihrer Dissertation nach.

Für die systematische und wissenschaftlich fundierte Beantwortung dieser Fragen ver-
folgt Frau Dr.-Ing. Walther drei Teilziele: Zum Ersten und als Grundlage ihrer Un-
tersuchungen erstellt sie eine der bisher umfassendsten Übersichten über verwende-
te Optimierungsansätze und entwickelt ein algorithmisches Lösungsverfahren für das
Wetter-Routing-Problem. Zum Zweiten entwirft und programmiert Frau Dr.-Ing. Walt-
her ein eigenes graphentheoretisch basiertes Wetter-Routing-System, das eine detaillier-
tere Modellierung von Schiffscharakteristika ermöglicht. Frau Dr.-Ing. Walther wählt
dafür zwei Ansätze: die einfachere Berechnung des Zusatzwiderstands sowie die erwei-
terte Berechnung der Zusatzleistung. Der zweite Ansatz zeichnet sich durch die zusätz-
liche Modellierung der Manövriereigenschaften sowie die zusätzliche Modellierung der
Hauptmaschinen- und Propellereigenschaften aus. Zum Dritten führt Frau Dr.-Ing. Walt-
her Berechnungen für unterschiedliche Routen, Ankunftszeiten und Wetterbedingungen
für ein 14.000-TEU-Containerschiff-Modell (Duisburg Test Case) durch. Die erzielten
Ergebnisse werden mit Daten echter Schiffsreisen mit einem dem Duisburg Test Case
sehr ähnlichen Containerschiff verglichen, analysiert und Erkenntnisse des Mehrwertes
der zusätzlichen Modellierungsaufwände bewertet.



Als zentrale Erkenntnisgewinne kann Frau Dr.-Ing. Walther zeigen, dass die Steigerung
des Modellierungsumfangs um die Manövriereigenschaften von Schiffen nur einen sehr
geringen Einfluss auf die Ergebnisse hat. Der Mehraufwand für die Modellierung der
Manövriereigenschaften und für die Berechnungen lohnt sich daher nicht. Die zusätz-
liche Modellierung von Maschinen- und Propellercharakteristika erweist sich dagegen
als sinnvoll. Es lassen sich damit bessere Routen- und Geschwindigkeitsprofile für eine
Schiffsreise und damit Treibstoffeinsparungen erzielen. Der Mehraufwand für diese zu-
sätzliche Modellierung ist daher gerechtfertigt.

Frau Dr.-Ing. Walther liefert mit ihrer Dissertation positive Beiträge zur wissenschaft-
lichen Diskussion auf dem Gebiet des Wetter-Routings in der Schifffahrt und der dieser
zugrundeliegenden Modellierung. Ich wünsche Ihnen viel Freude und interessante Ein-
blicke beim Lesen dieser herausragenden Dissertationsschrift, die gleichzeitig Band 5 der
Reihe „Innovationen für die Maritime Logistik“ ist.

Hamburg, Dezember 2020

Prof. Dr.-Ing. Carlos Jahn

Leiter des Instituts für Maritime Logistik der Technischen Universität Hamburg
Leiter des Fraunhofer-Centers für Maritime Logistik und Dienstleistungen CML
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Abstract

International maritime shipping faces stricter emission regulations and significant cost
pressure due to strong competition. In this regard, weather routing systems are becom-
ing increasingly popular to reduce fuel consumption and emissions. Numerous systems
have been developed for commercial purposes and as a result of academic research. The
comprehensive overview compiled as part of this thesis reveals a broad variety of applied
approaches. To ensure applicability for various types of ships and to reduce data require-
ments, weather-dependent ship motions and fuel consumption are frequently considered
in a simplified way. Since simplifications are often regarded as insufficiently accurate, the
objective of this thesis is to analyze the impact of ship performance methods on weather
routing. Therefore, a graph based ship weather routing system is developed in C++. It
aims at minimum fuel consumption by route and/or speed optimization. When opti-
mizing a voyage, either a rather simple ship performance method, referred to as added
resistance method, or a more advanced, so called added power method can be selected.
The latter includes a maneuvering model as well as propeller and engine characteristics.
The validity of the results is demonstrated by comparing computed figures with data
collected on board of container ships.

The influence of the two ship performance methods on weather routing is investigated
by means of sensitivity analyses. The optimization problem, i.e. the number of decision
variables, the arrival time, thus the ship’s average speed, and the weather conditions
are varied for two voyages. All calculation runs show that the added power method
generally yields a lower total fuel consumption for a voyage than the added resistance
method which is mainly caused by a higher propulsive efficiency. When varying the
arrival time, it can be seen that the lower the average speed is, the smaller the difference
becomes. Based on these assessments, it is suggested to consider the engine and propeller
characteristics in a ship weather routing system, for example, by integrating an open-
water diagram. In contrast, the integration of a maneuvering model is considered to
be less important based on the evaluations. The minor impact of transverse drift and
rudder forces on the resulting route, speed profile and consumption cannot compensate
for the additional data requirements, development tasks and computational effort. These
findings as well as the developed system with its various features contribute to advancing
the research in the field of ship weather routing.
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1 Introduction

1.1 Initial Situation and Objectives

International maritime shipping constantly faces significant cost pressure and tough
competition. At the same time, the increasing regulatory stringency poses additional
challenges. Important in this regard are the regulations aiming to reduce the environ-
mental pollution caused by ships which are included in the International Convention for
the Prevention of Pollution from Ships (MARPOL) (IMO 2017b). The commercial chal-
lenges and regulatory requirements are drivers of operational improvements as well as
innovative technologies and designs, both, of ships and in shipping (Buhaug et al. 2009;
Lloyd’s Register 2016a). Technical levers range from ship hull optimization through al-
ternative fuels and propulsion technologies, such as liquid natural gas, hybrid propulsion
systems or exhaust gas treatment, to innovative ship designs. Also operational measures,
such as slow steaming, trim and voyage optimization, are applied to improve a ship’s
fuel economy and comply with emission regulations. The development and realization of
such next generation technologies and strategies is crucial to meet tomorrow’s demands
regarding sustainable sea transport.

One of the top operational measures to optimize ship voyages is weather routing
(Rehmatulla 2014). By optimizing route and speed throughout a voyage, ship weather
routing systems typically aim at minimum fuel costs or voyage time, maximum safety
or comfort, or a combination of these objectives. To provide sound routing support, it is
essential to take meteorological and oceanographic information, ship characteristics and
voyage related restrictions into account. Various types of ships on numerous routes with
significantly varying weather conditions can, however, pose challenges in this regard.
This is one reason why simplified methods with a wide scope of application are popular
to consider ship motions and fuel consumption in dependence of the weather condi-
tions. At the same time, simplifications are often regarded as insufficiently accurate.
In addition, it is frequently claimed that adequate consideration of a ship’s propulsion
and steering ability is required to ensure safe and efficient operation and navigation of
ships. Particularly in adverse conditions, a ship’s maneuverability critically depends
on the main engine and propulsion system being modeled correctly under high load
(IMO 2016a). In this way, misleadingly optimistic predictions and engine overload can
be avoided. Specifically with regard to weather routing systems, Bertram and Couser
(2014) and Shigunov (2017) emphasize that the integration of a simple maneuvering
model and propulsion data influences the optimization results.
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In general, a barrier to the implementation of efficiency measures is the lack of reliable
information on cost and savings (Rehmatulla 2014). Also the actual improvements asso-
ciated with integrating a maneuvering model and propulsion data into a weather routing
system are often not quantifiable without prior implementation. Moreover, development
expenditures, computational effort and data requirements are expected to be high. For
this reason, more advanced complex methods are often not used, although their appli-
cation is recommended. To overcome the lack of studies and reliable information on the
benefits and drawbacks, the impact of different ship performance approaches on weather
routing needs to be investigated. This leads to the formulation of the central research
question of this thesis: To which extent can the integration of more extensive ship data
and more complex models for ship dynamics and propulsion be justified by an improved
quality of results? To answer this question, the thesis has the following three objectives:

• Determination of a suitable algorithmic solution procedure to solve the constructed
weather routing problem

• Design and implementation of a weather routing system to allow voyage optimiza-
tion considering two ship performance methods

• Analysis of optimization results to assess the impact of ship performance methods
on weather routing

1.2 Scientific Relevance and Contribution
The field of ship weather routing is characterized by its interdisciplinary nature. Com-
bining the disciplines of maritime logistics, naval architecture, mathematics, operations
research, computer sciences, meteorology and economics, weather routing requires ex-
tensive and in-depth knowledge of the relevant subjects from each discipline. Thus, the
origin of past and future research questions ranges from numerical models and fore-
casting in meteorology and oceanography through optimization approaches to solve the
constructed ship weather routing problem to the ship’s performance during a voyage in
dependence of the service conditions.

A fundamental part of this thesis is related to the evaluation of mathematical modeling
and optimization approaches applied in ship weather routing. Developing an adequate
model and determining a suitable optimization algorithm is essential to solve the opti-
mization problem at hand. Whether an approach, commercially or scientifically used, is
suitable and produces sufficient results depends on the specific requirements regarding
accuracy and computational effort as well as the problem including optimization objec-
tives, decision variables and constraints (Walther et al. 2016). The evaluation reveals a
broad variety of approaches and results in one of the most comprehensive overviews of
approaches applied in ship weather routing to date.

An aspect that is inevitably linked to any weather routing approach refers to the mod-
eling of the ship’s performance during a voyage. Similar to the variation in optimization
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approaches, the dynamics and propulsion of a ship are considered with varying level of
detail. Frequently, simplified methods are favored to ensure a wide scope of application
without the need for detailed ship data. In contrast, higher efforts associated with more
advanced and complex methods often impede their application. This situation combined
with a lack of detailed studies in this context suggests further investigations and points
to the scientific relevance of the addressed topic. It motivates the development of a ship
weather routing system to analyze the impact of ship performance methods on voyage
optimization and to answer the research question.

The development of a weather routing system within this thesis allows to formulate
the mathematical model and develop an algorithm in line with the specific requirements
related to the research question as well as the available ship and weather data. In addi-
tion to a rather simple ship performance method, referred to as added resistance method,
a so called added power method that includes a simple maneuvering model as well as
propeller and engine characteristics can be selected in the system. Hence, it allows to
assess the influence of the ship performance methods on weather routing. The robustness
of the results can be evaluated by varying the optimization problem, the ship’s average
speed, and the weather conditions for different voyages.

In summary, the scientific contribution is related to three aspects. First, one of the
most comprehensive overviews of optimization approaches applied in ship weather rout-
ing to date has been compiled. Second, a new ship weather routing system capable of
solving three different optimization problems, of handling forecast and hindcast weather
data, and of considering two different ship performance methods has been developed.
Third, new findings concerning the impact of ship performance methods on weather
routing contribute to the scientific discussion in this field.

1.3 Methodology and Structure

The aim of the thesis to develop a weather routing system and to analyze the impact of
ship performance methods on voyage optimization is approached in line with Fig. 1.1.
While Chpt. 1 deals with the introduction, Chpt. 2 provides an overview of weather
related aspects in maritime shipping as a basis for the development and evaluations. It
elaborates on the principles of voyage planning and weather routing as well as on relevant
aspects of maritime safety, emission regulations and energy efficiency. Moreover, it gives
a summary of implemented energy efficiency measures and of commercial weather rout-
ing services. The meteorological and oceanographic data itself including data formats,
numerical models, forecasting ranges and types is subject to Chpt. 3. Special attention
is paid to the global atmospheric circulation and winds, to the global oceanic circulation
and currents as well as to surface waves and natural seaway.

In order to develop a ship weather routing system to optimize a voyage based on me-
teorological and oceanographic information, great importance is attached to the math-
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Figure 1.1: Approach and Structure

ematical model and algorithmic solution procedure as well as to the ship’s performance
during the voyage. While Chpt. 4 provides an overview of mathematical modeling and
optimization approaches applied in ship weather routing so far, Chpt. 5 addresses rele-
vant aspects of ship performance. This includes the impact of currents, wind and waves
on the ship’s motion as well as the principles of ship propulsion. In this context, both
ship performance methods are explained. Moreover, approaches applied in ship weather
routing so far are mentioned in the respective sections.

The design and implementation of the ship weather routing system is treated in
Chpt. 6. This includes the descriptive and mathematical model as well as the algo-
rithmic solution procedure, the ship performance model and the weather data handling.
The algorithmic solution procedure is translated into an executable program using the
object-oriented programming language C++. In order to ensure simplified application,
it is executable via an user-friendly graphical interface. This is described in addition to
the input and output data as well as the architecture of the system and its functions.

Chpt. 7 is dedicated to the testing and application of the weather routing system. The
system is verified and validated by comparing computed results to figures derived man-
ually and to actual data collected on board of container ships. Furthermore, sensitivity
analyses are conducted to evaluate the influence of the two ship performance methods
on weather routing and to demonstrate the robustness of the results. Therefore, the
optimization problem, the arrival time, i.e. the ship’s average speed, and the weather
conditions are varied for two voyages. Final conclusions are drawn in Chpt. 8. Here, the
findings and achievements of the research are summarized and an outlook dealing with
potentials for further research is presented.
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2 Influence of Weather in Maritime
Shipping

The maritime shipping industry continuously aims to maximize efficiency and cost com-
petitiveness particularly as a consequence of cost pressure and tough competition. Per-
formance and cost efficiency improvements, though, must not impair the safety of ship,
cargo and crew. To ensure safety of life at sea, safe and efficient navigation and envi-
ronmental protection, voyage planning is considered to be essential. The principles of
voyage planning and the classification of voyage optimization and weather routing are
subject to Sec. 2.1. The topic of maritime safety particularly with regards to weather
risks is addressed in Sec. 2.2. At the same time increasingly stricter maritime regulations
concerning emissions and ship efficiency are introduced by the International Maritime
Organization (IMO) and pose additional challenges described in Sec. 2.3. Sec. 2.4 pro-
vides an overview of energy efficiency measures and deals with potential gains in effi-
ciency through weather routing. Weather routing is generally supported by commercial
systems, summarized in Sec. 2.5, to effectively exploit the efficiency potentials.

2.1 Principles of Voyage Planning and Weather Routing
Voyage planning is considered critical for safe navigation and the avoidance of dangerous
situations, which are addressed in Chapter V Regulation 34 of the International Conven-
tion for the Safety of Life at Sea (SOLAS) (IMO 2009c). To ensure safe but also efficient
navigation of ships, every ship’s voyage has to be planned based on appropriate nautical
charts and publications as well as guidelines published by the IMO. Prior to proceeding
to sea the ship’s master has to approve the voyage plan. The master shall not be pre-
vented from taking any decision based on professional judgment, which is beneficial for
safety of life at sea and the marine environment (IMO 2009c). The importance of a well
planned ship’s voyage for safety of life at sea, safe and efficient navigation and environ-
mental protection is also recognized by the IMO in resolution A.893(21) Guidelines for
Voyage Planning (IMO 1999). As to the resolution, the need for developing a voyage
plan and continuously comparing the plan with the actual progress of the ship applies
to all ships. It further gives the following objective (IMO 1999, p. 2):

Voyage and passage planning includes appraisal, i.e. gathering all informa-
tion relevant to the contemplated voyage or passage; detailed planning of the
whole voyage or passage from berth to berth, including those areas necessi-
tating the presence of a pilot; execution of the plan; and the monitoring of
the progress of the vessel in the implementation of the plan.
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According to SOLAS, the voyage plan is intended to identify a route considering relevant
ships’ routing systems, ensuring safe passage by sufficient sea-room, taking into account
adverse weather conditions, known navigational hazards and applicable environmental
protection measures as well as avoiding actions potentially endangering the environment.
Ships’ routing is subject to SOLAS Chapter V Regulation 10 (IMO 2009c) as well as
to resolution A.572(14) General Provisions on Ships’ Routeing (IMO 1985) and the
publication Ships’ Routeing (IMO 2015c). In the resolution the following objective is
given (IMO 1985, p. 85):

The purpose of ships’ routeing is to improve the safety of navigation in con-
verging areas and in areas where the density of traffic is great or where free-
dom of movement of shipping is inhibited by restricted sea-room, the existence
of obstructions to navigation, limited depths or unfavourable meteorological
conditions.

Ships’ routing systems contribute to achieving this specific objective in addition to
safety, efficiency and environmental protection in general. These systems include, for
instance, traffic separation schemes and traffic lanes but also precautionary areas and
areas that shall be avoided due to exceptional dangers or for environmental reasons
(IMO 2016c). Besides ships’ routing systems, adverse weather conditions are crucial,
as meteorological and oceanographic factors can directly or indirectly cause damages to
or even total losses of ships. In this regard, resolution A.528(13) Recommendation on
Weather Routeing acknowledges that weather routing is beneficial to ship operations and
safety of the ship itself, its crew and cargo. Hence, the IMO (1983, p. 144) recognizes
the following:

Weather routeing advice is available to shipping in the form of recommended
’optimum routes’ for individual crossings of the oceans.

Among others, meteorological services listed by the World Meteorological Organiza-
tion (WMO) provide this advice to the master, who makes the final decision on the
ship’s navigation (IMO 1983, 2016c). For safe navigation and efficient operation of a
ship, weather routing is an important measure. It is often considered as one key aspect
of voyage optimization. According to the Second IMO GHG Study (Buhaug et al. 2009,
p. 47), voyage optimization is defined as follows:

Voyage optimization is the optimization of ship operation that the master
can achieve within the constraints that are imposed by logistics, scheduling,
contractual arrangements and other constraints.

Voyage optimization in this regard comprises, in addition to weather routing, ballast
and trim optimization as well as just-in-time arrival, taking into account tides, queues,
arrival windows and contractual arrangements such as penalties for late arrival. Weather
routing is described by Buhaug et al. (2009, p. 48) in the following way:

Selection of optimal routes with respect to weather and currents in order to
minimize energy consumption.
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2.1 PRINCIPLES OF VOYAGE PLANNING AND WEATHER ROUTING

The description implies that the ship weather routing problem is an optimization problem
with an objective function, decision variables and constraints. Typically, ship weather
routing aims at minimum energy consumption or fuel costs, while considering meteoro-
logical and oceanographic forecasts and various constraints. Other objectives, though,
can be maximum safety or comfort, minimum voyage time or distance, or combinations
of these objectives. A more detailed description of weather routing considering different
objectives is given by Bowditch (2002, p. 545):

Ship weather routing develops an optimum track for ocean voyages based on
forecasts of weather, sea conditions, and a ship’s individual characteristics for
a particular transit. Within specified limits of weather and sea conditions, the
term optimum is used to mean maximum safety and crew comfort, minimum
fuel consumption, minimum time underway, or any desired combination of
these factors.

Providing an optimal track for a ship’s voyage as result indicates that the ship’s head-
ing is the only decision variable allowing route but no speed optimization. Thus, weather
routing as seen by Bowditch (2002) corresponds to the traditional heading-only weather
routing described by Chen (2013). Accordingly, traditional weather routing is said to
neglect ship responses, engine overload and speed management and to rely on only one
source for weather forecasts. Due to these limitations, advanced voyage optimization is
to be favored. However, many traditional weather routing systems have been continu-
ously improved to address the named limitations. This not only applies to commercial
systems but also academic ones, which are often referred to as weather routing systems
but may be much more advanced than the traditional heading-only weather routing.
Consequently, differentiation is not made regarding the classification as weather routing
or voyage optimization system in the following, particularly in Sec. 2.5 and Chpt. 4.
Instead it is focused on differences with regards to the main aspects of weather data,
modeling and optimization approaches and ship performance including the type and
number of objectives, decision variables and constraints.

The main aspects of weather routing are illustrated in Fig. 2.1. Environmental factors
affecting a ship’s voyage and its operation are generally winds, seas, currents, fog and
ice (Bowditch 2002, pp. 547f.). Weather data influencing the ship’s energy consumption
and fuel costs, though, mainly comprise meteorological and oceanographic information
related to winds, waves and currents (see Chpt. 3). In addition, the energy consumption
significantly depends on the ship itself, its calm water resistance, added resistance due to
wind and waves as well as the propulsion unit (see Chpt. 5). Ship characteristics, such
as a maximum speed, but also ship and voyage specific comfort or safety requirements,
e.g. wave height limits, may be considered as constraints. Concerning navigational infor-
mation, constraints can be given by geographic conditions including areas with restricted
water depth, traffic separation schemes, emission control areas or ice. Moreover, restric-
tions can arise from the voyage schedule, for instance by an estimated time of departure
ETD and arrival ETA.
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Figure 2.1: Aspects of Ship Weather Routing

Considering all these impacts, the optimal voyage with an optimal combination of the
decision variables, such as speed and heading of the ship, is generally determined by
mathematically modeling the defined problem and applying an optimization algorithm
(see Chpt. 4). Nowadays, finding the optimal route is supported by commercial weather
routing services (see Sec. 2.5).

2.2 Maritime Safety and Weather Risks

Maritime safety is a key aspect to global economy as approximately 90% of global trade
is transported by international shipping (Dobie 2017, p. 2). Safety is critical to ship
operation and the avoidance of situations that endanger not only crew and passengers
but also the ship itself and its cargo. Encouragingly, shipping losses are on a long-term
downward trend, decreasing by 50% over the past decade and by 16% from 101 in 2015
to 85 in 2016 (Dobie 2017, p. 4). However, significant pressure on operational costs
may potentially lead to fewer investments in maintenance and safety (Dobie 2016, p. 20,
2017, pp. 7, 17). This is endorsed by the results of the research project Energy Efficient
Safe Ship Operation (SHOPERA) provided by the IMO (2016a). The project addresses
the concern that the requirements due to the Energy Efficiency Design Index (EEDI)
(see Sec. 2.3) may be met by reduced installed power instead of innovative propulsion
concepts. This can result in insufficient steering and propulsion abilities to ensure ma-
neuverability in adverse weather conditions (IMO 2016a, p. 1).

The analysis of accident statistics in SHOPERA (IMO 2016a, p. 3) reveals that suf-
ficient maneuverability-related safety of the existing fleet is provided, but that general
cargo ships followed by Ro-Ro ferries, bulk carriers and tankers are most vulnerable
regarding navigational accidents in adverse weather conditions. Wave heights and wind
speeds recorded during accidents, though, are rather moderate, which agrees with inter-
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view results showing that 50% of the ship masters move away from the coast when signif-
icant wave heights reach 5m and wind speeds Beaufort 8 (IMO 2016a, p. 3). Grounding
accidents related to heavy weather are most frequently caused by waiting at anchor in
adverse conditions and starting the ship’s engine too late. Although applying full engine
power the ships were not able to turn into seaways or leave the coastal areas. Also in
the open sea, sufficient propulsive power and steering ability are required to escape the
storm and sail into safe conditions (IMO 2016a, Annex p. 9).
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Figure 2.2: Top Five Causes of Total Shipping Losses from 2007 to 2016, adapted from
The Safety and Shipping Review 2017 by Dobie (2017, p. 10)

Foundering, hence sinking or submerging, is the most common cause of shipping losses,
as shown in Fig. 2.2. Foundering is often driven by harsh weather including hurricanes
(Dobie 2016, p. 7). It accounts for approximately 50% (46) in 2016 and also for half
(598) of all losses over the past decade (Dobie 2017, pp. 10f.). A negative impact on this
number and further safety threats are expected due to more extreme weather conditions
being anticipated by meteorological predictions. Also the DNV GL (2014, p. 37) states
that not only more severe weather conditions but also increased wave heights and a
shift in wave patterns are expected. This demands improved ship designs with sufficient
propulsion and steering ability as well as improved operational safety standards.

In order to avoid dangerous situations in adverse weather and sea conditions the IMO
has published a guidance to the master in MSC.1/Circ. 1228 applicable for all types of
merchant ships (IMO 2007). Adverse weather and sea conditions refer to some combi-
nations of wave height and wave length under specific operational conditions that may
lead to heavy rolling or even capsizing of the ship (see Sec. 5.5.2). The probability
that a ship encounters these dangerous phenomena in a certain sea state and its vul-
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nerability, however, not only depend on ship size and speed, but also on hull geometry
and actual stability parameters. This implies that the guidance may be too generous
for ships with insufficient stability but too restrictive for certain other ships (IMO 2007).

Existing regulations were reviewed in SHOPERA, such as the IMO Standards for Ship
Manoeuvrability (IMO 2002) and the 2013 Interim Guidelines for Determining Mini-
mum Propulsion Power (IMO 2013). Furthermore, accident statistics were analyzed
and details investigated to identify scenarios as a basis for criteria and corresponding
standards to assess propulsion and steering systems sufficient for maneuverability in
adverse weather conditions. In correspondence with the scenarios, the three criteria of
weather-vaning ability to change and maintain heading in head to bow-quartering waves,
steering ability to perform any maneuver in any wave direction, and propulsion ability to
maintain a certain speed (6 knots proposed) in any wave direction are suggested (IMO
2016a, p. 3). A ship’s maneuverability in adverse weather conditions critically depends
on the main engine and propulsion system being modeled correctly under high load in
adverse conditions to avoid misleadingly optimistic predictions. The evaluation of the
three criteria shows that marginal wave heights may differ significantly with respect to
ship type and size (IMO 2016a, p. 6). This should be considered when defining and
applying standard wave heights for maneuverability assessments in adverse conditions.

Due to the expectation of ever more extreme weather conditions, current and future
emission and efficiency regulations and their implications for safe ship operation, not
only improved ship design, but also advanced voyage optimization and weather routing
are becoming increasingly important (Dobie 2016, p. 7). Weather routing needs to
allow optimization of speed and heading to avoid hazardous situations or increased fuel
consumption in severe weather conditions (Chen 2013; Jeffery 2015). Sound routing
support can only be provided when accounting for involuntary weather induced speed
reduction and voluntary speed reduction. The latter aims to avoid navigational hazards
and excessive ship motions, slamming, propeller racing or engine overloading, which may
result from efficiency regulations met by reduced installed power. Thus, considering
speed and route optimization as well as adequate modeling of a ship’s propulsion and
steering ability are critical to ensure safe and efficient operation and navigation of ships.

2.3 Maritime Emission and Efficiency Regulations

The environmental pollution caused by ships’ operation or accidents is covered by
MARPOL (IMO 2017b). MARPOL Annex VI, the Prevention of Air Pollution from
Ships, regulates airborne emissions mainly related to sulfur oxides (SOx), nitrous oxides
(NOx) and Particulate Matters (PM) (IMO 2008). It aims at a progressive reduction of
these emissions globally and introduces so called Emission Control Areas (ECAs) with
even lower emission limits (IMO 2008, p. 4). Established ECAs are the Baltic Sea area,
the North Sea, the North American area and the United States Caribbean Sea area (IMO
2018b). In these designated sea areas limits for SOx and PM of 0.10% are applicable
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since 01 January 2015 (IMO 2008, p. 21), as visualized in Fig. 2.3 (expressed in terms of
%m/m – that is by mass). Globally, a sulfur limit of 3.50% is reduced to 0.50% from
01 January 2020. In the North American and United States Caribbean Sea ECAs, ships
constructed on or after 01 January 2016 shall additionally comply with NOx Tier III
standards for diesel engines. In the North and Baltic Sea ECAs, this applies to ships
constructed on or after 01 January 2021 (IMO 2017a). The different levels of control,
Tier I to III, with NOx limits depending on the engine’s rated speed apply according to
the ship construction date (IMO 2018a).
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Figure 2.3: Global and Regional Fuel Oil Sulfur Limits, adapted from IMO (2018b)

In order to further control and reduce global greenhouse gas emissions from international
shipping, the IMO introduced technical and operational energy efficiency measures with
the adoption of amendments to MARPOL Annex VI (IMO 2016b). For new ships above
400 gross tonnage (GT), the Energy Efficiency Design Index (EEDI) is applicable since
01 January 2013. It aims to promote engines and equipment that are more energy effi-
cient and less polluting. Depending on ship type and size, the EEDI requires a minimum
energy efficiency level per capacity mile (e.g. tonne mile) (IMO 2016b). However, the
introduction of the EEDI is highly controversial. Particularly concerning RoRo ships,
investigations have revealed critical mathematical and physical inconsistencies. These
result in a severe speed limit and the requirement of physically impossible negative wave
resistances to fulfil the EEDI at the desired design speed (IMO 2009a, p. 15). The speed
limit correlates to a lower design speed and hence limited power (Deltamarin Ltd 2009).
As a consequence, the EEDI leads to propulsion systems often being optimized for calm
weather trial conditions. This leads to engine overloading in bad weather with strong
winds and high waves (Chen 2013; Jeffery 2015). Although alternative calculation meth-
ods for the EEDI have already been proposed (IMO 2009a, pp. 19ff.) and calculation
methods in greater detail have been published (IMO 2014), it is essential that limits and
effects like these are considered.
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2 INFLUENCE OF WEATHER IN MARITIME SHIPPING

Operational measures mainly refer to the Ship Energy Efficiency Management Plan
(SEEMP) and Energy Efficiency Operational Indicator (EEOI). The first is mandatory
since 01 January 2013 (IMO 2016b). The latter provides voluntary guidance and can
assist energy efficiency measurements over a time period during the ship’s operation as a
monitoring tool (IMO 2009b, p. 7). The SEEMP aims to establish a mechanism to sup-
port a shipping company or a ship with planning and improving the energy efficiency of
a ship’s operation (IMO 2012, p. 3). Furthermore, it provides guidance on best practices
for fuel-efficient ship operation (IMO 2012, p. 7). Practices range from improved voyage
planning, weather routing and speed optimization, through optimum trim, ballast and
use of rudder to hull and propulsion system maintenance as well as waste heat recovery,
improved fleet management and cargo handling.

Moreover, the SEEMP provides guidance on the methodology for collecting data on
fuel oil consumption (IMO 2012). In 2016, the IMO agreed on a global data collection
system for fuel oil consumption of ships as a measure to reduce carbon dioxide emissions
(European Commission 2017). In the European Union (EU), since 2018 ships above
5 000 GT are required to monitor their carbon dioxide emissions under Regulation (EU)
2015/757 (European Union 2015). This corresponds to 55% of the ships calling into EU
ports causing 90% of related emissions (Lloyd’s Register 2016b, p. 7). From 2019, the
data has to be reported to the ship’s flag State for verification. At a later stage the pric-
ing of those emissions has the aim to motivate further reductions (European Union 2015).

Considering the mandatory technical and operational emission reduction measures,
the IMO projects that the energy efficiency improvement of all new build ships will be
roughly 30% in 2025 (IMO 2015a) and in average 50% in 2050 relative to 2012 levels
(Smith et al. 2015, p. 283). High gains in energy efficiency can consequently be expected
from a new ship with a propulsion system based on marine fuel complying with the
emission regulations at all times. Despite these positive prospects some energy efficiency
measures may unexpectedly compromise a ship’s safety (Dobie 2016, p. 16). Emission
reduction measures, particularly the use of ultra-low sulfur fuel, have caused engine and
power problems. Power losses and electrical blackouts have been reported, which are
particularly critical during maneuvers in narrow coastal waters where low-sulfur fuels
are used due to emission control areas. As more stringent emission regulations enter
into force, the number of these incidents is likely to increase further. Nevertheless, the
challenge that maritime safety and emission control seem to present slightly opposing
objectives needs to be addressed by standard specifications for low sulfur fuels, by ap-
propriate advice related to operation and maintenance and by the implementation of
adequate energy efficiency measures, not by less stringent environmental provisions.

2.4 Weather Routing as Energy Efficiency Measure

Maritime emission reduction targets and the need for decarbonization require the imple-
mentation of adequate energy efficiency measures. Potential pathways and scenarios to
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decarbonize maritime shipping and the influence on the global fleet’s technological and
operational characteristics are presented by Lloyd’s Register (2016a). Different scenar-
ios will result in a different use of alternative fuels and mix of technical and operational
measures due to the impact of numerous uncertainties. These are among others related
to future regulations and transport demand, future ship design and operations, potential
reductions and costs of measures, as well as the great number of possible combinations
of various technologies and operational measures (Lloyd’s Register 2016a, p. 15).

An overview of key areas for energy efficiency, shown in Fig. 2.4, can be found in the
Second IMO GHG Study 2009 (Buhaug et al. 2009, p. 54). Slightly different catego-
rizations are among others given by ABS (2013), Bännstrand et al. (2016), and Calleya
(2014). In line with Buhaug et al. (2009, pp. 44f.), the category of technical measures tar-
gets ship design. It refers to concept, design speed and capability, e.g. geared or ice-class
ships, to an optimized steel structure, an improved power and propulsion system as well
as to exhaust gas treatment. In addition, it includes low-carbon fuels, such as liquefied
natural gas, and renewable energy, such as onboard utilization of wind or solar energy
and on-shore generated energy converted into hydrogen or any other energy carrier.
While technical measures and design changes are primarily suitable for new ships, oper-
ational measures can generally be introduced on all ships. The first subcategory refers
to fleet management, logistics and incentives for efficient operation, e.g. by contractual
arrangements. The second one addresses energy management including monitoring and
optimizing the onboard energy consumption. Lastly, voyage optimization as defined in
Sec. 2.1 aims at optimal ship operation within given constraints.

In order to investigate an appropriate mix of technical and operational measures, a
model to generate many ship design options with different arrangements of energy effi-
ciency measures was developed by Smith et al. (2016, p. 11) and applied by Calleya et al.

Energy Efficiency Measures

Technical Measures Operational Measures

Renewable Energy

Energy Management

Voyage Optimization
Fleet Management, 

Logistics and Incentives
Power and Propulsion

Systems

Hull and Superstructure

Exhaust Gas CO2

Reduction

Concept, Speed 
and Capability

Low-carbon Fuels

Figure 2.4: Overview of Energy Efficiency Measures, adapted from Buhaug et al. (2009,
p. 54)
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(2016). Those measures with the highest potential gain in energy efficiency should be in-
troduced. But the sheer number of technical and operational energy efficiency measures
is challenging. Which efficiency measures are considered most beneficial depends among
others on the owner, the operator, the charter contract or the ship itself. The level of
implementation of energy efficient operational measures and its barriers were analyzed
empirically by Rehmatulla (2014) and Rehmatulla and Smith (2015). A survey was
conducted among global shipping companies from the wetbulk, drybulk, container and
mixed sector, of which 149 responded (Rehmatulla 2012). The results in Fig. 2.5 show
that the top three measures selected by the respondents are fuel consumption monitor-
ing, weather routing and general speed reduction. They have an implementation rate
of only 50% to 75%, which is unexpectedly low considering their high cost-effectiveness
and energy saving potential (Rehmatulla and Smith 2015, p. 55). Further measures in
the order of implementation rate refer to voyage execution, crew awareness, trim draught
optimization, autopilot adjustment, port efficiency and optimization of ballast voyages.

Although weather routing is one of the top three measures, perceived barriers to its
implementation are a lack of reliable information on cost and savings, a lack of direct
control over operations as well as difficult implementation under some types of char-
ter. Generally, the implementation rate of companies having the majority of their fleet
on time charter is higher than that of companies with most ships on voyage charter,
which can be attributed to a time charterer’s greater incentive to save fuel (Rehmat-
ulla 2014). Also Maddox Consulting (2012, p. 77) name difficulties with some charter
types in addition to minor technical barriers, which are addressed by constant improve-
ments of weather routing systems (see Sec. 2.5), and administrative barriers, such as
proper training of the crew. As knowledge, motivation and skilled application of these
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systems are essential for efficient operation, measures such as incentive schemes aim to
increase efficiency (Buhaug et al. 2009, p. 48). While many barriers can be addressed by
certain actions, the main one remains the lack of reliable information on cost and savings.

The large scatter and lack of reliably quoted saving potentials of fuel efficiency mea-
sures are widely observed (ABS 2013; Bertram 2012; Buhaug et al. 2009; Höppner 2009).
It is indicated in Fig. 2.6. As to Buhaug et al. (2009, pp. 48, 54), just-in-time arrival by
weather routing may result in energy savings of 1% to 5%, while voyage optimization
may yield savings of 1% to 10% of CO2 per tonne-mile. Correspondingly, the IMO
(2015b, p. 15) states that weather routing may reduce carbon dioxide and black carbon
emissions by 2% in case of a low abatement potential and by 10% in case of a high
abatement potential. In comparison, Maddox Consulting (2012, p. 29) consider a fuel
saving potential by weather routing of 1% to be likely, while 4% are rather optimistic.

Figures given by weather routing service providers may be more optimistic, as manu-
facturers frequently quote best cases (Höppner 2009). In this regard, Napa vice president
Esa Henttinen states that the service provided by ClassNK-NAPA GREEN can achieve
a fuel cost reduction of more than 10% with 2% to 4% savings from trim optimization
and 6% to 8% from speed and route optimization (Wingrove 2016a). Nevertheless, the
impact of weather routing can be substantial in certain situations. In January 2014, a
route from eastern England to the Gulf of Mexico was planned via the English Channel,
where a storm with wave heights of up to 20meters had its center. The recommended
route north of Scotland resulted in a longer distance but a 15% lower fuel consumption
by avoiding these high waves (McMillan et al. 2014). Similarly, 15.5% of the fuel costs
were saved on a voyage from the Caribbean to the Baltic in March 2015. StormGeo’s
weather routing recommended a route north of Scotland (Schlinkert 2015). In January
2012, three alternative Pacific routes for the same arrival time are compared as to dis-
tance, fuel consumption and ship motions by Jeffery (2015). While a 30% higher fuel
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Figure 2.6: Potential Savings of Carbon Dioxide Emissions and Fuel Costs through
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consumption is expected on a longer southern route compared to the optimum achieved
by Jeppesen’s Vessel and Voyage Optimization Solution (now C-MAP IMS, see Sec. 2.5),
6% can be saved when following the optimum instead of the actual route. Jeppesen
(2011) further states that up to 4% fuel savings over a sample period, a 87% decrease
in cargo damage claims, a 73% decline in structural damage claims and 29% in overall
claims as well as a reduction of 80% in the actual number of hours delayed due to heavy
weather are proven results from a long-time client. In general, a reduced fuel consump-
tion by up to 4% over performance baseline, reduced ship motions by up to 25% and
improved schedule integrity, reliability and operations planning by 7% may be expected.

Notable variations of quoted efficiency gains are mainly attributed to savings being
strongly dependent on climate, route, voyage length and vessel performance (ABS 2013,
pp. 56ff.). In principle, weather routing has the greatest benefit to the efficient opera-
tion of ships on longer, navigationally unrestricted voyages in harsh climates (Bowditch
2002, p. 556; ABS 2013, p. 58). The route should be longer than 1 500 nautical miles
and the weather should be a key factor to the vessel’s performance causing a substan-
tial slowdown in a seaway. As to the WMO (2001, p. 2-8), particularly in the northern
hemisphere in the months of December, January and February and in the southern hemi-
sphere in June, July and August potential gains may be greatest. In addition to severe
weather conditions, the possibility of just-in-time arrival allowed by charter agreements
may result in significant savings. On these voyages a great number of route options
is available to avoid harsh weather conditions and hull damages, minimize speed and
improve efficiency. Short-term benefits are mainly related to reduced costs, enhanced
safety and avoided or at least minimized delays. In the long term, weather routing may
be beneficial due to reduced ship damage and less repairs, fewer injured crew members
and improved overall health as well as an extended ship’s lifetime and lower insurance
rates (Bowditch 2002, p. 556). Furthermore, optimizing ship voyages already during a
ship’s design process allows to determine ship design criteria and may further contribute
to performance and safety improvements (Chen 2013, p. 27).

In conclusion, weather routing may particularly contribute to improved energy effi-
ciency, reduced emissions and cost savings for certain routes. Due to significantly vary-
ing numbers and the dependence on present ship operation, it is difficult to identify a
generally valid potential for improving efficiency by weather routing. Since provided in-
formation on fuel savings allows only rough estimates, detailed analyses and case by case
evaluations based on computational methods are required for quantitative assessments.

2.5 Commercial Weather Routing Services

Meteorological ship routing as part of voyage planning has been supported by aid of
computers for at least fifty years (ABS 2013, p. 56). Weather routing nowadays should
not only aim to recommend a fast and safe route but also an optimal speed profile to
minimize fuel consumption, while ensuring just-in time arrival and safety of the ship,
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its crew, passengers and cargo. Often, weather routing is understood as a service rather
than a product assisting ship operators. Different service providers have different mete-
orological experience and mathematical atmospheric and oceanic models, use different
generic or exact ship performance, motion and structural computer models and offer
different shipboard and/or shoreside applications (ABS 2013, p. 57). Moreover, differ-
ent optimization approaches for finding the optimal route, different objectives as well
as different constraints may be used. Due to the named differences combined with the
considerable number of services offered, ABS (2013, p. 58) concludes that a ship operator
is advised to keep these aspects in mind in order to select a suitable service provider
meeting the operator’s specific requirements.

An overview of four commercial weather routing systems and service providers for
merchant shipping is given by Walther et al. (2014) and a brief updated summary by
Walther (2015). This overview comprises the Bon Voyage System (BVS) by Applied
Weather Technology Inc. (AWT) a StormGeo Company, Seaware EnRoute (not offered
anymore) by StormGeo AS, the Ship Performance Optimisation System (SPOS) by Me-
teoGroup BV and the Vessel and Voyage Optimization Solution (VVOS) by Jeppesen.
The same four systems as well as SeaPlanner by FORCE Technology are identified as
market forerunners in terms of weather routing and are studied by interviews and ques-
tionnaires by Larsson and Simonsen (2014). In Fleet Management Systems 2015 and
2018, John and Werner (2015) and John (2018) provide an international market review
of software applications for shipping companies. It is updated regularly due to continu-
ous enhancements of the products and changes in the industry.

Mainly based on John (2018) but complemented by information from Walther et al.
(2014), Larsson and Simonsen (2014) as well as the providers, a non-exhaustive overview
of weather routing service providers for merchant shipping, their systems and features
is given in Fig. 2.7. It is focused on the features related to weather data, ship resistance
and propulsion, ship motions, route planning and optimization. The overview includes
SPOS Onboard by MeteoGroup BV, V-PER by SkySails GmbH, BVS by StormGeo AS
and Optimum Ship Routeing (OSR) by Weathernews Inc. (WNI), which are named
by John (2018). As SPOS Onboard is MeteoGroup’s main system addressing weather
routing, further systems from the review are not discussed here. Marorka Voyages by
Marorka is excluded due to a lack of route optimization. It aims to minimize voyage
costs by identifying the most efficient speed profiles for given routes and ETAs (Marorka
2017). Instead, the overview additionally includes Integrated Maritime Suite (IMS) by
C-MAP (formerly VVOS), SeaPlanner by FORCE Technology and CLASSNK-NAPA
Green by NAPA Group.

The overview in Fig. 2.7, the following brief descriptions and the continuous improve-
ments of weather routing systems indicate that importance is attached to weather data
quality and ensemble forecasts, ship performance and motion models, advanced opti-
mization algorithms and computational power as well as system integration.
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C-MAP - IMS The Vessel and Voyage Optimization Solution (VVOS), originally of-
fered by Ocean Systems Inc., is based on a dynamic program for minimum cost ship
routing under uncertainty by Chen (1978). The company was acquired by Jeppesen, a
Boeing company, in 2008, of which the marine division was acquired by Digital Marine
Solutions in 2016 (Golden 2016). As a separate entity but under the C-MAP brand
the Jeppesen Marine and C-MAP portfolio continue to operate. Part of the C-MAP
Integrated Maritime Suite (IMS) is VVOS (C-MAP 2016). Using official electronic navi-
gational charts and 15-day high-resolution forecasts for wind, waves and ocean currents,
route and speed are varied to achieve the navigationally safest and most efficient route.
User-defined safety constraints and restrictions due to a charter party speed, a scheduled
time of arrival, slow steaming or excessive ship motions and hull stresses are taken into
account. Considered motion risks are related to roll and pitch angle, parametric roll,
bow slam, deck submergence and propeller emergence as well as lateral and vertical ac-
celerations (C-MAP 2017). Ship responses may be predicted using forecast wave spectra
(see Sec. 3.3) and Response Amplitude Operators (RAOs) (see Sec. 5.5) (Chen 2011,
p. 3). Thus, ship-specific motion, engine and propeller models allow to compute engine
power and propeller revolutions in varying weather conditions (C-MAP 2016).

Weather forecasts from several sources, high-resolution data, ensemble forecasts and
tropical cyclone forecasts are seen as key aspects for ship motion predictions and ad-
vanced voyage optimization (Chen 2011, 2013). Forecasts automatically updated by
email allow daily continued refinements of the voyage plan and accurate arrival time
predictions (C-MAP 2016; Wingrove 2016b). Considering a range of arrival times and
operational safety constraints given by the ship’s master, the optimization problem with
the two variables speed and heading and the objective of minimum fuel consumption
can be solved within a few minutes using 3D dynamic programming (see Sec. 4.4.2)
on a user-defined grid (Chen 2013, p. 26). Total costs include bunker costs inside and
outside ECAs as well as optionally daily hire rates. Optimal routes can be compared
to traditional routes, such as those with constant speed, and may be exported to thirty
different ECDIS formats (C-MAP 2017). An analysis view allows the ship’s crew to
graphically monitor weather effects, ship motions and real-time seakeeping, engine pa-
rameters and propulsion performance along the ship’s route (C-MAP 2016). A polar
diagram visualizes operating speeds and headings exceeding safety limits, while another
diagram displays the effect of ship heading alterations on wave-induced shear forces and
bending moments at critical frames (Chen 2011, p. 4). In addition, C-MAP provides
24/7 routing support by onshore experts (C-MAP 2017).

FORCE Technology - SeaPlanner SeaPlanner has been developed by FORCE Tech-
nology in cooperation with the Danish Meteorological Institute (DMI). Originally, it was
designed for DFDS ferries operating in the Baltic and North Sea with rapidly changing
weather conditions, in particular sea currents, and shallow water effects (IHS Fairplay
2010). SeaPlanner enables operators to plan a voyage by optimizing a ship’s route and
speed on board the ship while avoiding unfavorable weather conditions and ship motions
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(FORCE Technology 2016). Routes can be calculated as combinations of rhumb lines
and great circles or as optimized great circle route or rhumb line when considering high-
resolution forecasts for wind, wave and currents. Global weather forecasts comprising
pressure, wind, wave, surface current and freak wave index data are provided by DMI
twice a day with a forecast period of ten days (Larsson and Simonsen 2014). Options
concerning optimization objectives and constraints include minimum fuel consumption,
minimum voyage time, given ETA at constant engine power, at constant revolutions per
minute (RPM) or at optimized speed as well as fixed calm water speed.

An advanced and flexible propulsion model allows e.g. to select the number of en-
gines in operation. The model considers the ship’s loading condition based on trim
and draught, its resistance in calm water and due to shallow water, waves and wind
as well as propeller characteristics, engine configuration, hull and propeller fouling and
poor maintenance. Data sources include semi-empirical models, model tests, sea trial
data, seakeeping calculations, Computational Fluid Dynamics (CFD) calculations, wind
tunnel tests and the propeller open-water diagram (FORCE Technology 2016). Ship re-
sponses may be predicted using RAOs (see Sec. 5.5). By applying Simulated Annealing
(Monte Carlo) (see Sec. 4.5) the voyage is optimized within a few seconds to minutes
(Larsson and Simonsen 2014). The system SeaPlanner as part of the onboard SeaSuite
solution can be complemented with SeaTrend for propeller and hull performance moni-
toring, SeaEngine for engine performance monitoring or SeaTrim for trim optimization.

MeteoGroup - SPOS Onboard Introduced at a congress in Beijing in 1994, more than
4 500 vessels use the Ship Performance Optimisation System (SPOS) Onboard to sup-
port voyage optimization, ETA planning or compliance with regulatory requirements,
such as SEEMP (MeteoGroup 2017b; Spaans and Stoter 2000). SPOS provides optimal
routes and route alternatives based on vessel and voyage data entered by the master
including speed and fuel curves, as well as weather forecasts updated four times daily
(John 2018; MeteoGroup 2014a, 2017c). These are produced by an in-house model
using input from three models. In addition, MeteoGroup offers the systems Route-
Guard, FleetGuard Monitoring and SPOS Seakeeping. RouteGuard is applied by 5 000
ships annually to improve safety of crew and cargo throughout the voyage (MeteoGroup
2017c). It provides an optimum route based on daily weather updates to reduce fuel
consumption, emissions and sailing time, to avoid adverse weather conditions, to in-
crease accuracy of ETA predictions, safety and efficiency, and to monitor and analyze
a ship’s performance (MeteoGroup 2017a). FleetGuard Monitoring offers real-time fleet
monitoring, including fleet tracking, weather maps and warnings (MeteoGroup 2015).
It can be seamlessly integrated in SPOS Onboard, as can SPOS Seakeeping. The latter
is developed in cooperation with AMARCON, a member of the ABB group. It can be
connected to AMARCON’s Octopus system to allow real-time motion control besides
motion based voyage optimization (Adegeest 2008; MeteoGroup 2014b). Accounting for
ship characteristics including type, dimensions and loading conditions, weather forecasts
and user-defined motion thresholds, SPOS Seakeeping aims at voyage performance opti-
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mization and route alternatives by forecasting and visualizing ship responses, resonances
and exceedance of limits along any route.

NAPA Group - ClassNK-NAPA GREEN NAPA Group, headquartered in Helsinki,
Finland, offers software solutions for ship design and operation. It was acquired by
the classification society ClassNK in 2014 (NAPA Group 2017b). Already launched in
2012, the joint ClassNK-NAPA GREEN solution addresses ship operations and their
planning by trim, speed and route optimization, their monitoring in real-time, noon and
voyage reporting as well as their follow-up ashore by fleet monitoring, voyage analysis
and analytical services (ClassNK Consulting Service 2016, 2017; NAPA Group 2017a).
Regarding speed and route optimization, NAPA Voyage Optimization provides an opti-
mal speed profile, engine configuration and route by using a dynamic performance model
and up-to-date weather and ocean forecasts (ClassNK Consulting Service 2017; NAPA
Group 2017a,c). According to a functional specification for NAPA Voyage Optimiza-
tion Version 2013.4 (NAPA Group 2014), the system allows to minimize fuel costs on
a voyage for a given ETA, to calculate the earliest ETA or to determine the optimal
voyage execution at constant RPM or at full engine load for multi-engine ships. Speed
and route are optimized based on a ship specific 3D model of the hull and appendages, a
propulsion machinery and engine model, the ship’s loading and hull condition (draught,
trim, fouling), engine configuration and condition, fuel properties, weather and ocean
forecasts as well as water depths to consider shallow water effects (NAPA Group 2014,
p. 6). Data on the loading condition is automatically available from the NAPA Loading
Computer (NAPA Group 2014, p. 4). Constraints are given by geographical and user-
defined limits for environmental conditions or ship motions, which may be maximum
wave height, wind speed, roll angle and accelerations at a specified point (NAPA Group
2014, p. 6). To predict ship motions, such as the probability of slamming, propeller
immersion or water on deck, a seakeeping module may be added (NAPA Group 2014,
p. 9). For improved performance predictions in normal operating conditions, where data
from the shipyard and sea trials are insufficient, a dynamic performance model combines
this data with measured operational data from onboard sensors and applies machine
learning techniques to reduce errors (NAPA Group 2014, p. 10).

The standard weather data includes wind, waves and surface pressure from the Euro-
pean Centre for Medium-Range Weather Forecasts (ECMWF). It has a forecast period
of 14 days, is updated twice a day and is enhanced by ocean current forecasts (NAPA
Group 2014, p. 11). Optionally, forecasts can be customized, e.g. the resolution or data
format, by cooperation with partners, such as DMI (Denmark), National Oceanic and
Atmospheric Administration (NOAA) (U.S.) or Tidetech (Australia) (see Sec. 3.4). Also
the implementation is adapted to customer needs, existing navigational equipment and
sensors onboard to collect and analyze operational data efficiently (ClassNK Consulting
Service 2016). The system is applied by shipping companies, such as Evergreen, Stena
Line (Nagata 2015) and K Line (Wingrove 2016a), but also by some shipyards, such as
Namura Shipbuilding for optimized ship design (NAPA Group 2016).
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SkySails - V-PER The Vessel Performance Management Toolbox (V-PER) by SkySails
not only provides weather routing functionalities but also monitoring features for fuel
consumption, engine performance, hull and propeller condition and bunkering. Planning
functions relate to voyage scheduling, weather routing, conditional maintenance and fleet
strategy. In addition, it includes documentation and analysis functions for voyage re-
porting, online performance, legal documentation and performance reporting. Lastly,
there are optimization functions for ship speed, dynamic trim, energy management and
performance consulting (SkySails 2017). All standard onboard logbooks are integrated
into V-PER. Concerning weather routing, individual and multiple ship performance
curves for every weather situation and for different loading conditions are used. Both,
route planning and real-time monitoring, can be conducted on board or ashore. Fur-
thermore, the system allows to calculate and optimize routes, estimated time of sailing
and of arrival, fuel consumption and costs (Cameron and Brabeck 2015, p. 26). SkySails
(2017) states that SkySails’ performance management solutions have been installed on
approximately 200 ships of different types and sizes.

StormGeo - BVS Originally, the Bon Voyage System (BVS) was offered by Applied
Weather Technology, Inc. (AWT) headquartered in Silicon Valley, California. It was
acquired by StormGeo, headquartered in Bergen, Norway in January 2014 (StormGeo
2017g). In 2017, AWT changed its name to StormGeo with AWT being known as the
shipping division of StormGeo (StormGeo 2017a). The division routes 60 000 ship voy-
ages annually and more than 6 000 ships use BVS for onboard route and ship performance
optimization (StormGeo 2017h). A voyage can be optimized with the objective to mini-
mize costs while sailing an optimal route, to arrive at a required ETA, to minimize risk
of damage or maximize safety (StormGeo 2017i).

StormGeo (2017f) highlights eight features of BVS 8. They include position polling
and track transfer to allow onshore fleet management, system compatibility with ECDIS,
and automatically updated tropical storm data. Tropical cyclone proximity is given by
multi-model ensemble-based probability zones (Tastula 2016). Latest weather updates
are derived from global model data from various sources in combination with running
and developing in-house models. They are sent highly compressed by email or broad-
band. Ship speed related features refer to ship-specific fuel consumption curves based on
statistical curve modeling and dual speed optimization for speed adjustments in ECAs
to maximize cost savings. For this purpose BVS Dual Speed Optimization considers
sailing distances and speed settings inside and outside ECAs, environmental data and
constraints, fuel prices and daily hire costs as well as ship data, in particular dynamic
fuel consumption curves derived by regression analysis from a large database storing
weather data and noon reports (StormGeo 2017b,c). Generally, speed recommendations
by StormGeo, which are calm sea speeds, assume constant power rather than constant
RPM as this is considered to be more fuel efficient (Shields and Weber 2015). Last
but not least, features concerning seakeeping aspects are incorporated in the BVS Sea-
keeping module. It aims at predictive seakeeping to avoid excessive ship motions and
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damage to ship, cargo or crew. The optional integration of anemometer and motions
sensors allows the consideration of wind data as well as real-time seakeeping guidance
and motion alerts. In addition, onshore experts provide 24/7 support.

As to E.R. Schifffahrt (2017), BVS is applied on board their ships due to customized
input of ship data, such as length, breadth, design draught, fuel consumption and speed
reduction curves, of safety thresholds and weather constraints as well as of voyage spe-
cific no-go areas and bunker prices. To maximize the time of running the main engine at
constant power in an efficient range, BVS includes functions to adjust the ship’s RPM pe-
riodically according to the environmental conditions or at least every twelve hours (E.R.
Schifffahrt 2017, p. 15). An optimized route is calculated within minutes. Moreover,
CPO Containerschiffreederei uses BVS and experiences a decrease in vessels’ damage
and weather-related accidents (StormGeo 2017d; The Maritime Executive 2017). Also
at the Korean company H-Line Shipping Co.,Ltd. BVS helps masters to calculate least
cost, fuel or time of a route as well as ETA (StormGeo 2017e).

WNI - OSR Weathernews Inc. (WNI), headquartered in Chiba, Japan, provides ser-
vices to more than 6 000 vessels each day (Weathernews 2017). Optimum Ship Route-
ing (OSR) uses ship-specific performance models and latest weather forecasts to optimize
route and engine RPM. This enables operators to meet their objectives and business
priorities, which may be minimum time, minimum fuel consumption with or without
on-time or earliest arrival, maximum safety, emission control or charter party compli-
ance. Based on the business priority, the concept of voyage planning continues with a
strategic route selection, hence the shortest, best North, best mid Latitude, best South
or the master’s intended route, in order to run a speed reduction algorithm to allow
RPM control (Weathernews 2014).

When planning a voyage, information regarding the voyage, hazards, the customer and
the weather are considered (Ogata 2010, p. 35). Voyage information includes the master’s
report and position polling, which concerns vessel status, position, time, speed, course
and RPM. Hazards can originate from geography, bathymetry, ice, tropical storms and
regulations, such as military, environmental protection, fishery and piracy areas. Cus-
tomers’ business data refers to the vessel specification, fleet schedule, company policies
regarding safety, schedule or costs and contractual requirements. Weather data is related
to pressure, visibility, wind, wave, ocean and tidal currents as well as sea surface and
air temperature. According to John (2018), OSR uses weather data from WNI models.
WNI continuously enhances the forecast models by upgrading detailed coastal wave mod-
els and developing integrated atmosphere-ocean coupling models (Weathernews 2013).
Throughout a voyage, WNI provides monitoring of the ship’s schedule, performance and
safety including ship motions (Ogata 2010, p. 24). 24/7 onshore assistance is ensured
by a global network with service centers in the U.S., Japan and Denmark. The latter
aims to serve European customers, in particular Maersk Line and Maersk Tankers, who
entered into a three-year contract with WNI in 2016 (Weathernews 2016).
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Meteorological services and warnings, subject to Chapter V Rule 5 of the SOLAS (IMO
2009c), are important for the safety of navigation. Particularly those parameters of the
atmosphere and ocean that influence the ship’s voyage, i.e. motion and fuel consumption,
are important for ship weather routing (Bowditch 2002, pp. 547f. Perez 2005, p. 17).
Often, the factors considered for route selection and surveillance include wind, seas, fog,
ice and ocean currents. Since primarily wind, seas and currents directly influence the
ship’s fuel consumption, which can be optimized by ship weather routing, these factors
are addressed in Sec. 3.1 to 3.3 and their forecasting in Sec. 3.4.

3.1 Global Atmospheric Circulation and Winds

In general, all movements in the atmosphere originate from the solar radiation energy
absorbed by the Earth, which is high at the equator (low pressure) and low at the poles
(high pressure) (Bott 2016, p. 207). This differential heating of the Earth and corre-
sponding pressure gradients create circulation systems in the atmosphere, thus global
wind systems, that redistribute thermal energy. Wind in this context is the movement
of air relative to the Earth’s surface caused by vertical and horizontal differences in
atmospheric pressure. Bott (2016, p. 211) states that in addition to the thermal circu-
lation, the global atmospheric circulation is mainly affected by the Earth’s rotation, the
inclination of its axis of rotation resulting in seasonal variations of solar radiation, the in-
homogeneous distribution of water and land surfaces with various macroscale mountain
structures as well as by the momentum conservation of the Earth-atmosphere-system.

Due to the Coriolis effect caused by the Earth’s rotation, the direct flow along the
pressure gradients is deflected. In the free atmosphere above the friction layer, the im-
pact of both forces may be balanced leading to a flow parallel to the isobars known as
the geostrophic flow or wind (Bouws 1998, p. 23). Generally, the isobars are not straight
but curve around highs and lows, which leads to a flow crossing the isobars called gra-
dient wind (Bowditch 2002, p. 482). At the Earth’s surface, surface friction additionally
diverts winds towards low pressure areas. As the wind speed tends to zero when ap-
proaching the Earth’s surface and the wind profile in the boundary layer is influenced
by friction effects, the altitude for which a weather forecast is given is not to be neglected.

The large scale global circulation patterns and wind systems resulting from the above
factors are schematically shown in Fig. 3.1. In each hemisphere, three cells of circulation
can be defined, namely the Hadley cell, the Ferrel cell and the Polar cell. Within the
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Figure 3.1: Schematic of Global Atmospheric Circulation, based on Bott (2016, p. 212),
Bowditch (2002, p. 483), Met Office (2017a), and Wells (2012, p. 169)

Hadley cell the air ascends at the equator, cools down when moving in northeasterly di-
rection in the upper troposphere1 and sinks down at approximately 30 ◦ latitude. From
these subtropical high pressure belts in the so called horse latitudes the air flows back to
the equator in the lower troposphere causing the northeasterly and southeasterly trade
winds. These merge in the Intertropical Convergence Zone (ITCZ) and have been par-
ticularly important in shipping due to their persistence (Bott 2016, p. 207). The area
between the two trade winds known as the doldrums is characterized by light variable
winds similar to the horse latitudes. The near calms used to be a problem for sailing
merchant ships. In the adjacent Ferrel cell, the circulation system is mainly formed by
the prevailing westerlies in the lower troposphere and ascending air in the subpolar low
pressure belts at approximately 60 ◦ latitude that flows back to the subtropical high
pressure belts at high altitudes. In comparison to the Hadley cell, the circulation sys-
tem is rather volatile and inconsistent. Particularly due to large landmasses present in
the northern hemisphere secondary wind circulations distort the pattern considerably
(Bowditch 2002, p. 485). In the rather landless southern hemisphere, the different atmo-
spheric pressure pattern leads to greater speed and persistence of the westerlies, which
are called roaring forties in 40 ◦ to 50 ◦ southern latitude. In the Polar cell, part of the air
ascending in the subpolar low pressure belts flows towards the poles, where it is cooled
down, sinks and flows back in the lower troposphere resulting in the polar easterlies.

1The troposphere is the atmospheric layer from the Earth’s surface up to a height of 10 to 15 km.
(Malberg 2007, p. 20)
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Further common circulation patterns include winds associated with cells of relatively
low pressure, known as cyclones with counterclockwise circulation, and those of high
pressure, known as anticyclones with clockwise circulation in the northern hemisphere
(Bowditch 2002, p. 492). Circulation is reversed in the southern hemisphere. In an anti-
cyclone, winds are rather light resulting from the comparatively large distance between
successive isobars. The relatively small distance in case of a cyclone causes stronger
winds and usually stormy weather. Migratory (extratropical) cyclones and anticyclones,
developing over land and sea, commonly occur in the region of the prevailing wester-
lies. Strong tropical cyclones2 originating in the subtropics or tropics are infrequent
but generally more violent due to the high energy concentration in a rather small area
(Bowditch 2002, pp. 493, 503). Due to their violence and predominantly oceanic occur-
rence, they are of importance for maritime shipping. Consequently, specific hurricane
forecasts (e.g. provided by National Hurricane Center (2018)) are considered by many
commercial weather routing systems. Also in academic research, attention is paid to
cyclone avoidance, such as by Wisniewski et al. (2009).

For maritime shipping, particularly the winds in the lower troposphere are relevant.
In addition to the winds associated with the large scale global circulation pattern and
those related to migratory cyclones and anticyclones, various local wind systems, such
as land and sea breezes resulting from alternate cooling and heating of land bordering
on water, influence the weather (Bowditch 2002, p. 493). To account for the specific
weather conditions during a ship’s voyage, forecasts derived from numerical models (see
Sec. 3.4) are used in ship weather routing. In contrast to the general impact of wind on
a ship (see Sec. 5.4), the specific consideration of hurricane forecasts and their effects on
ship weather routing is not in the particular focus of this thesis.

3.2 Global Oceanic Circulation and Currents

Ocean currents can be classified based on their forcing mechanism as wind driven and
thermohaline currents. Another distinction can be made as to their depth, i.e. surface,
intermediate, deep or bottom currents (Bowditch 2002, p. 433). Thermohaline currents
are caused by differences in water density, which is influenced by temperature and salin-
ity taking into account a certain depth, thus pressure. Temperature differences result
from heating or cooling of the water surface. The salinity increases due to evaporation
processes and the formation of sea ice and decreases due to excessive precipitation, inflow
of freshwater into the oceans and melting of ice (Klose 2016, p. 59). While thermoha-
line circulation mainly generates subsurface currents, the global surface circulation (see
Fig. 3.2) is primarily wind driven caused by friction effects at the interface between water
and air. Due to the water’s low viscosity the surface movement is not directly transferred
2Tropical cyclones are generally classified by their form and intensity. A tropical disturbance may become
a tropical depression with a rotary circulation and one or more closed isobars, then a tropical storm
with distinct rotary circulation and finally a hurricane (North Atlantic) or typhoon (North Pacific) with
strong rotary circulation and closed isobars. (Bowditch 2002, p. 846)
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to lower layers, but is increasingly deflected by the Coriolis force the greater the water
depth until about 200m. Within this so called Ekman layer, the direction of the current
consequently shifts with depth forming a spiral (Bowditch 2002, p. 433). This influence
results in wind driven gyres not being symmetrical and ocean currents being narrower,
stronger and deeper at the oceans’ western boundaries, such as the Agulhas Current,
and broad, shallow and slow-moving at eastern boundaries and mid-ocean. At eastern
boundaries, e.g. in case of the California Current, water masses are transported away
from the coast allowing nutrient-rich water to flow from the depths to the surface (Berk-
ing and Huth 2010, p. 296). Moreover, the total surface current is influenced among
others by tidal currents, thus the periodical (cyclically changing) horizontal movement
of water accompanying the rise and fall of tide (Bowditch 2002, pp. 129, 434).

Antarctic Circumpolar Current

East Australian
Current

KuroshioGulf
Stream

North 
Atlantic
Current

Labrador 
Current

Canary
Current

California 
Current

Oyashio

East Greenland
Current Norwegian

Current

Malvinas 
Current

Brazil
Current

North 
Brazil

Current

Benguela 
Current

Somali 
Current

Peru-Chile 
Current

Agulhas
Current

NECNEC NEC

SEC

SEC
SEC ECC

ECC
ECC

West 
Australian

Current

East Kamchatka
Current

SEC

Alaska 
Current

Guinea 
Current

ECC NEC

Warm Water CurrentCold Water Current NEC: North Equatorial Current SEC: South Equatorial Current ECC: Equatorial Counter Current

South 
Pacific Gyre

South 
Atlantic

Gyre Indian 
Ocean
Gyre

North 
Atlantic

Gyre
North 

Pacific Gyre

North Pacific 
Current

Figure 3.2: Schematic of Global Oceanic Surface Circulation, based on Berking and Huth
(2010, p. 294), Siedler et al. (2013, p. 12), and Wells (2012, p. 171)

Since the global surface circulation is related to the general atmospheric circulation
described in Sec. 3.1, some major warm and cold water ocean currents, schematically
illustrated in Fig. 3.2, are relatively persistent throughout the year. In principle, the
major surface currents move around the subtropical highs in circulatory patterns, thus
the clockwise North Atlantic and Pacific Gyre as well as the counterclockwise South
Atlantic, Pacific and Indian Ocean Gyre. In the equator region, the trade winds cause
westward Northern (NECs) and Southern Equatorial Currents (SECs) as well as east-
ward Equatorial Counter Currents (ECCs) that transport part of the westward moving
water back eastward as part of the tropical surface circulation patterns (Berking and
Huth 2010, p. 295). In the Indian Ocean, the ECC only occurs in the Monsoon season
from May to October. In the South, the broad, slow-moving Antarctic Circumpolar
Current is mainly caused by the strong westerlies (roaring forties). It completely ex-
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tends around Antarctica, as there are no major boundaries, and serves as conveyor belt
to exchange water between the oceans. This cold water current extends to the North
feeding the Peru-Chile, Malvinas, Benguela and West Australian Currents. In turn, it
is fed by the Brazil, Agulhas and East Australian Currents (Bowditch 2002, p. 434).
Together with the SEC these currents form the gyres of the southern hemisphere.

In the northern hemisphere, the North Atlantic Gyre is mainly formed by the cold
Canary Current, the warm NEC and the warm, rather narrow and fast Gulf Stream
with maximum speeds of 2 to 4 knots off the coast of Florida (Bowditch 2002, pp. 435f.).
The Gulf Stream continues northeastward following the prevailing westerlies as vast,
slow-moving North Atlantic Current and then Norwegian Current. It meets the cold
Labrador Current carrying large amounts of ice and the East Greenland Current. The
Canary Current partly forms the NEC and partly the Guinea Current. In the North
Pacific, the main part of the NEC curves northwards becoming the Kuroshio (Black
Stream), which is similar to the Gulf Stream in many respects, until it continues widened
and slower as North Pacific Current (Bowditch 2002, p. 436). The minor part of the
North Pacific Current curving northwards becomes the Alaska Current and then the
(East) Kamchatka Current. The major part continues clockwise as California Current
and deflects westward at the end of Baja California to substantially form the NEC. Sim-
ilar to the Labrador Current in the North Atlantic, the Oyashio comes from the North
bringing sea ice and turns southward and then eastward when encountering the Kurashio.

Ocean currents considered to be particularly important for maritime shipping are the
Gulf Stream and the Agulhas Current (Berking and Huth 2010, p. 296). When the
warm Gulf Stream meets the cold Labrador Current eddies may break off as there is
little mixing of the waters and the Gulf Stream meanders and shifts position (Bowditch
2002, p. 435). These cold and warm eddies continue as separate, circular flows and may
have a diameter of up to 50 to 150 nautical miles. Passing through them can reduce
or increase the ship’s speed by 2 knots (Berking and Huth 2010, p. 296). The warm,
narrow and fast Agulhas Current with speeds up to 5 knots along the South African
east coast often encounters strong winds in the area of the Cape of Good Hope that
originate from southern ocean storms. Due to the opposing directions of current and
wind, dangerously large seas are created (Berking and Huth 2010, p. 296; Bowditch 2002,
p. 438). Considering the effect of ocean currents on a ship and its voyage in ship weather
routing (see Sec. 5.3) can reduce transit times and fuel consumption and increase safety
(Bowditch 2002, p. 433).

3.3 Ocean Surface Waves and Natural Seaway

In principle, ocean surface waves are caused by natural forces acting on the ocean. These
forces primarily relate to pressure or stress from the atmosphere, thus winds, but also to
forces due to earthquakes, the gravity of Earth, Moon and Sun as well as surface tension
(Bouws 1998, p. 1). The resulting natural motion of the water in the form of ocean sur-
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face waves is also referred to as seaway (Berking and Huth 2010, p. 288; Bowditch 2002,
p. 826). Ocean waves can be classified by their wave period, which is the time between
the passage of two successive wave crests at a fixed point. Depending on the wave period
it can be distinguished between capillary waves (< 0.1 s) resulting from surface tension,
gravity-capillary waves (0.1 - 1.0 s), ordinary gravity waves (1.0 - 30.0 s) caused by winds,
infra-gravity waves and wave groups (30.0 s - 5.0min), long-period waves (5.0min - few
hours), such as seiches3, storm surges and tsunamis, as well as ordinary tidal waves
(12 h - 24 h) and trans-tidal waves (> 24 h) (Bouws 1998, p. 1).

Particularly important for maritime shipping and subject to forecasting are wind-
generated gravity waves. They are almost always present at sea, may significantly affect
a ship’s behavior and other coastal and offshore activities, and are more difficult to
predict than e.g. tidal waves due to their irregularity resulting from winds considerably
varying in space and time (Bouws 1998, pp. VII, 1). With respect to these waves, it can
be distinguished between wind sea and swell. While the first propagates approximately
as fast as the present wind speed and is often short-crested, the latter originates from
stronger wind elsewhere and is rather long-crested (Bertram 2012, p. 156). For wave
forecasting and seakeeping investigations of ships, the natural wind-generated seaway
is typically approximated by superposition of many regular (harmonic) waves, i.e. si-
nusoidal, long-crested, progressive waves with an infinite number of troughs and crests
(Bertram 2012, p. 144; Bouws 1998, pp. 1f.). It is illustrated in Fig. 3.3.
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Figure 3.3: Parameters of a Regular Wave, based on Bouws (1998, p. 2) and Perez (2005,
p. 21)

The wave height HW is defined as the vertical difference between trough and crest,
which is double the wave amplitude ζA. The wave length λW is the horizontal distance
between two successive crests and the wave number k is 2π/λW . A regular wave is
further described by its period TW or (circular) frequency ω which is 2π/TW . The speed
of the wave propagation, i.e. the advancing speed of a wave crest or trough, is denoted
as the phase velocity or celerity c which is λW /TW . In contrast, the energy of waves in
deep water, potential and kinetic energy, does not move with the speed of an individual
wave but with the speed of wave groups. These even occur in regular swell due to
the presence of many different wave lengths that tend to be grouped together (Bouws
3As to Bowditch (2002, p. 827) a seiche is a “stationary wave usually caused by strong winds and/or
changes in barometric pressure. It is usually found in lakes and semi-enclosed bodes of water. It may
also be found in areas of the open ocean.”
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1998, p. 8). In deep water, the group velocity cg of waves is half of the phase velocity.
The ratio of wave height to wave length is defined as the steepness of a regular wave.
The momentary elevation of a regular wave ζ(x, t) is generally given as a sine or cosine
function of position x and time t and considering an initial phase ε (Perez 2005, p. 21):

ζ(x, t) = ζA sin(ωt− kx+ ε) (3.1)

The superposition of many regular waves of different wave lengths and propagation
directions yields an irregular seaway (Bertram 2012, p. 153). The phase shifts between
the regular waves vary with time and space and are chosen randomly at time zero.
This leads to a random irregular seaway corresponding to the natural wind-excited one.
Initial assumptions to apply this superposition principle relate to a stationary seaway
as well as small wave heights and small steepness, thus linear wave theory or Airy
theory (Bertram 2012, p. 144). Due to the random, irregular nature, natural seaway
and wave records are often approached using statistical descriptions (Perez 2005, p. 25).
A wave record, i.e. a record of the wave elevation at a specific location for a certain
time period, can be decomposed by Fourier analysis to derive a wave spectrum, or
energy-density spectrum. Giving the distribution of wave energy over frequency (and
direction), this is the most common description of a wave field (Bouws 1998, p. 12). A
one-dimensional, only frequency dependent spectrum is given when assuming that all
regular waves propagate in the same direction, which is typical for long-crested seaways,
such as swell. In case of short-crested seaways, which rather represent natural seaways,
the energy is distributed over frequency and direction. Thus, the spectrum is directional
or two-dimensional. The two-dimensional spectrum Sζ(ω, µ) can be described by a one-
dimensional one Sζ(ω) multiplied with a function f giving the distribution of wave energy
over the direction µ to both sides of the main propagation direction µ0 (Bertram 2012,
p. 156):

Sζ(ω, µ) = Sζ(ω) · f(µ− µ0) (3.2)

A wave spectrum can be derived in good approximation when the wind field and
its recent history are known. Although swell and sometimes wind sea can significantly
change a spectrum’s form, a wind sea spectrum can be rather uniform after a 0.5 to
1.0 hour period of constant wind (in space and time) (Bertram 2012, p. 156). But the
parameters of the spectrum, in particular the significant wave height HS , i.e. the mean
wave height of the one-third highest waves, and the period can also reach constant values
only after hours or days. At the peak frequency ωP (correspondingly the peak period
TP ), the spectrum has its maximum, thus maximal energy density. Together with the
significant wave height it is frequently used to characterize a specific sea state by codes
from 0 to 9 (Fossen 2011, p. 200). Consequently, particularly accurate surface wind
analyses and forecasts need to be available for reliable wave forecasting (Bouws 1998,
p. 15, 35). In addition, the processes of wave generation and decay have to be analyzed
and considered, since they influence the form of the spectrum. These processes include
wind driven wave generation, dissipation e.g. due to breaking waves or shallow water,
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convection, i.e. transport of wave energy, and nonlinear wave-wave interaction causing
a redistribution of wave energy within the wave spectrum. Moreover, importance is
attached to the propagation of surface wave energy, which is strongly related to the
group velocity of waves. Although these processes are fundamental for state-of-the-
art numerical wave modeling, fully calculating all processes and explicitly treating all
components in an operational environment is usually not computationally viable. Thus,
outputs of operational numerical wave models used to consider the effect of seaways
on ships in weather routing (see Sec. 5.5) may differ. The superordinate complexity of
forecasting systems is briefly discussed in the next section, while a detailed introduction
to numerical wave modeling and operational models is given by Bouws (1998, pp. 57–80).

3.4 Meteorological and Oceanographic Forecasting

Marine meteorological and oceanographic (metocean) information and services need to
be adequately available to meet the requirements established under the SOLAS conven-
tion and to consider winds, ocean currents and waves in ship weather routing. Relevant
services are offered by numerous national centers continuously producing metocean fore-
casts as well as by private companies. As the overview of commercial weather routing
systems in Fig. 2.7 indicates, data is among others provided by the European Centre for
Medium-Range Weather Forecasts (ECMWF 2018), the UK Met Office (UKMO) (Met
Office 2018), the National Oceanic and Atmospheric Administration’s (NOAA) National
Centers for Environmental Prediction (NCEP 2017), the Danish Meteorological Institute
(DMI 2018) as well as the U.S. Navy (2018). An example of a private company is Tide-
tech from Australia (Tidetech 2017). Metocean data supplied by Tidetech is used by
weather routing systems, such as ClassNK-NAPA Green. Also the developed weather
routing system can handle data from Tidetech (see Sec. 6.4.5), which is used for the
evaluations in Chpt. 7.

Data Format Although metocean information is provided by numerous institutions,
an internationally standardized binary code named GRIB introduced by the WMO is
typically used to exchange observed or processed metocean data (WMO 2015). It may
be distinguished between two editions. While GRIB Edition 1 (GRIB1) stands for GRId-
ded Binary data, or processed data in the form of grid-point values expressed in binary
form, GRIB Edition 2 (GRIB2) refers to General Regularly-distributed Information in
Binary form. General advantages of the code are related to self-description, flexibility
and expandability. GRIB2 has been introduced to overcome weaknesses in particular for
transmission and archiving of spectral data, multi-dimension data, long-range and cli-
mate products as well as ensemble products (WMO 2003, p. 1). A detailed specification
of both editions is given by WMO (2003, 2015).

Forecasts, Hindcasts, Reanalyses and Climatologies Forecasts used by the commer-
cial weather routing systems listed in Fig. 2.7 are valid for periods of 9 to 16 days. They
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are updated two to four times a day, since the forecast accuracy deteriorates with in-
creasing forecast period (ECMWF 2012a). Instead of using specific forecasts at the time
of voyage, routes can also be selected for climatological reasons (WMO 2001, p. 2-7).
Among others, climatologies may be applied to provide weather routing advice outside
the forecast period when a ship’s (remaining) voyage duration is longer than the latest
available forecast. Based on the forecast periods, meteorological forecasting ranges are
defined by the WMO (2010, p. I-4). It is distinguished between nowcasting (0 - 2 h),
very short-range (< 12 h), short-range (12 - 72 h), medium-range (72 - 240 h), extended-
range (10 - 30 days) and long-range (30 days - 2 years) forecasts as well as climate forecasts
(> 2 years). Depending on the definition, extended-range forecasts are sometimes con-
sidered to be long-range ones. In other cases, long-range weather forecasts are referred
to as climate forecasts.

While a forecast presents an estimate of future conditions, a hindcast “is a numerical
model integration of a historical period where no observations have been assimilated”
(Met Office 2016). In contrast, when data assimilation techniques are applied to histori-
cal periods the process is called reanalysis. Reanalyses not only provide information for
a specific position, like observations, but across a complete region giving a more coherent
picture. Relating this for example to waves, Bouws (1998, p. VIII) notes that “one can
forecast the propagation of wave energy, but the evolution (growth) of the wave energy is
dependent on the wind and so a major part of the procedure is actually referring to the
forecast of the winds that cause the waves. The wave growth is in fact diagnosed from
the forecast wind.” Hence, hindcasting of wave data is its diagnosis based on historical
wind data. Hindcasts are often used to derive wave climatologies (WMO 2010, p. 3-4).

Numerical Models Metocean forecasts are generally derived from numerical models
based on data collected from observations and measurements of the atmosphere and
oceans. To generate accurate forecasts the numerical models need to account for various,
complex and globally interconnected physical processes. The complexity can be illus-
trated by means of the ECMWF forecasting system as an example, which is explained in
detail by Persson et al. (2015). It consists of an atmospheric general circulation model,
a land surface model, an ocean general circulation model and an ocean wave model as
well as perturbation models for the data assimilation and forecast ensembles.

The atmospheric general circulation model is formulated based on diagnostic and
prognostic equations describing the “static relationship between pressure, density, tem-
perature and height” as well as “the time evolution of the horizontal wind components,
surface pressure, temperature and the water vapour contents of an air parcel” (Persson
et al. 2015, p. 2). In contrast, rather small scale physical processes, such as convection
and clouds, are described by means of statistical methods and simplified mathematical-
physical models. Furthermore, topographical and climatological fields are considered,
such as the percentage of land and water for every grid point given in a land-sea mask
or the sea surface temperature and ice concentration obtained from analyses provided
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daily by the Met Office. To solve the equations numerically, a discretization in space and
time, thus a grid point space, is used. The larger the time steps, the more acceptable
the computation time of the forecast becomes. However, the higher the resolution, the
more accurate the forecasts will be, e.g. concerning coastlines or anticyclones.

The land surface model accounts for the energy and water exchange between the atmo-
sphere and different types of natural surfaces, such as soil and vegetation. In addition,
the atmosphere is coupled to the ocean through the effects of wind, heat, precipitation
and evaporation. In this regard, the three-dimensional ocean general circulation model
considers the circulation as well as the thermal structure of the upper ocean layers and
its variations. The interaction of wind and waves is treated by the ocean wave model
named WAM, which is coupled to the atmospheric general circulation model. The model
“describes the rate of change of the 2-dimensional wave spectrum, in any water depth,
caused by advection, wind input, dissipation due to white capping and bottom friction
and non-linear wave interactions” (Persson et al. 2015, p. 6). It also considers swell
propagation. However, the impact of surface currents on the sea state is not taken into
account and near-coastal waves may be of lesser quality than open-ocean waves due to
the present model resolution.

Regarding observations serving as input for the models, a distinction can be made
between conventional and non-conventional observations. These are in-situ observa-
tions or measurements, e.g. from buoys, ships or surface weather stations, and remote-
sensing observations from satellites respectively. Due to the increasing availability of
particularly non-conventional observation data, advanced analysis procedures, such as
four-dimensional variational data assimilation (4D-Var), gain in importance (Persson
et al. 2015, p. 8). This aims to mathematically enable continuous feedback between
observations and model data and to create sequences of model states for specific time
windows, which best fit the observations. Uncertainties in the observations, sea surface
temperature and forecast evolution are incorporated by small variations. This results
in an ensemble of data assimilations producing perturbations, which are also used to
construct perturbations in forecast ensembles (see below).

Similar to ECMWF, other national centers maintain several models to address the
increasing need for reanalysis, numerical weather prediction (NWP), ocean models and
climate prediction. In this regard, NOAA’s NCEP operate the Global Forecast Sys-
tem (GFS), which is a coupled model consisting of four separate models for atmo-
sphere, ocean, land/soil and sea ice (NCEI 2018). NOAA’s NCEP also maintains the
third-generation wave model WAVEWATCH III. Detailed information is published by
NOAA’s National Weather Service (2018) and The WAVEWATCH III Development
Group (2016). Since it is a modeling framework with contributions by various develop-
ers, it is also the basis for model configurations at the Met Office (Met Office 2017c).
GFS and WAVEWATCH III are both named in Fig. 2.7.
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However, differences among others in resolutions, global and regional configuration, data
assimilation and the considered physics, result in a different accuracy of weather forecasts
for every model. As to Chen (2013), national centers tend to provide higher accuracy in
their own coastal waters than in mid-ocean areas. Moreover, most models only poorly
account for complex and rapidly occurring phenomena, such as hurricanes. That is why
some commercial weather routing systems listed in Fig. 2.7 consider specific hurricane
forecasts. In general, the nonlinear nature implying uncertainties and often complicated
interpretation of the model output, i.e. the forecasts, is inherent to forecast systems.
Uncertainty due to incomplete knowledge of the initial state, unavoidable simplifications
and resulting forecast errors may be sampled by probabilistic prediction using forecast
ensembles (ECMWF 2012b). Furthermore, skilled human forecasters with meteoro-
logical and statistical knowhow are usually employed to interpret different numerical
outputs, determine modification needs, optionally combine information from different
sources and provide decision support to forecast users (Persson et al. 2015, pp. 37f.).

Deterministic and Probabilistic Forecasting Generally, a Numerical Weather Predic-
tion (NWP) system generates a forecast based on a single initial state, which is referred
to as a deterministic forecast (WMO 2012). Since uncertainty is associated with every
deterministic forecast primarily due to the chaotic nature of the atmosphere, it is aimed
at the prediction of forecast confidence by probabilistic weather forecasting (ECMWF
2012b, 2017a). Therefore, many centers operate Ensemble Prediction Systems to pro-
duce a set of forecasts, i.e. a forecast ensemble or ensemble forecast, representing a range
of possible weather conditions on the basis of slightly different initial states, perturbed
weather models and sometimes several models. To save computational time, the ensem-
ble members are computed using a lower horizontal resolution, normally around half
the resolution of the deterministic one (Persson et al. 2015, p. 25; WMO 2012, p. 1).
Comparing the members to a control forecast generated without perturbations gives an
estimate of the uncertainty in the forecast based on the divergence or spread.

Using ensemble forecasts for weather routing allows to assess the likeliness that an
estimated time of arrival can be met at a set speed. The smaller the spread of the
forecast results, the higher the confidence becomes that a lower speed will be sufficient
to reach the destination in time. To increase the confidence, a higher speed may be
chosen or the best of each national center’s forecast may be combined to increase the
accuracy (Chen 2013, p. 27). At ECMWF (2012a), ensemble prediction based on the
coupled ocean-wave, atmosphere model allows e.g. to show the uncertainty in ocean wave
height along a ship’s route. Ensemble forecasts are used by some commercial weather
routing services (see Fig. 2.7), such as IMS, SPOS Onboard and OSR. Furthermore,
the use of ensemble weather data has been studied among others by Chu et al. (2014),
Hinnenthal (2008) and Skoglund et al. (2015). However, the specific consideration of
ensemble forecasts and their effects on ship weather routing is not in the particular
focus of this thesis.

35





4 Mathematical Modeling and
Optimization Approaches

The ship weather routing problem described in Sec. 2.1 is treated as an optimization
problem. Hence, this chapter deals with optimization in relation to ship weather routing
in Sec. 4.1 and with mathematical modeling and optimization algorithms applied in this
field of research in Sec. 4.2 to Sec. 4.5. The content of this chapter is substantially
based on Walther et al. (2016), who provide a slightly less extensive overview of applied
approaches. Moreover, it is to be noted that the approaches are classified according to the
names, terms and descriptions used by their authors. Conclusions for the development
of the weather routing system are drawn in Chpt. 6.

4.1 Optimization in Relation to Ship Weather Routing

Ship weather routing typically aims at minimum fuel costs, minimum voyage time, max-
imum safety or a combination of these objectives, while taking into account forecasted
meteorological and oceanographic information and various constraints. Constraints may
not only be given by ship characteristics, geographic conditions and time restrictions,
but also by safety requirements or emission regulations. Looking at all these charac-
teristics at once, the ship weather routing problem may be seen as a rather complex
real-world problem. As to Domschke et al. (2015, p. 1), the analysis of complex real-
world problems within a planning process to support sound decision making by applying
mathematical methods is understood as operations research (OR). Although a generally
accepted standard definition for the field of OR is lacking (Eiselt and Sandblom 2010,
p. 1; Schwenkert and Stry 2015, p. 1), Hillier and Lieberman (2010, p. 8), Domschke
et al. (2015, p. 2), and Eiselt and Sandblom (2010, p. 4) acknowledge that OR in the
narrower sense is primarily limited to quantitative models and their solution. Hence,
it refers to the mathematical modeling of decision problems and the development of
algorithms for the application and solution of these models.

Approach In order to approach a complex real-world problem, slightly varying six to
eight steps are among others proposed by Hillier and Lieberman (2010, p. 8), Domschke
et al. (2015, p. 2), Heinrich (2013, p. 8), Schwenkert and Stry (2015, p. 6), and Eiselt and
Sandblom (2010, p. 9). Giving an example, Domschke et al. (2015, pp. 1f.) identify the six
steps of analyzing the problem, creating a descriptive model, formulating a mathematical
model, gathering data, finding a solution by using an adequate algorithm and evaluating
the solution. In contrast, Finke (2008, p. ix) summarizes most of the proposed steps and
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distinguishes between the phase of mathematical modeling and the solution procedure,
which may be exact or approximate, and generally algorithmic. Also Domschke et al.
(2015, p. 2) focus on mathematical modeling of decision problems and the development
of algorithms. Accordingly, this chapter mainly focuses on these two phases.

Types of Models In general, a model is a purpose-oriented, possibly simplified and
generally idealized representation of a real system or problem (Werners 2013, p. 3).
As to their purpose, it can be distinguished between descriptive models to illustrate the
real situation by elements and relationships, explanatory and forecast models to evaluate
empirical laws or hypotheses for explaining facts and to predict future developments as
well as decision models. A decision or optimization model is a formal representation of a
decision or planning problem that, in its simplest form, contains at least one alternative
set and an objective function that evaluates it (Domschke et al. 2015, p. 4). A decision
model is developed with the aim to determine optimal or suboptimal solutions by apply-
ing suitable methods. Simulation models are often very complex optimization models,
where no analytical solution method exists. While OR primarily deals with decision
or optimization models and their optimal solution, descriptive, explanatory or forecast
models can be used to gather information or support decision-making (Domschke et al.
2015, p. 4; Werners 2013, p. 8).

Mathematical Modeling A descriptive decision or optimization model needs to be
translated into a mathematical model in order to choose an adequate method for finding
an optimal solution. A mathematical model corresponds to an idealized representation
formulated by using mathematical symbols and expressions (Hillier and Lieberman 2010,
p. 11). Hence, mathematical modeling refers to the objective function, the decision vari-
ables, the constraints and the parameters being identified and expressed in mathematical
terms. The objective function, a mathematical function of the decision variables, gener-
ally aims at minimization or maximization. The decision variables represent each of the
related quantifiable decisions to be made. Thus, they are the unknowns that are varied
within their co-domains for finding an optimal combination (Domschke et al. 2015, p. 5).
Mathematical expressions of any restrictions on the values of the decision variables are
referred to as constraints, which can be equality or inequality constraints. The con-
straints and the objective function can contain constants, such as coefficients, which are
called parameters of the model (Hillier and Lieberman 2010, p. 11).

As to the ship weather routing problem, options for objectives, decision variables and
constraints are given in this chapter as well as for the developed weather routing system
in Sec. 6.2. Due to varying interpretations and definitions of the real problem, models
and mathematical formulations can differ. When developing a model, an abstract ideal-
ization of the problem is created, where approximations and simplifying assumptions are
generally required if the model is to be tractable, thus capable of being solved (Hillier
and Lieberman 2010, p. 12). However, the model needs to remain a valid representa-
tion of the problem. This leads to the trade-off between precision and tractability of
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the model. In addition to tractability, Domschke et al. (2015, p. 7) distinguish between
deterministic and stochastic models, single and multiple objectives as well as linear and
nonlinear models. In deterministic models, the parameters of the objective function(s)
and the constraints are assumed to be known accurately. If, however, at least one pa-
rameter is to be interpreted as a random number or variable, a stochastic model is given.
Often, optimization models have a single objective. Multiple objectives require the intro-
duction of efficiency measures allowing for assessing the degree to which each objective
is satisfied. Further, models can be subdivided according to the type of objective func-
tion(s) and constraints (see ’Areas of Operations Research’). In any case, importance is
attached to efficient modeling, thus the construction of an adequate model, to derive an
optimal solution with minimal computational effort.

Method and Algorithm To determine optimal solutions for the developed mathemati-
cal model, suitable methods are required. In this context, a method is usually understood
as the procedure including modeling and problem solving by using algorithms. An al-
gorithm can generally be regarded as a processing specification for solving a problem,
which can be represented in detail by an executable program (Werners 2013, p. 9). Occa-
sionally, method and algorithm are used synonymously. The central technique to OR is
optimization, which is used as a solution tool and a modeling device. As to Nemhauser
et al. (1989, p. v) “optimization deals with problems of minimizing or maximizing a
function of several variables usually subject to equality and/or inequality constraints”.
A technique, which is widely used to analyze stochastic systems and can be seen as a
key technique to OR as well, is simulation (Hillier and Lieberman 2010, p. 935).

Optimization is the determination of the valid alternative that best corresponds to
a given objective of all alternatives. Therefore, optimization presupposes that all valid
alternatives are taken into account, the objective is known, the alternatives are evaluated
with regard to this objective and the evaluation results must be comparable with each
other (Werners 2013, p. 8). In case of numerous alternatives, describing and evaluating
all alternatives explicitly is too costly and complex. Instead, it is aimed at implicitly
examining all alternatives by means of mathematical optimization and deriving the best
alternative using an optimization algorithm. Depending on the structure of the model,
efficient suitable algorithms are available. If optimization is not possible or too complex
due to the model structure or size, heuristics may be suitable to determine a good
solution. A heuristic is a procedure or an algorithm that uses a systematic procedure
to find the best possible solution, but which usually does not achieve the optimum and
cannot be mathematically proven (Werners 2013, p. 9). The quality of the solution in
case of optimization methods is assessed based on the computational effort to derive the
optimal solution. In case of heuristics, importance is attached to the deviation from the
optimal solution or to the comparison of results using different heuristics.

Areas of Operations Research In correspondence with the approaches towards math-
ematical modeling and algorithmic solution procedures, it can be distinguished between
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different areas or disciplines in the field of OR. Depending on the reference, such as Dom-
schke et al. (2015, pp. 8f.), Gerdts and Lempio (2011, p. 1), Heinrich (2013, p. 13), and
Schwenkert and Stry (2015, p. 2), the number of areas and the degree of detail, i.e. the
level of categorization, differ. Since none of the overviews claims to be exhaustive, the
following list provides a non-exhaustive overview of areas in OR derived from the named
references but mainly based on Domschke et al. (2015, pp. 8f.):

• Linear and Nonlinear Programming

• Graph Theory and Network Optimization

• Dynamic Programming

• Integer and Combinatorial Programming

• Inventory and Queuing Theory

• Simulation

Linear Programming (LP) models have one or several linear objective functions, often nu-
merous linear constraints and variables with mostly nonnegative real values (Domschke
et al. 2015, p. 8). In contrast, nonlinear optimization models have a nonlinear objective
function and/or at least one nonlinear constraint. Linear and nonlinear programming are
described fundamentally and with respect to ship weather routing in Sec. 4.2. The area
of graph theory and network optimization has contributed to bridging the gap between
linear and combinatorial programming (Nemhauser et al. 1989, p. vii). It is commonly
used to approach all kinds of networks, e.g. for shortest path problems or maximum or
minimum cost flows in graphs. It is treated in Sec. 4.3. Dynamic Programming (DP)
models can be divided in separate stages allowing stage-wise recursive optimization for
sequential decision making. Approaches from DP are subject to Sec. 4.4. Many combina-
torial optimization problems can be expressed as integer or binary (linear) optimization
problems, but solving these models is often far more difficult than solving linear models
with continuous variables (Domschke et al. 2015, p. 9). Finke (2008) presents various
solution techniques for combinatorial problems and mainly distinguishes between exact
methods, such as dynamic programming, and approximate methods, i.e. heuristics. In
recent years effective heuristic algorithms, also called metaheuristics, have gained pop-
ularity for various combinatorial problems (Hillier and Lieberman 2010, p. 490). Also
in ship weather routing metaheuristics have been applied more frequently lately and are
addressed in Sec. 4.5. The last two areas, namely inventory and queuing theory as well
as simulation4, do not play a significant role in ship weather routing and are disregarded.
In the following, the relevant areas are used to categorize and provide an extensive but
not exhaustive overview of mathematical modeling and optimization approaches applied
with regards to ship weather routing. It is to be noted that the approaches are classified
according to the names, terms and descriptions used by their authors.
4Queuing theory is mainly used to analyze the handling behavior of service and operating stations.
Simulation may be deterministic or stochastic and is often applied to analyze different alternatives
within complex stochastic optimization models. (Domschke et al. 2015, p. 9, 246)
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4.2 Linear and Nonlinear Programming

Linear Programming (LP) has become a standard tool with diverse areas of applications
that range from production planning to agricultural planning as well as from portfolio
selection to selecting shipping patterns (Hillier and Lieberman 2010, p. 23). Models in
LP require all mathematical functions to be linear functions. They generally have one or
several linear objective function(s), often numerous linear constraints and variables with
real values (mostly only nonnegative) (Domschke et al. 2015, p. 8). The most important
and remarkably efficient solution procedure for linear programming problems is called
the simplex method5, described in detail among others by Domschke et al. (2015, p. 26)
or Hillier and Lieberman (2010, p. 89). Variations and extensions of the simplex method
can also be used to perform postoptimality analysis on the model, which includes sensi-
tivity analysis (Hillier and Lieberman 2010, p. 89). Sensitivity analysis can be described
as the testing of a model’s optimal solution regarding reactions to changes in the initial
data by identifying and varying sensitive parameters (Domschke et al. 2015, p. 48). De-
spite the fact that sensitivity analyses may be used in the area of ship weather routing,
e.g. to analyze routes in different weather conditions or with regards to different ship
characteristics, LP can hardly be applied to solve the ship weather routing problem as
all mathematical functions need to be linear functions.

In contrast to linear programming, nonlinear programming aims to get hold of the
numerous real-world problems with nonlinear interrelationships, such as transport costs
influenced by transport volume and distance. Hence, nonlinear optimization models
have a nonlinear objective function and/or at least one nonlinear constraint. Depending
on the characteristics of the objective function and constraints, various different types
of nonlinear optimization problems exist. Types of problems described by Domschke
et al. (2015, p. 183) include unconstrained problems with one or several variables that
can or cannot easily be solved by differentiation, general constrained problems as well
as constrained problems with specific characteristics, such as quadratic programming
with linear constraints and a quadratic objective function, convex and separable pro-
gramming6. As there is no single universal algorithm to solve all types of problems like
the simplex method in linear programming, algorithms for various different types have
been developed (Hillier and Lieberman 2010, p. 546). Depending on the type, problems
with rather simple functions may be solved efficiently, while other small problems might
lead to significant increases in computational effort (Domschke et al. 2015, p. 9; Hillier
and Lieberman 2010, p. 537). The widespread general distinction between methods de-

5The simplex method is an incremental technique starting with a feasible solution which is improved,
tested and increased in case of a non-optimal solution. Thus, it moves “on the boundary of the feasible
set from one extreme point to an adjacent extreme point” (Eiselt and Sandblom 2010, p. 69).

6Convex programming commonly refers to minimization of a problem with a convex (’curving upward’)
objective function or to maximization of a problem with a concave objective function (Domschke et al.
2015, p. 191). Separable programming is a special case of nonlinear convex programming, where each
term of a function involves just a single variable, so that the objective function can be separated into
a sum of functions of individual variables (Hillier and Lieberman 2010, p. 549).
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signed for unconstrained optimization problems and those for constrained optimization
problems is used to classify the methods applied in ship weather routing in the following
(Domschke et al. 2015; Luenberger and Ye 2008; Nemhauser et al. 1989).

4.2.1 Unconstrained Optimization Methods

Often, importance is attached to unconstrained optimization problems, because in many
procedures for solving more complex problems they occur as sub-problems and con-
strained problems are sometimes easily transformed into unconstrained ones (Domschke
et al. 2015, p. 192; Luenberger and Ye 2008, p. 3). It is to be noted that although
methods are developed for unconstrained optimization in particular, the concepts are
fundamental to nonlinear programming and may be applied or extended to constrained
optimization methods (Bertsekas 1999, p. 22).

Conjugate Direction Method As an algorithmic approach particularly for uncon-
strained minimization, conjugate direction methods are iterative methods and “are
most simply presented as methods for minimizing strictly convex quadratic functions”
(Nemhauser et al. 1989, p. 55). However, they can also be used to solve nonquadratic
optimization problems (Bertsekas 1999, p. 131). A method from this class is presented
by Powell (1964) “for finding the minimum of a function of several variables without
calculating derivatives”. In ship weather routing, Ishii et al. (2010) apply this method
to derive a minimum time route based on a predetermined ship’s route given as a Bézier
curve along which the voyage time is calculated by numerical ship maneuvering motion
simulation. Kobayashi et al. (2015) use the same approach to find a minimum fuel route.
The aim now is to minimize a cost function consisting of N variables by applying Powell’s
method instead of optimizing the route. This is initially given by a Bézier curve defined
by N control points along the great circle route between origin and destination. The
costs are calculated by performing a maneuvering simulation accounting for hull and
rudder forces, propeller thrust as well as wave and wind forces. Planned improvements
refer to the consideration of constraints, such as voyage time or safety limits.

Nelder-Mead-Method The Nelder-Mead-Method (NMM) or Downhill Simplex Method
was proposed by Nelder and Mead (1965) as a simplex method for function minimiza-
tion. It is popular for solving nonlinear problems in a multidimensional space for which
the derivatives are not available in explicit form or only in form of very complicated
expressions. Thus, NMM belongs to the class of nonderivate methods. Considering a
function of n variables without constraints, the method starts with a simplex defined
by n+1 nodes, which is iteratively adapted until it contracts on to the final optimum
(Nelder and Mead 1965). Although NMM as well as other methods of this type are
fairly simple to implement, they are direct search methods with a rationale bordering on
heuristics and theoretical convergence properties that are often unsatisfactory (Bertsekas
1999, p. 162). In ship weather routing, NMM is applied by Hinnenthal (2008) to solve a
nonlinear problem with minimum time and fuel consumption as objectives and several
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constraints due to engine limitations and critical ship responses (see Sec. 5.5.3). The var-
ious constraints may force the objective functions into multi-modal shapes, i.e. functions
with local optima. Hence, the applied deterministic method based on a convex solution
space may or may not deliver the optimal result (Hinnenthal 2008, p. 17). Due to this
risk, Hinnenthal (2008) also employs the stochastic method of a genetic algorithm (see
Sec. 4.5.2). A similar approach is used by Pipchenko (2011) to minimize a time-integral
of variable main engine power inputs required to maintain a specified ship’s speed under
consideration of added resistance due to environmental influences and ship’s safety (see
Sec. 5.5.3). To avoid adverse weather conditions and allow the generation of alternative
routes intermediate points between origin and destination are introduced. In case of four
or less points NMM is used. Otherwise a genetic algorithm is applied.

DIRECT Method As to observations by Nemhauser et al. (1989, p. 631), many nonlin-
ear programming methods aim for a local optimum of a continuous real valued objective
function, but have difficulties to determine the best of possibly several local optima,
which leads to a global optimization problem. Methods to solve these problems may
be stochastic or deterministic (Nemhauser et al. 1989, p. 633). A deterministic method
belonging to a category of global optimization methods, where the objective function
is replaced by an approximation that is iteratively updated until its global optimum is
sufficiently good, is proposed by Shubert (1972). It assumes that the so called Lips-
chitz constant is known, i.e. “a bound on the rate of change of the objective function”
(Jones et al. 1993, p. 158), such as the maximum possible acceleration in case of the
function being a velocity (Shubert 1972, p. 380). In case of a one-dimensional function,
the method improves a piecewise linear approximation with directional derivatives equal
to the constant in each iteration. Due to practical problems with regards to specificying
a Lipschitz constant, convergence speed and computational complexity in higher dimen-
sions, a modified and extended algorithm and direct search technique called DIRECT
(DIviding RECTangles) is presented by Jones et al. (1993). The algorithm balances
local and global search and is deterministic without requiring derivatives and multiple
runs. The need to specify a Lipschitz constant is eliminated by simultaneous searches
with all possible Lipschitz constants, which allows simultaneous local and global search
by small and large constants respectively. High-dimensional spaces can be handled by
partitioning the space into hyperrectangles. Fast convergence is achieved by finding the
basin of convergence by global search and exploiting it by local search.

Regarding ship weather routing, the DIRECT method is investigated by Larsson and
Simonsen (2014) for finding a minimum fuel route subject to soft and hard constraints
imposed by landmasses, maximum wave height and arrival time. Since information about
the decision variables (latitude, longitude and speed) is assigned to each waypoint, three
dimensions are added to the problem with each additional waypoint, which increases
computation time and complexity. Consequently, the method only uses four intermediate
waypoints. This may be seen as the main deficiency in addition to an unacceptably long
computation time for finding a local optimum despite fast convergence regarding the
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global optimum. This is also experienced by Hameed (2015), who applies the DIRECT
method to approach a multi-objective optimization problem. Objectives are related to
time, fuel consumption and safety and constraints are imposed by landmasses and arrival
time. Hameed (2015) considers it to be less suitable for high-dimensional problems with
75 dimensions. It is also compared to the discrete 3D graph based approach proposed
by Andersson (2015) (see Sec. 4.3) and has been found inferior due to the computational
effort and the possibility of discontinuities when considering constraints.

4.2.2 Constrained Optimization Methods

In practice, many complex problems cannot be treated in its entirety considering all
possible choices but need to be restricted in its scope. Hence, they are formulated as
constrained problems (Luenberger and Ye 2008, p. 3). Usually, a constrained nonlinear
problem involves continuous functions and variables as well as constraints that can be
equality and inequality constraints. Among others depending on the type of constraints,
different algorithmic approaches can be applied (Nemhauser et al. 1989, p. 171).

Augmented Lagrangian Method Augmented Lagrangian Methods (ALM) belong to a
class of computational methods for nonlinear problems with equality or inequality con-
straints that use a penalty function. In case of methods based on a penalty function, the
constrained problem is transformed into a series of unconstrained problems (Bertsekas
1999, p. 370). Some or all constraints are eliminated and a penalty term is added to
the cost function prescribing a high cost to infeasible points. Thus, a penalty parameter
determines the degree to which the original constrained problem can be approximated by
the unconstrained one (Bertsekas 1999, p. 388). ALMs additionally aim to minimize the
augmented Lagrangian function successively by introducing an estimate of the Lagrange
multiplier. Bertsekas (1999) describes the Lagrange multiplier theory and algorithms in
detail. Using an ALM, the Weather Adaptive Navigation (WAN) system by Tsujimoto
and Tanizawa (2006) aims to minimize fuel consumption by controlling ship position and
engine revolutions and considering weather forecasts and ship responses. Constraints re-
fer to geographical boundaries, the range of engine revolutions, ship movements, safety
limits and the scheduled arrival time. Tsujimoto and Tanizawa (2006, p. 4) state that
the applied method is superior to an Isochrone Method (see Sec. 4.4.2) as to the handling
of the objective function and constraints. As to Bertsekas (1998, p. 384), ALMs “are
among the most reliable and practically useful methods in nonlinear programming”.

4.3 Graph Theory and Network Optimization

The term ’network’ is used in many contexts and can refer to physical networks (trans-
portation, communication or electrical) as well as logical networks (project planning, re-
source management or distribution) (Finke 2008; Hillier and Lieberman 2010; Nemhauser
et al. 1989). When analyzing or designing these large systems, naturally network flow
problems arise, which constitute “one of the most important and most frequently en-
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countered class of optimization problems” (Bertsekas 1998, p. 2). As to Nemhauser
et al. (1989, p. vii), network optimization has contributed to bridging the gap between
linear and combinatorial programming. The link between both “can be traced to the
representation of the constraint polyhedron as the convex hull of its extreme points”
(Bertsekas 1998, p. ix). In case of networks, these points are integer and solutions of
combinatorial problems. Partly due to this structure, network models are suitable to
explain fundamentals in both, continuous and discrete optimization.

To describe and mathematically model network flow problems, typically, graph-related
notions are used. The following definitions are based on Bertsekas (1998, pp. 3–4), Finke
(2008, pp. 30–36), Nemhauser et al. (1989, pp. 228–229), and Turau (2009, pp. 20–26).
Graphs consist of nodes, also called vertices, corresponding to points, such as depots,
cities or clients, and of lines (edges or arcs) connecting these nodes and representing
e.g. routes or cables. The set of nodes connected to a node by an edge or arc is called
neighbors. Furthermore, there is generally an origin and a destination, also referred to
as the start node and end node or the source and sink. It can be distinguished between
directed graphs with ordered pairs of distinct nodes connected by an arc and undirected
graphs with unordered ones connected by an edge. It is referred to a path as a sequence
of nodes. Accordingly, a directed path is a sequence of distinct nodes connected by arcs,
while an undirected path (also called chain) only contains edges. A directed (or undi-
rected) path is a directed (respectively, undirected) cycle when origin and destination
are equal. A graph without cycles is acyclic. A graph is said to be connected if at least
one undirected path exists between any two nodes of the graph, otherwise it is called
disconnected. A subgraph of a graph is a subset of nodes and of edges/arcs. It is a
spanning subgraph, if the subset of nodes corresponds to the set of nodes of the graph.
A spanning subgraph that is a tree, i.e. a connected acyclic graph, is a spanning tree,
which incorporates a unique path between any two nodes. Finally, a directed graph
can be a directed network when numerical values are associated with its nodes or arcs
(Nemhauser et al. 1989, p. 228), such as available merchandise with nodes or maximum
capacities as constraints with arcs (Finke 2008, p. x).

To solve problems modeled using graph-related notions, the algorithmic graph theory
provides solution procedures, i.e. graph algorithms (Turau 2009, p. 1). Various algo-
rithms are available for a range of problems. Important and classical combinatorial
problems are shortest path problems (Bertsekas 1998, p. 52). Nemhauser et al. (1989,
p. 215) states that the “shortest path problem is to determine directed paths of smallest
cost from a given node 1 to all other nodes.” They are said to be “the most fundamental
and also the most commonly encountered problems in the study of transportation and
communication networks” (Nemhauser et al. 1989, p. 249). Thus, when aiming for the
shortest, fastest, cheapest or safest path between selected pairs of nodes in a network, as
in ship weather routing, a shortest path problem may be existent. Since these problems
are applied in a broad variety of contexts, the design and test of efficient algorithms
has been a major research area in network optimization. As to Nemhauser et al. (1989,
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p. 249), solution difficulty depends on the type of shortest path problem. This is among
others determined by the number of origins and destinations, the negativity or nonneg-
ativity of arc weights as well as constraints, such as turn penalties or specified nodes,
i.e. fixed waypoints on a ship’s route. It can be distinguished between label setting
methods for nonnegative arc weights and label correcting methods for both, negative
and nonnegative arc weights. While the first assign permanent (optimum) labels to the
nodes, the latter assign temporary ones that become permanent only in the final step.
Costs, distances or times usually assigned to arcs in ship weather routing are typically
nonnegative. Applied graph based approaches are described in the following.

It is to be noted that shortest path problems can also be formulated as dynamic
programming problems (see Sec. 4.4.2) and vice versus, which presents an “important
connection between shortest path problems and problems of deterministic discrete-state
dynamic programming, which involve sequential decision making over a finite number
of time periods” (Bertsekas 1998, p. 53). A dynamic programming problem can be
converted to a shortest path problem by introducing a graph with arcs equivalent to
transitions between states at successive stages and an associated cost (Bertsekas 1998,
p. 54). The final stage is handled by an artificial terminal node, where each state of the
final stage is connected to by an arc. While control sequences in general are represented
by paths from the initial state to one of the nodes substituting the final stage, the optimal
one is equivalent to the shortest path. Keeping this in mind, those ship weather routing
problems and approaches described by stages and states for sequential decision making
are outlined in Sec. 4.4.2 although they may also be treated in this section.

Dijkstra’s Algorithm The most popular label setting algorithm to approach shortest
path problems is Dijkstra’s algorithm (Nemhauser et al. 1989, p. 250). Often, it is
described as a greedy algorithm but also a dynamic programming perspective on the
algorithm is presented by Sniedovich (2006). First published by Dijkstra (1959), it finds
shortest paths between an origin and all other nodes in a directed graph. It fans out
from the origin to adjacent nodes and labels the nodes according to their distances from
the origin. In a next step, it fans out from the adjacent node with the total shortest
distance from the origin. Since several paths may lead to the same node, the label is
temporary until the shortest path is found and the label becomes permanent. Thus, the
method continuously scans adjacent nodes and updates labels. It terminates when all
nodes are permanently labeled. This procedure leads to the optimal path based on the
idea that “it is always possible to designate the node with the minimum temporary label
as permanent” (Nemhauser et al. 1989, p. 250).

Takashima et al. (2009) employ Dijkstra’s algorithm to derive a sub-optimal minimum
fuel route for coastal merchant ships by controlling the ship’s heading. The propeller
revolutions are constant and only adjusted iteratively in every optimization run to fi-
nally meet a given arrival time. The graph is defined by nodes two miles apart located
on lines perpendicular to a standard route, similar to that shown in Fig. 4.1c. In com-
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(a) Regular Graph with Dif-
ferent Number of Neigh-
bors

(b) Graph based on Great Circle
Route and Rhumb Lines

(c) Graph based on Five Head-
ings and Boundaries

Figure 4.1: Examples of Graph Designs

parison, Sen and Padhy (2010, 2015) use Dijkstra’s algorithm to calculate a minimum
time route in the North Indian Ocean. Assuming a two-dimensional, usually 1° x 1°,
grid with weather data available at each node, the travel time at constant engine power
is assigned as weight to each arc. The speed is involuntarily reduced by the prevailing
weather conditions and voluntarily by safety limits (see Sec. 5.5.3). Geographic con-
straints and unfavorable weather conditions are considered through large weights. The
method’s main deficiency is the smoothness of the final path which results from the regu-
lar graph and eight neighbors, as indicated by the solid lines in Fig. 4.1a. Also Mannarini
et al. (2013) apply Dijkstra’s algorithm to calculate a minimum time route by controlling
the ship’s heading at constant speed constrained by landmasses and MSC.1/Circ. 1228
(see Sec. 5.5.2). Focusing on the Mediterranean Sea, the prototype is based on a regular
graph with thirty nodes at a distance of four nautical miles and twenty-four instead of
eight neighbors per node. These are located at the end of the dashed lines in Fig. 4.1a
as well as in the same square when extending the solid lines. Moreover, Vettor and
Guedes Soares (2016) apply Dijkstra’s algorithm to generate an initial population for an
evolutionary approach (see Sec. 4.5.2).

Eskild (2014) uses Dijkstra’s algorithm to minimize the fuel consumption, which is as-
sumed as a function of the heading only due to constant engine power. Constraints are
imposed by criteria for slamming, deck wetness, roll motions and vertical accelerations.
The graph is defined by nodes located on rhumb lines connecting the origin and desti-
nation and points at a distance of 1◦ on a line perpendicular to the great circle route,
as shown in Fig. 4.1b. To reduce the computational effort the number of neighbors of a
node (except origin and parents of destination) is restricted to a maximum of three. The
fuel costs for each arc are assigned as weight. Although the application of this weather
routing approach does not lead to any fuel savings compared to the great circle route,
extreme weather conditions are avoided. A shortcoming is that landmass avoidance,
ocean currents and ship speed optimization are not considered. Dijkstra’s algorithm is
also applied by Montes (2005) and Chu et al. (2014) for navy vessels. Montes (2005)
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aims to derive a minimum time route using a grid with 0.5 ◦ resolution in the western
Pacific Ocean, speed reduction and fuel consumption curves as well as weather and speed
limits. Chu et al. (2014) aim to determine a minimum cost route by creating a 3D grid
(latitude, longitude, time) based on user-specified departure and arrival locations and
times as well as minimum and maximum ship speed. An optimal path is computed by
controlling speed and heading and considering (ensemble) weather conditions and the
ship’s hull, power curve and loading condition.

Finally, Chen (2013) and Jeffery (2015) state that variations of Dijkstra’s algorithm
are often employed to approach the problem by considering a ship sailing with full power
at different headings while neglecting speed management. This, however, is critical for
exploiting fuel saving potentials, reducing weather risks and ensuring safe ship operation.
Combined route and speed optimization allows the ship to slow down to avoid severe
weather conditions in addition to changing the route. Consequently, latest approaches
employing Dijkstra’s algorithm use a 3D graph in a spatial and temporal domain.

Multi-objective Optimization with Dijkstra’s Algorithm In contrast to the single-
objective applications of Dijkstra’s algorithm, Böttner (2007) and Skoglund et al. (2012)
aim at multi-objective optimization. Böttner (2007) suggests to use a generalization of
Dijkstra’s algorithm for finding the shortest and fastest route to a refuge or harbor in case
of limited maneuverability and propulsion capacity. It is based on Aneja et al. (1983)
formulating a special case of a minimal cost-flow problem with side constraints and pre-
senting an implicit enumeration algorithm. It first introduces operations to reduce the
network (e.g. deleting edges leading to unfeasible turning angles) and second applies
a multiple vectorial labeling scheme, which is a generalization of Dijkstra’s algorithm.
Thus, a multidimensional cost vector is assigned to each arc containing e.g. distance and
time values. The graph is discretized in space and time, generated automatically based
on the ship’s current position, and refined the closer the ship is to the coast.

Skoglund et al. (2012) additionally use the concept of Pareto optimality. When moving
from the origin to the destination and evaluating the arcs, the algorithm saves all Pareto
optimal labels for each node, thus the set of values for each objective, such as arrival
time and fuel consumption (Skoglund et al. 2012, p. 5). Hence, it allows to compute
Pareto optimal solutions to a multi-objective routing problem. It can be applied using
both deterministic and ensemble forecasts (see Sec. 3.4), but requires improvements as
to the ship performance model and investigations to determine an appropriate spatial
and temporal resolution and structure of the graph.

Combined Shortest Path and Gradient Approach Aiming at a minimum cost solution
of the ship weather routing problem, Weber (1995) considers the ship voyage process as
a finite sequence of temporal and local state changes. Therefore, Weber (1995, p. 64)
introduces a state vector, a control vector, a vector containing all constraints and an
admissible region. The state vector contains state variables and describes the state of
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Figure 4.2: Graph with Intermediate Waypoint, adapted from Weber (1995, p. 76)

the process in a defined number of stages, while the control vector contains decision
variables and guides the process from one state to the next or one stage to the next.
Constraints need to be satisfied by the state and decision variables at all times. The aim
is to find the optimal control vector and corresponding optimal state vector from the
set of admissible vectors that connect the initial and the final state with minimal costs.
The discrete mathematical model is based on a directed graph with nonnegative arc
weights that has a geometrical shape of a hexagon and stretches from the origin to the
destination (Weber 1995, pp. 68f.), as depicted in Fig. 4.2. The figure also shows that
several hexagons may be connected to allow the specification of intermediate waypoints.

The optimization problem is approached by solving a combinatorial problem, i.e. a
shortest path problem, to calculate the state vector for a given control vector and by
solving a nonlinear problem to calculate the control vector for a given state vector. Both
methods are applied alternately to determine the shortest path and the optimal control,
where the result of one method is input to the succeeding other (Weber 1995, p. 74).
Due to the objective of minimal costs, the state vector for a given control vector must
be a shortest path, thus total costs are minimal (Weber 1995, p. 77). The shortest
path is derived by employing Dijkstra’s algorithm and considering landmasses. As long
as the objective can still be improved or a termination criterion is not fulfilled, the
iterative procedure is continued. After termination, i.e. if two identical state vectors
are determined in succession, a smoothing algorithm is used since discretization effects
are a drawback of Dijkstra’s algorithm. The nonlinear optimization problem with the
objective of minimal costs is approached by an iterative gradient method, whose linear
convergence speed is considered to be sufficient and which is less dependent on the
initial guess (average number of propeller revolutions) compared to Newton’s method.
The aim is to decrease a differentiable objective function until its minimum is reached
by iteratively improving the current estimated solution based on the gradient, which is
the vector of partial derivatives and indicates the direction of improvement (Eiselt and
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Sandblom 2010, p. 65). Constraints, that include time restrictions, engine characteristics
and a maximum wave height and wind speed, are considered by penalties in the objective
function and by inadmissibility of vectors violating constraints (Weber 1995, p. 88).
The convergent approach is said to be independent of the initial guess and to yield a
continuous ship’s route without unintentional discontinuities.

A* Algorithm The A* algorithm is a generalization of Dijkstra’s algorithm and simi-
larly determines the shortest path (Turau 2009, p. 270). The aim is to reach a destination
as fast as possible, which is equivalent to minimizing the number of nodes visited. The
main feature of the A* algorithm is a heuristic function that is used to estimate the
shortest path from each current node to the destination. Thereby, it is determined
which node is visited next. Admissible heuristic functions always underestimate the
length of the shortest path to the destination (Turau 2009, p. 271). Dijkstra’s algorithm
is a special case of the A* algorithm with the heuristic function set to zero.

A time-dependent A* algorithm is employed within this thesis to find a route of min-
imum fuel costs, as outlined in Sec. 6.3.1, and by Meyer (2014), Walther (2015), and
Walther et al. (2015) for an unmanned autonomous and a wind-driven hybrid merchant
ship. When comparing this to a genetic algorithm, it appears to be superior for the
considered problem since the results are more reliable and do not depend on the initial
population, population size and number of variables (Walther et al. 2017). Also Bentin
et al. (2016) apply it to minimize and analyze the fuel consumption of a ship with and
without wind assistance at a given speed on an optimized route. Thus, it is accounted
for the impact of wind, waves and wind assisted propulsion as well as constraints by a
maximum passage time and safety limits. The nodes of the graph are arranged along
and symmetrically to each side of the orthodrome, i.e. the great circle route, connecting
origin and destination. Since the nodes are specified by a ship traveling with a certain
speed and heading for a certain time (Bentin et al. 2016, p. 160), it may be considered
similar to the Isochrone Method (see Sec. 4.4.2) including a heuristic.

Veneti et al. (2015b, 2017) consider a bi-objective time-constrained ship weather rout-
ing problem formulated as a shortest path problem. The aim is to minimize fuel con-
sumption and safety risks based on IMO (2007), MSC.1/Circ. 1228 (see Sec. 5.5.2), while
controlling the ship’s heading at constant speed and respecting a given arrival time. A
variable speed is assumed to be less important in coastal shipping, such as in the exam-
ined Aegean Sea. To efficiently return the whole Pareto set, Veneti et al. (2017, p. 221)
propose “(i) a dynamically partitioned grid for reduced graph size as well as an alterna-
tive reduction technique where grid is pruned along a given voyage plan, (ii) a heuristic
function used to transform the initial algorithm into a bi-objective A* algorithm thereby
reducing the search space and (iii) a technique for deriving loopless ship routes”. Some
techniques are presented by Makrygiorgos et al. (2015). The static grid has a regular
structure and a node has sixteen neighbors, as indicated by the solid and dashed lines
in Fig. 4.1a. The dynamically partitioned grid is based on the idea of removing nodes
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so that the reduced grid still yields most solutions of the original Pareto set. It can only
be applied to static graphs with constant costs assigned to arcs, i.e. in static weather
conditions assumed for short routes (Veneti et al. 2017, p. 228). Loops can be avoided by
remembering all intermediate nodes of each path or by initially defining an acyclic graph
(Veneti et al. 2017, p. 228). According to experiments, the heuristic function leads to
a significant increase in computational speed (Veneti et al. 2017, p. 225). However, the
lack of speed as decision variable and a simple ship model can be seen as shortcomings.
The approach is compared to an evolutionary one outlined in Sec. 4.5.2.

Other Graph Search Approaches The following approaches are based on graphs and
are mostly called grid based or grid search approaches by the authors. They may also
be considered as dynamic programming approaches, but little information is given on
mathematical modeling and the algorithmic solution procedure. The approach proposed
by Skoglund et al. (2012) inspired the 3D Grid Search Method applied by Andersson
(2015) to solve a single-objective optimization problem using a 3D grid (longitude, lati-
tude and time) with different stages along the longitudinal direction. Since an existing
implementation only considers a single objective, the three objectives of minimum time,
wave impact and fuel consumption are considered individually and trade-off solutions
are determined using Pareto optimality. Due to long computation times for long voyages
(e.g. transatlantic), it is more suitable for short voyages or may require sampling the
Pareto front and running it on a cluster (Andersson 2015, pp. 22f.). The approach is
also used by Hameed (2015) in addition to the DIRECT method (see Sec. 4.2.1).

Cui, Howett, et al. (2016) and Cui, Turan, et al. (2016) present a grid based method
with the network formed by points that are reachable along five headings from each
point, as shown in Fig. 4.1c. The points are located within defined boundaries and on
lines perpendicular to the great circle route between origin and destination. By varying
the random discretized speed assigned to each leg, a Pareto front can be provided for
decision support that displays arrival time versus fuel consumption accumulated for all
legs of one route. Potential for improvement mainly concerns the ship’s resistance and
land avoidance. Lu et al. (2015) employ a similar graph, where a possible route, such
as the great circle route, is divided into stages at which nodes are distributed equally
in latitudinal direction with a unique longitude. The minimum fuel route at a given
average speed and variable heading is defined as the optimum. The user can weigh the
attributes, such as fuel consumption, safety or passage time, as to their importance.

4.4 Dynamic Programming
Dynamic Programming (DP) focuses on situations, more specifically dynamic systems,
in which decisions are made in stages (Bertsekas 2005, p. 2). Often, dynamic systems
are classified into continuous and discrete dynamic systems. As to Domschke et al.
(2015, p. 169), a discrete dynamic system, thus the corresponding discrete model, is
given when decisions or changes of states are made at discrete points in time (or in
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discrete steps). Hence, the states are represented by a discrete state variable, otherwise
the model is continuous. In the case of systems represented by continuous models, state
changes are possible through continuous decision making (= control), which is subject
to control theory. Besides the differentiation between continuous and discrete models,
DP problems and their corresponding models can be classified according to three further
aspects. These are related to deterministic and stochastic models, to state and decision
variables being single variables or vectors as well as to a finite or infinite number of
stages, states or decisions. In deterministic models, the current state and policy decision
at the current stage completely determine the state at the next stage. In case of a
stochastic model, either the state or decision is only known as a probability function
(Poler et al. 2014, p. 329). Furthermore, Hillier and Lieberman (2010, p. 432) categorize
deterministic DP problems by the form of their objective function, which generally aims
at minimization or maximization. When differentiating between continuous and discrete
dynamic systems, the former are usually approached by methods from optimal control,
solutions of the latter are typically obtained using a DP algorithm. Both are addressed
in detail by Bertsekas (2005) and concerning ship weather routing in the following.

4.4.1 Continuous Dynamic Programming
As to Bertsekas (2005, p. 106), a continuous-time dynamic system can be described by a
state vector at a time, a vector of first order time derivatives of the states at that time, a
control vector at that time, which are all viewed as column vectors, as well as a control
constraint set, and a terminal time specifying the maximum for all times. It is assumed
that the system function is continuously differentiable with respect to the state vector
and is continuous with respect to the control vector. The control trajectories, thus the
admissible control functions, are the piecewise continuous functions. A state trajectory
corresponds to the unique solution of the system of differential equations that is assumed
to exist for any admissible control trajectory. The aim is to determine an admissible
control trajectory and corresponding state trajectory that minimize a cost function.

Pontryagin’s Minimum Principle To approach deterministic continuous-time optimal
control problems, the analog of the DP algorithm (see Sec. 4.4.2) is the Hamilton-Jacobi-
Bellman equation (Bertsekas 2005, p. 109). It is a partial differential equation that
is satisfied by the optimal cost-to-go function considering certain assumptions. It is a
sufficient condition, while Pontryagin’s Minimum Principle, also referred to as maximum
principle, is a necessary condition for optimal control (Wit 1988). Pontryagin’s theory on
optimally controlled processes is applied by Wit (1968, 1970, 1976) to mathematically
treat optimal ship routing as a minimum time problem. In order to, among others,
search for a global solution, Wit (1968) additionally introduces time fronts, which are
the boundaries of regions of points reachable within a given time. The use of time fronts
is similar to the Isochrone Method described in Sec. 4.4.2. The minimum principle of
optimal control theory and its connection to the method of DP are discussed for the case
that ship weather routing is treated as a continuous process as well as in relation to the
objective of minimum fuel consumption by Bijlsma (2002).
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Calculus of Variations Problems from calculus of variations relate to finding (possibly
multidimensional) curves with certain properties concerning optimality. This can be a
curve of minimum length from a given point to a given line (Bertsekas 2005, p. 108).
They can be transferred into problems from optimal control with the aim to find an
optimal control trajectory. In general, calculus of variations aims to find extremals, thus
minima or maxima, of functionals by varying the parameters that control the trajectory,
such as time or speed in ship weather routing. A functional can be a rule that associates
numerical values with curves. It can be an integral or derivative (Dreyfus 1965, p. 27).
Key to calculus of variations is the Euler-Lagrange equation, which is a necessary con-
dition. To derive a minimum time route, Haltiner et al. (1962) and Hamilton (1961)
apply calculus of variations by numerically solving the associated Euler-Lagrange equa-
tion using relaxation methods and assuming the ship’s speed to be a time-independent
function of direction and position. Deficiencies are related to the assumption of a steady
wave field and stationary form of the differential equation.

The method by Haltiner et al. (1962) has been extended by Faulkner (1963) to take
into account time-dependent wave height and direction. It aims at minimum time courses
by assuming the speed to be a known function of position, heading and time, and apply-
ing a different method to solve differential equations (Bliss 1918). Developments have
been continued by Bleick and Faulkner (1965) using a series of semidaily wave analyses
provided by a numerical weather facility. Haltiner et al. (1968) extrapolate these fore-
casts for a longer time period and refine the method to achieve rapid convergence when
iteratively determining an admissible track by variation of time extremal ship tracks.

In comparison to Hamilton (1961), Bijlsma (1975) considers three additional condi-
tions (Weierstrass, Legendre and Jacobi) when numerically computing a ship’s least-time
track. An arc satisfying the four necessary conditions yields only a relative minimum.
Hence, the time front is considered, which represents the boundary of a set of points
reachable within a specific time given by the temporal resolution of the wave data. After
initialization, the points attainable along the extremals, the great circle and rhumb line
within every time step are computed until the destination is reached or a boundary,
such as land, requires the introduction of an intermediate point to start a new extremal,
as shown in Fig. 4.3. To minimize the fuel consumption, speed may be introduced as
new decision variable. However, due to the insufficient accuracy of the applied empirical
fuel functions and an arising inhomogeneity of equations, Bijlsma (1975) favors suitable
approximations to estimate fuel costs. Nevertheless, the method is not only extended for
limited maneuverability (Bijlsma 1999), but also for minimum fuel consumption (Bijlsma
2001), for a pre-specified fuel consumption on a minimum time route to meet emission
requirements (Bijlsma 2008) as well as for consideration of ocean currents (Bijlsma 2010).

Papadakis and Perakis (1990) approach a minimum time ship routing problem in sta-
tionary or time-dependent environments by calculus of variations and optimal control
considerations. The ship’s speed is a function of either direction or time and direction.

53



4 MODELING AND OPTIMIZATION APPROACHES

Figure 4.3: Minimum Time Route derived by Calculus of Variations, adapted from
Bijlsma (1975, p. 40)

Perakis and Papadakis (1989) extend the approach and use a more general vessel per-
formance model and constraint set to express the ship’s dynamics within the 2D routing
space. The heading and power setting are considered as decision variables. The routing
space is discretized into a finite number of subregions, where the ship’s speed is assumed
to be only time dependent. A ’broken extremal’ approach based on local optimality
and global boundary conditions is introduced to achieve piecewise continuous optimal
policies.

4.4.2 Discrete Dynamic Programming

Dynamic programming provides a systematic solution procedure for decision problems in
which a sequence of interrelated decisions has to be made in order to achieve an optimum
combination of decisions as a solution for the problem (Bertsekas 2005, p. 2; Domschke
et al. 2015, p. 165; Hillier and Lieberman 2010, p. 424). DP problems can typically be
divided into several stages. Each stage is composed of a number of associated states
describing the possible conditions of the system at this stage. Moreover, each stage re-
quires a policy decision which aims “to transform the current state to a state associated
with the beginning of the next stage” (Hillier and Lieberman 2010, p. 429). By deter-
mining the optimal policy decision for each state at each stage, an optimal policy for the
overall problem can be found. Considering the current stage, the optimal policy for the
following stages does not depend on the policy decisions of former stages. This is known
as Bellman’s principle of optimality (Bellman 1952, 1954, 1957), which constitutes the
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basis of DP (Bertsekas 2005, p. 18; Gerdts and Lempio 2011, p. 465). Accordingly, the
last stage does not depend on any previous stages and is solved first. Based on the
optimal policy for this stage, a recursive relation allows to determine optimal policies
for the previous stages by moving backwards stage by stage until reaching the initial
one and yielding the optimal solution for the entire problem. Hillier and Lieberman
(2010, p. 431) state that many problems, in particular those with stages corresponding
to time periods, require solution procedures moving backwards. In ship weather routing,
forward and backward methods can be found.

Challenges when applying DP can be related to appropriate modeling of the problems,
to the required design of the solution method as there is no universal method, such as
the simplex method in linear programming, and to the possibly stochastic character of-
ten given in practical applications (Domschke et al. 2015, p. 165). Although a universal
formulation for problems that are to be solved by DP can be given, mathematical mod-
eling may be rather difficult for some problems and demands considerable experience to
develop a valid model. Since there is no universal method but only a general solution
principle, a problem-specific implementation into a solution procedure is required.

It is to be noted that DP, particularly discrete deterministic models, can also be used
to determine shortest paths in a graph, as indicated in Sec. 4.3. In case DP cannot
be successfully applied to a discrete DP problem, procedures from linear or nonlinear
programming may help since every discrete DP problem is a very large but structured
finite-dimensional problem (Gerdts and Lempio 2011, p. 457). The following paragraphs
are dedicated to those ship weather routing problems and approaches that are described
in some way by stages and states for sequential decision making. Also the so called
isochrones described below may be seen as stages. Moreover, recent approaches, which
are referred to as isochrone methods by their authors, show minor or major similarities
to those approaches that explicitly relate to dynamic programming. Approaches rather
using typical graph related notions are discussed in Sec. 4.3.

Original Isochrone Method The first developments of the so called Isochrone Method
are generally attributed to James (1957). The deterministic method is used to manually
derive least-time tracks by variation of the ship’s heading at constant engine power.
It assumes a ship traveling straight ahead with various headings for a specified time.
The points reachable from the origin within this time under consideration of weather
impacts constitute the first time front, i.e. isochrone. The second isochrone is formed by
points reachable on lines perpendicular to the first isochrone. The process is repeated
and terminated when reaching the destination. The optimal path can be determined
by tracing back the route that passes through the least number of isochrones from
the destination to the origin in a recursive manner. Disadvantageous for computerized
calculation is the possible occurrence of so called isochrone loops, which are irregularities
“in shape of an isochrone caused by non-convexity of speed characteristic for given
weather data” (Szlapczynska and Smierzchalski 2007, p. 3).
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Modified Isochrone Method Improvements of the Isochrone Method for computer-
ized calculation are among others presented by Hagiwara and Spaans (1987), Hagiwara
(1989), Spaans (1985), and Spaans and Hagiwara (1987). Hagiwara (1989) describes
the Modified Isochrone Method applied to single-objective deterministic minimum time,
fuel and cost routing and stochastic minimum time and fuel routing. Instead of treating
ship weather routing as a continuous optimization problem, it is considered as a mul-
tistage decision process with discretized time to be more convenient for computerized
calculation. The proposed method is also regarded to be superior to DP methods due to
reduced computational effort particular in stochastic routing. Referring to Shao et al.
(2012) and Spaans and Stoter (2000), the Modified Isochrone Method is also applied by
the Ship Performance System Optimisation (SPOS) described in Sec. 2.5.

For minimum time routing the procedure presented by Hagiwara (1989) is similar
to that of James (1957), but with the ship traveling along great circle routes (GCRs)
with various discretized headings. To limit the number of points per isochrone, a set of
sub-sectors around the reference GCR between origin and destination is introduced, as
illustrated in Fig. 4.4a. Decreasing the sub-sector width may increase the method’s accu-
racy. In each sub-sector marked by two GCRs departing from the origin, only the point
with maximum distance is selected. After reaching the destination, the optimal path
may be traced back, as exemplified in Fig. 4.4b. For minimum fuel and cost routing, the
method is applied at a varying number of propeller revolutions to iteratively determine
the optimum route meeting a given arrival time or time window. It is only a sub-optimal
result, since the propeller revolutions are constant throughout the whole voyage. For
stochastic routing, information on environmental forecast errors is incorporated in the
method to estimate standard deviations of passage time and fuel consumption.
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Figure 4.4: Principle of the Modified Isochrone Method, adapted from Hagiwara (1989,
p. 21, 24)
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According to Szlapczynska and Smierzchalski (2007), the method proposed by Hagiwara
(1989) only provides a general solution for land avoidance. This is why an isochrone
method is presented with area partitioning. It not only requires origin and destination
to be in water but also the lines connecting one point and its predecessor. This is achieved
by a bitmap-based algorithm. The method is used to generate an initial population for
an evolutionary approach that allows multi-objective optimization (see Sec. 4.5.2).

3D Modified Isochrone Method A three-dimensional Isochrone Method proposed by
Fang and Lin (2015), Lin et al. (2013), and Lin and Fang (2013) aims at minimum fuel
consumption or passage time. It controls the ship’s heading and speed, meets a given
arrival time and considers constraints related to land avoidance and safety (roll motion).
It is said to be a recursive forward algorithm based on stages consisting of states (see
Fig. 4.5). The use of voyage progress as a stage variable suggests similarities to the 3D
dynamic programming methods described below.

2D Dynamic Programming A 2-dimensional Dynamic Programming (2DDP) approach
has been proposed e.g. by Nagle (1972), Wit (1990) and Zoppoli (1972) to solve a
discrete ship weather routing problem. While assuming a constant number of propeller
revolutions, the ship’s heading is varied to find a minimum time or fuel route.

3D Dynamic Programming In contrast to 2DDP, 3-dimensional Dynamic Program-
ming (3DDP) considers the ship’s speed or propeller revolutions as a variable in addition
to the heading. This allows route and speed optimization. It is among others applied by
Aligne et al. (1997), Calvert (1990), Chen (1978), and Petrie et al. (1984) with preceding
research done by Motte (1981) and Motte and Calvert (1988, 1990). While Aligne et al.
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Figure 4.5: Principle of the 3D Modified Isochrone Method with Stages along the Great
Circle Route, adapted from Lin et al. (2013, p. 186)
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(1997) and Petrie et al. (1984) use a forward algorithm, Calvert (1990) and Chen (1978)
apply a backwards one. For instance, Chen (1978) has developed a dynamic program
for minimum cost ship routing under uncertainty using a stochastic DP algorithm. It
not only considers ship dynamic response characteristics but also probabilistic environ-
mental conditions, which may result in probabilistic travel time and hence may effect
the choice of optimal control policies. Constrained by ship operational requirements, the
ship’s trajectory and its corresponding heading and power output are computed. The
method has been improved over the years (also see Sec 2.5). Chen (2013) suggests a
3DDP method to minimize fuel consumption under safety constraints and for a range
of arrival times. The grid may be user-defined. Including the computation of ship re-
sponses and engine overload, the problem is said to be solved within a few minutes. The
set-up allows application on board as well as ashore.

Also Shao and Zhou (2011, 2012) and Shao et al. (2012) solve a single-objective discrete
optimization problem deterministically by 3DDP. The aim is minimum fuel consumption
under consideration of several constraints. In contrast to Chen (1978), Shao et al. (2012)
employ a forward algorithm with a fixed initial time of departure, while the arrival time
at each stage is flexible. A path is considered to be optimal if and only if the choice of
the previous path is optimal for any intermediate stage. The voyage progress is used to
describe the stages that have a spatial layout perpendicular to the great circle route as
shown in Fig. 4.6. A state is specified in three dimensions by location (grid point) and
time (arrival time). Between two consecutive stages, the values of the decision variables,
namely ship’s heading and engine power, are assumed to be constant. First, the ship’s
heading is computed from the initial state to each grid point on the second stage. For
each heading and calm water speed, the fuel consumption and voyage time are derived
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Figure 4.6: Principle of the 3D Dynamic Programming Method with Stages Perpendic-
ular to the Great Circle Route, adapted from Shao et al. (2012, p. 244)
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for the passage between two consecutive stages within a specified time interval. Any
ship’s heading, speed, engine power, or passage time violating constraints is abandoned.
Finally, at each location a set of routes with minimum fuel consumption corresponding
to different arrival times can be obtained. Once the state of the final stage is reached,
the optimal route can be reconstructed easily. Shao and Zhou (2011) compare the pro-
posed 3DDP to the traditional 2DDP as well as to three types of genetic algorithms
with minimum fuel consumption and passage time as objectives. In all cases, the same
grid system is used. It is concluded that 3DDP is to be favored over 2DDP due to the
variation of the ship’s heading and engine power. It is also said to be superior to all
three genetic algorithms since less parameters need to be defined and it is able to de-
termine a global optimum particularly in harsh weather conditions. However, adequate
parameter settings for the genetic algorithms are not studied and information about the
computational effort is not given.

Figari et al. (2017), Ottaviani et al. (2016), Zaccone and Figari (2017), and Zaccone
et al. (2018) apply 3DDP coupled with a dynamic ship propulsion model (see Sec. 5.6.4)
to derive a minimum fuel route and speed profile constrained by ETA and ship motion
thresholds (see Sec. 5.5.3). The underlying three dimensional space-time-grid is arranged
along the great circle route, similar to Fig. 4.6. It is assumed that deviations from this
shortest route are ideally only caused by harsh weather. Geographically, ten stages
with ten steps each are assumed on an exemplary transatlantic route. Weather impacts
only refer to wind and waves. Ocean currents are neglected. The developed method is
available in form of SmartNautilos, a web application (On AIR 2018a,b).

Iterative Dynamic Programming Avgouleas (2008) presents an improved DP approach,
i.e an Iterative DP (IDP) algorithm (Luus 2000), to solve a deterministic nonlinear fuel
minimization problem while controlling speed and heading and taking into account safety
constraints. Standard DP methods require a fine grid to ensure convergence to the global
optimum inducing significant computational effort. Hence, the applied IDP method uti-
lizes an iterative procedure of piecewise constant control with a single grid point instead
of a complete grid of admissible states. After initially guessing the optimal control and
defining the number of controls (allowed speeds and headings) and the increment, an
optimal control policy is determined and the solution improved in each iteration. The
procedure avoids using fine grids for standard DP methods as well as derivatives for
variational methods. It is considered to be suitable for the highly nonlinear minimum
fuel problem lacking convexity or other optimality conditions, both locally and globally.

Isopone Method The so called Isopone Method is proposed by Klompstra et al. (1992).
It is based on the Modified Isochrone Method presented by Hagiwara (1989) with the
time fronts being replaced by energy fronts. This boundary of a set of points is reachable
with a specific amount of fuel in a three-dimensional space (location and time). The
method is based on a recursive description of the optimization problem which is key to
DP (Finke 2008, p. 96). The first isopone is determined by the set of points reachable

59



4 MODELING AND OPTIMIZATION APPROACHES
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Figure 4.7: Illustration of Isopones reachable with a Specified Amount of Fuel in Con-
stant Weather Conditions, adapted from Klompstra et al. (1992, p. 289)

from the initial state roughly along the great circle. Each point of the first isopone is
an initial point of further energy fronts, whose envelope forms the second isopone, as
illustrated in Fig. 4.7. The depicted barrel-shaped energy fronts result from uniform
weather conditions. Initial points for the third isopone are the boundary points closest
to the destination in each of the constructed subsectors, which are defined by parabolic
planes parallel to the x1-x2-plane. The final isopone needs to meet the destination,
otherwise recalculation with a smaller amount of fuel or calculation of the minimum
fuel route from the second-last isopone is required. When the final isopone is plane, the
resulting path is not only fuel optimal but also time optimal.

4.5 Metaheuristic Methods

Commonly, heuristic methods are used to search for a good feasible solution reasonably
close to the optimum of the specific problem. For many years, these methods have
been designed to fit specific problems rather than a variety. Efficient general solution
methods called metaheuristics have gained popularity in recent years. They aspire to
provide “both a general structure and strategy guidelines for developing a specific heuris-
tic method to fit a particular kind of problem” (Hillier and Lieberman 2010, p. 607).
A metaheuristic aims to enable a robust search of a feasible region and to escape local
optima by combining local improvement procedures with higher level strategies (Hillier
and Lieberman 2010, p. 610). Sophisticated algorithms, such as tabu search, simulated
annealing and genetic algorithms, can also be employed for integer nonlinear program-
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ming problems with local optima far from the global optimum as well as for various
combinatorial problems (Hillier and Lieberman 2010, p. 491). Metaheuristics applied to
the ship weather routing problem include simulated annealing, genetic algorithms and
other evolutionary methods. Due to the combination of local and global search also the
DIRECT method outlined in Sec. 4.2.2 may be named here.

4.5.1 Simulated Annealing

Simulated annealing is a widespread metaheuristic that aims to perform a process able
to escape from a local optimum. Originally, it is inspired from metallurgy and annealing
metals, which may have defects if cooled too quickly (Finke 2008, p. 87). The method
assumes an initial solution and searches for another solution in the neighborhood that
may become the current solution. The underlying idea behind this method to escape
local optima relates to the possibility of arriving at a lower quality neighboring solu-
tion with a probability not equal to zero. A parameter related to the temperature is
introduced that regulates the acceptance probability of solutions of worse costs, thus
deteriorating solutions. Typically, the parameter is large in the beginning and decreases
towards zero throughout the process. The rule of decrease, thus cooling, determines the
performance of simulated annealing, since rapid cooling might lead to a low quality local
optimum and slow cooling may induce high computational effort.

In ship weather routing, simulated annealing is employed by Kosmas and Vlachos
(2012) to minimize a cost function, which is the weighted sum of voyage time and
comfort (including safety) and dependent on environmental influences. This is done by
defining several initial routes represented by smooth curves, which are approximated by
polygonal lines and divided into segments. Hence, sets of waypoints are introduced that
are iteratively moved during the process until a minimum is found. Evaluated optimal
routes seem to be in line with results obtained by genetic algorithms. Commercially,
simulated annealing is applied by FORCE Technology in the system SeaPlanner, as
stated by Larsson and Simonsen (2014) and indicated in Fig. 2.7.

4.5.2 Evolutionary Methods

Inspired by the process of natural evolution, evolutionary methods are usually composed
of three key elements: A population consisting of several individuals that represent can-
didate solutions of the problem, an evaluation mechanism to measure an individual’s
quality and an evolutionary mechanism to select and produce individuals (Finke 2008,
p. 224). Typically, an initial population generated in the beginning is followed by an
evolutionary process. The evaluation mechanism is applied to measure the quality of
the specific solution and assign a fitness to each individual. The part with the highest
quality is selected to produce a new generation of individuals using the evolutionary
mechanism. The selection process aims to conserve the best-adapted, fittest individuals
while eliminating less-adapted ones. Mutation, crossover or recombination are used to
modify individuals and create further generations with potentially superior individuals.
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When a preset termination condition is met, such as a maximum number of evaluations
or generations, the process is exited. Evolutionary methods, particularly genetic algo-
rithms, are used in particular if the function to be minimized does not possess sufficient
continuity or differentiability properties or if a global minimum is sought (Gerdts and
Lempio 2011, p. 500). The application of evolutionary algorithms often yields good
initial results, i.e. existing solutions are rapidly improved, but it might be difficult to
achieve an optimum with high accuracy. In addition, these algorithms have stochastic
components, so there is no guarantee that an optimum will actually be achieved. In this
regard, Finke (2008, p. 225) notes that random operators (random mutation, random
crossovers, etc.) are suggested by the theory of classical genetic algorithms. However,
careful adaption is rather critical for such an algorithm to be competitive. Finke (2008,
p. 225) states that “genetic algorithms provide a general framework that, combined with
other methods of specific or general solution, can lead to extremely powerful hybrid
methods”.

In the field of ship weather routing, evolutionary approaches become increasingly
popular to solve multi-objective optimization problems mainly aiming at minimum time,
fuel consumption and/or heavy weather damage. This is endorsed by Chen (2011, p. 6),
but the advantages are also contrasted with disadvantages. These may be related to the
risk of not reaching the optimum, the choice of a stopping criterion, such as a marginal
rate of improvement after further iterations, and potentially long run times. Further
challenges refer to properly presenting resulting routes, which are influenced by weather
uncertainties, to the master for making a sound final decision. Also Walther et al.
(2017) conclude from a comparison of a genetic algorithm with the A* algorithm that
results derived by employing a genetic algorithm are influenced by the initial population,
population size and number of variables. Moreover, it is suggested to further study the
impact of mutation rate, crossover mechanisms or other operators.

Real-Coded Genetic Algorithm Maki et al. (2011) propose a Real-Coded Genetic Al-
gorithm (RCGA) to solve a multi-modal function problem with the waypoints’ latitudes
and propeller revolutions as variables. The objectives minimum fuel consumption and
minimum risk of parametric rolling are combined in one function by a weight ratio that
may be varied. Apart from handling the objective function and other minor differences,
this method is understood as an extension of the Augmented Lagrangian Method by
Tsujimoto and Tanizawa (2006) (see Sec. 4.2.2). When formulating the weather routing
problem as an optimization problem in a continuous domain, a bit-string or a real-coded
genetic algorithm is considered to be suitable. Due to strongly intervariable dependen-
cies in weather routing, the bit-string approach with the genotype being a binary string
is less efficient and inferior compared to the real-coded approach based on real-valued
vectors (Maki et al. 2011, p. 313). Crucial for RCGAs are a crossover operator to gen-
erate new candidate solutions and a selection model to determine the new population.
As the results depend on the initialization and the weight ratio, the great circle route as
initial solution and the choice of appropriate weights are recommended.
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Figure 4.8: Solution Space for the Objectives Minimum Arrival Time and Fuel Consump-
tion, adapted from Hinnenthal (2008, p. 60)

Multi-Objective Genetic Algorithm In addition to the Nelder-Mead-Method (NMM)
subject to Sec. 4.2.1, Hinnenthal (2008) applies a Multi-Objective Genetic Algorithm
to stochastically solve the discretized nonlinear optimization problem with minimum
estimated time of arrival and minimum fuel consumption as objectives and several con-
straints (see Sec. 5.5.3). Although the stochastic method leads to the tenfold number
of required designs with half of them being necessary to determine the global optimum
(Hinnenthal 2008, p. 113), it is aimed at improving the genetic method due to the risk of
NMM converging to a local optimum. To reduce the computational effort, the number
of designs, thus the number of free variables, objectives and route evaluation points,
needs to be reduced. Therefore, the route including course and speed is modeled using
a B-spline technique. Standard spectra are used to describe the seaway and linear su-
perposition is applied to assess ship responses. Furthermore, ensemble weather forecasts
are taken into account to identify Pareto optimal routes, as shown by the Pareto frontier
in Fig. 4.8, as well as to further increase the accuracy and robustness of the resulting
routes and provide decision support to the master. The method described by Hinnenthal
and Harries (2004) and Hinnenthal (2008) is also considered for intact weather routing,
i.e. for ships with normal maneuvering and propulsion capacity, by Böttner (2007).

In comparison to Hinnenthal (2008), Marie and Courteille (2009a) aim to reduce the
number of free variables in their Pareto-optimized Multi-Objective Genetic Algorithm
with the objectives minimum time and consumption by proposing a “method for spatial
and temporal generation of route variants based on a generic and automatic meshing
method” (Marie and Courteille 2009a, p. 140). The discretization is based on physical
parameters, such as the geographical environment, meteorological data and ship charac-
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teristics. Marie and Courteille (2009b) apply the method to a sail-assisted motor vessel,
while Marie and Courteille (2014) add a fuzzy logic model to derive the ship’s fuel con-
sumption on a route by using data collected from onboard measurements.

Tsou and Cheng (2013) combine a genetic algorithm with an Ant Colony Algorithm. It
is inspired by the interactive process of ants searching for food by emitting pheromones.
The more ants pass by a point, the higher the concentration and the closer the optimal
path. Computational performance is among others improved by introducing a maximum
course deviation, a maximum route length segment, a ship’s critical speed in different
wave conditions, a range of information quality as well as crossover and mutation opera-
tions. Crossover operations are used when two ants or ships pass by the same grid point
to combine both halves of the route to achieve two new ones. To avoid local optima, mu-
tation randomly exchanges a point from the currently optimal route with a non-passed
one. Experiments from Yokohama to San Francisco show that results reducing fuel con-
sumption, safety risks and/or passage time by controlling ship’s course and speed can
be achieved within five minutes. However, appropriate choice of the number of ants and
parameters is critical for algorithm’s efficiency.

A Distance-based Pareto Genetic Algorithm (DPGA) with three objectives (minimum
voyage time, fuel consumption and wave height) and two decision variables (latitude and
speed) is introduced by Andersson (2015). It is compared to the previously described
grid search method (see Sec. 4.3) and uses the same grid to generate the initial pop-
ulation. To reduce computational time, an upper boundary limits the number of elite
sets. It is concluded that the DPGA achieves a good result in approximately 1% of
the computation time required by the grid search approach. However, it is limited to
east-west routes due to the longitude not being defined as a decision variable. Moreover,
it lacks the critical constraint for maximum available engine power.

Veneti et al. (2015a) apply a Non-dominated Sorting Genetic Algorithm (NSGA-II).
It includes a niching method to achieve population diversity and a fast ranking method
to find non-dominated solutions, and thus to fully retrieve the Pareto optimal set. The
initial population comprises routes optimized regarding the single objectives of minimum
fuel consumption, maximum safety and distance from obstacles as well as historically
popular routes. Further generations are created by three mutation operators and a node
based crossover operator. Assuming minimum fuel consumption and risk as objectives,
a given arrival time as constraint and a constant ship speed, the comparison of this
approach with an exact algorithm (see Sec. 4.3) shows that this approach is faster but
cannot retrieve the whole Pareto set.

Multi-Objective Evolutionary Algorithm In order to find a trade-off between the of-
ten conflicting maximum economic efficiency and maximum ship safety, Szlapczynska
(2007) suggests to combine evolutionary algorithms and ranking methods to select the
most suitable route out of the Pareto set. Thus, Szlapczynska and Smierzchalski (2009)
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present the Multicriteria Evolutionary Weather Routing Algorithm (MEWRA) incorpo-
rating the Strength-Pareto Evolutionary Algorithm (SPEA) and a multicriteria ranking
method. It aims to solve a constrained multicriteria optimization problem with mini-
mum passage time, fuel consumption and voyage risks as objectives and the waypoint’s
coordinates and engine settings as variables. Krata and Szlapczynska (2012, 2018) adapt
the method designed for ships with hybrid propulsion to motor-driven ones and improve
it by integrating MSC.1/Circ. 1228 (see Sec. 5.5.2 and 5.5.3). Szlapczynska (2013) fur-
ther enhances the multicriteria ranking method to remove deficiencies, such as complex
configuration and long computation time. Moreover, the concept of compensation may
lead to non-acceptably poor ship safety being compensated with short passage time.
Hence, the Fuzzy TOPSIS (Technique for Order Preference by Similarity to an Ideal
Solution) is replaced by the non-compensatory Zero Unitarization Method. It allows
“normalization of the diagnostic variables by the gap between the variable’s value and
the most or the least suitable variable value” (Szlapczynska 2013, p. 64).

An advanced version of MEWRA by Szlapczynska (2015) focuses on completely cus-
tomizable optimization criteria and constraints. These include dynamically changing,
i.e. time-dependent, constraints, such as wind speed, wave period and angle of encounter,
as well as static time-independent constraints, such as landmasses, shallow waters and
piracy areas. First, the method randomly generates an initial set of routes based on a
loxodrome, a great circle and a reflected great circle from origin to destination as well
as routes from an isochrone method (see Szlapczynska and Smierzchalski (2007) and
Sec. 4.4.2) and an A* algorithm (Szlapczynska 2015, p. 343). Second, it applies the
SPEA to derive the Pareto set of optimal solutions accounting for user-defined opti-
mization criteria. Last, the multicriteria ranking method is employed to select the best
suitable route. Results for two examples are obtained in two and six minutes respectively
(Szlapczynska 2015, p. 353). The first example considers passage time and voyage safety
as objectives and landmasses and shallow waters as constraints. The second one adds
fuel consumption as objective as well as piracy areas and a wind speed threshold.

Vettor and Guedes Soares (2015a,b, 2016) apply an upgraded version of the Strength-
Pareto Evolutionary Algorithm (SPEA2) to derive a Pareto set of optimal solutions
regarding the three objectives of fuel consumption, voyage duration and safety. Safety
may be considered as an objective or by constraints. Decision variables are speed and
heading. To reduce the computational effort and the total number of generations, the
initial population is generated using Dijkstra’s algorithm for single-objective optimiza-
tion. Thus, fuel consumption, voyage length and duration at several different ship speeds
are optimized. Further generations are created by crossover, mutation and migration op-
erators. To select the most favorable route, a ranking method has been developed that
allows to define the importance of each objective and of some constraints after instead
of before an optimization run. Future improvements may relate to substituting Dijk-
stra’s algorithm with the A* algorithm to increase efficiency, since creating the initial
population consumes 85% of the computational time.
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5 Aspects of Ship Performance
In addition to the metocean data from numerous providers and the various optimiza-
tion approaches applied in ship weather routing, the third major aspect refers to the
ship’s performance during a voyage. As a basis to describe ship motions, Sec. 5.1 is
dedicated to reference frames and equations of motion. The motion of a ship, thus its
performance, significantly depends on the service conditions, particularly the influence
of ocean currents, wind and seaway addressed in Sec. 5.2 to 5.5, as well as on the ship
itself, e.g. its geometry, loading conditions and propulsion system. Adequate modeling
of a ship’s propulsion, treated in Sec. 5.6, is critical to ensure safe and efficient operation
and navigation of ships in particular against the background of efficiency regulations.
However, many systems aim to provide routing support to various types of ships. Thus,
simplified methods with a wide scope of application are popular to avoid the need for
detailed ship data. Inherent to the range of methods, the dynamics and propulsion of a
ship are considered with varying level of detail, which influences performance and safety
prediction accordingly. Approaches used in ship weather routing are individually pointed
out in line with the different sections.

5.1 Reference Frames and Equations of Motion
For ship weather routing and route planning particular importance is attached to earth
related reference frames. When studying ship motion dynamics, however, generally ship
related reference frames are used to specify the ship’s motion in six degrees of freedom.
According to the considered degrees of freedom, equations of motion can be formulated.
The reference frames as well as the equations of motion are treated in the following.

5.1.1 Earth Related Reference Frames
In case a ship is operating in a local area, thus at approximately constant latitude and
longitude, a coordinate system (x0, y0, z0) relative to the Earth’s reference ellipsoid is
often used with its x axis pointing northwards, its y axis eastwards and its z axis down-
wards normal to the Earth’s surface (Fossen 2011, p. 17). This is shown in Fig. 5.1
together with the World Geodetic System 1984 (WGS 84). This coordinate system is
particularly important in the context of ship navigation and weather routing. Its origin
is determined by the Earth’s center of mass, which is the origin of the Earth’s refer-
ence ellipsoid, also called WGS 84 ellipsoid (National Imaginery and Mapping Agency
2000, p. 2-2). Its x axis intersects with the International Earth Rotation Service (IERS)
reference meridian (zero meridian). Its z axis points towards the IERS reference pole
and serves as rotational axis to follow the Earth’s rotation, while its y axis completes
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the Earth-centered, Earth-fixed, right-handed and orthogonal coordinate system. Cor-
respondingly, locations are specified by latitude Φ and longitude λ. As to the National
Imaginery and Mapping Agency (2000, p. 1-1), WGS 84 is the most common and best
worldwide geodetic reference system for the Earth that is available for applications such
as mapping, geopositioning and navigation. In terms of navigation and ship weather
routing, it is usually the reference frame used when providing weather data or voyage
plans. Thus, the reference ellipsoid including its definitions and mathematical transfor-
mations is used to calculate distances and azimuths between two waypoints of a ship’s
voyage.

Figure 5.1: North-East-Down and Earth-fixed Earth-centered WGS 84 Coordinate Sys-
tems, based on (Fossen 2011, p. 17; National Imaginery and Mapping Agency
2000, p. 2-1)

5.1.2 Ship Related Reference Frame
In addition, a ship-fixed reference frame is required when studying ship motion dynamics.
Since a ship may experience motion in six degrees of freedom (DOF), six independent
coordinates to specify position and orientation in a ship-fixed reference frame (x, y, z)
are introduced, as shown in Fig. 5.2 and listed in Tab. 5.1. The location of its origin
C is usually chosen to be located midships in the waterline. The first three coordinates
describe the position along the x, y and z axes. Their time derivatives represent the
translational motion, defined as surge, sway and heave (Fossen 2011, pp. 15–16). Equiv-
alently, the last three coordinates p, q and r correspond to the orientation, and their
time derivatives to the rotational motion components roll, pitch and yaw.
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Figure 5.2: Definition of 6 DOF Motions in Ship-fixed Reference System, adapted from
Fossen (2011, p. 16)

Principally, the influence of environmental forces due to ocean currents, wind and waves
takes place in six DOF (Fossen 2011, p. 7). However, available weather data is commonly
limited to the ocean surface. In addition, the focus of this research is on merchant surface
vessels rather than on underwater vehicles. Hence, relations addressed in the following
are generally expressed regarding the water surface neglecting the underwater space,
i.e. vertical or subsurface thermohaline ocean currents relevant for underwater vehicles
moving in a three-dimensional space.

Table 5.1: Notation for Ship Motion Components, according to Fossen (2011, p. 16)
based on SNAME (1950)

Surge Sway Heave Roll Pitch Yaw

Degree of freedom 1 2 3 4 5 6
Forces and moments X Y Z K M N
Linear and angular velocities u v w p q r
Positions and Euler angles x y z Φ Θ ψ

In relation to the ship’s movement in a two-dimensional space and on the basis of the
introduced reference frames, Fig. 5.3 provides the notations regarding the three most
important environmental influences, i.e. ocean currents, wind and waves. Ocean currents
(velocity vector V C , direction against North αC) present the relation between the ship’s
motion through water (velocity vector V S , velocity in longitudinal u and transverse
direction v, course angle χ) and over ground (velocity vector V G, angle against North
αG, angle against ship longitudinal axis βG) (see Sec. 5.3). The course angle χ is the sum
of the heading angle ψ, which is the angle between the x0 (North) and the x axis, and
the drift angle βD. The ocean current and the geographic wind (speed UG, direction
against North αW ) influence the true wind (speed UT , direction against North αT , angle
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against ship longitudinal axis γT ), which induces the apparent wind (speed UA, direction
against ship longitudinal axis βA) (see Sec. 5.4).
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Figure 5.3: Definition of Angles and Motion Components in the Horizontal Plane, based
on Abdel-Maksoud et al. (2016, p. 28) and Fossen (2011, p. 40)

The encounter of waves (velocity c, wave length λW , main propagation direction µ0) is
visualized in greater detail in Fig. 5.4, which shows the encounter angle µe as well as the
usual denomination of the sailing conditions in waves (see Sec. 5.5). The environmental
influences on the ship according to Fig. 5.3 and 5.4 are elaborated in the following
sections. It is to be noted that bold type notation indicates vectors and regular type
notation absolute values.

Figure 5.4: Definition of Encounter Angle and Sailing Conditions, based on Fossen (2011,
p. 209) and Perez (2005, p. 24)
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5.1.3 Equations of Motion
In seakeeping theory, the movement of a ship in a seaway in six degrees of freedom
is generally described using a reference frame, which is not fixed to the hull but with
respect to the equilibrium of motion and which moves at the ship’s average speed along
its path. The ship motion is studied assuming the ship to move on a steady course at
a constant-average forward speed (Perez 2005, p. 50). Accordingly, equations of motion
for all six degrees of freedom can be formulated. In ship maneuvering theory, where a
ship is assumed to move at constant speed in calm water without wave excitation, and
motion control problems, as treated by Perez (2005, p. 80), pitch and heave components
are commonly neglected leading to models with four degrees of freedom, thus surge,
sway, roll and yaw. As to Fossen (2011, p. 9), also models limited to three degrees of
freedom considering surge, sway and yaw motion are applied. For example, Shigunov
(2017, p. 66) presents an approach based on these three equations of motion to predict
the required added power for a ship in a seaway. The accurate prediction is key to sound
weather routing as indicated by the following statement (Shigunov 2017, p. 65):

Operational assistance concerning optimal speed, course and trim, as well as
ship- and weather-specific route optimisation (routing) is gaining increasing
interest; its usefulness depends on the accuracy of weather data and predicted
added power vs. seaway parameters and ship geometry, loading condition,
speed and course.

This is endorsed by Bertram and Couser (2014, p. 15) stating that:
For practical purposes, added power rather than added resistance should be
considered. This requires at least a simple model of maneuvering, propeller
and wind forces. This should be taken into account for a range of applications
involving ’added resistance’, such as route optimization, hull optimization, or
hull performance management.

In order to apply these recommendations, the equations of motions required for the
maneuvering model need to be formulated and taken into account. In line with Shigunov
(2017, p. 66) and Abdel-Maksoud (2009, p. 42), the following equilibrium equations for
surge, sway and yaw may be given:

(1− t)T +XHull +XWind +XDrift +XRudder = (1− t)T −RT = 0 (5.1)
YHull + YWind + YDrift + YRudder = 0 (5.2)

NHull +NWind +NDrift +NRudder = 0 (5.3)

where the indices Hull,Wind,Drift and Rudder denote the forces (X, Y ) and moments
(N) at the hull in calm water as well as due to wind loads, waves (averaged) and the
rudder. T is the propeller thrust and t the thrust deduction fraction. In this regard,
the negative longitudinal force XHull + XWind + XDrift + XRudder is the ship’s total
resistance RT including the added resistance due to wind, waves and the rudder.
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In ship weather routing, commonly not even the three equations of motion for surge,
sway and yaw but only the equation of motion in longitudinal direction, thus surge,
is considered for reasons of simplicity. Hence, the ship’s total resistance (see Sec. 5.2)
needs to be balanced with an adequate propeller thrust. Generally, transverse drift forces
influencing the heading and the required rudder angle, which induces rudder forces and
may further increase the resistance, are neglected. Applied approaches, though, differ in
particular as to the way the calm water resistance and the added resistance among others
due to wind and waves (see Sec. 5.2, 5.4 and 5.5) are calculated. Moreover, propeller
and engine characteristics are considered with different degrees of detail if considered at
all (see Sec. 5.6). The general approach is schematically indicated in Fig. 5.5.
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Figure 5.5: Model based on Longitudinal Ship Motion with or without Propeller

In contrast to the approaches focusing on the ship’s resistance and motion in longitudinal
direction, only few approaches also account for transverse motions. Hagiwara (1989)
addresses weather routing of (sail-assisted) motor vessels and consequently pays specific
attention to the wind resistance as well as heel, drift and rudder angle. Thus, not only the
equation of motion considering longitudinal forces but also those regarding lateral forces,
yawing moments and heeling moments are taken into account. These equations include
aerodynamic and hydrodynamic forces and moments as well as added resistance due to
waves, rudder forces and moments, propeller thrust and the hull’s righting moment due
to heel. Once the ship’s speed is obtained by solving the equations, the engine power
is determined taking into account the propeller and engine characteristics. Transverse
motions may also be considered by integrating a maneuvering motion model, such as
by Ishii et al. (2010) and Kobayashi et al. (2015). Costs along a route are calculated
by performing a maneuvering simulation with solving horizontal differential equations
of motion, such as yaw, sway, and surge, and accounting for hull and rudder forces,
propeller thrust as well as wave and wind forces.
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In general, the integration of a maneuvering model into weather routing systems must
be weighed up against the resulting added value. However, the improvements are often
expected to be small and more importantly they are often not quantifiable without pre-
vious implementation and validation. This is in line with the conclusion of Sec. 2.4 that
case by case evaluations based on computational methods are required for quantitative
assessments. Thus, the integration of a maneuvering model is frequently omitted right
from the beginning due to the associated development expenditures on the one hand
and the expected increased computational efforts and data requirements on the other
hand. As a consequence, this situation encourages the development of a system that can
optionally consider a simple maneuvering model, i.e. more than one equation of motion,
in order to investigate the impact of added resistance and added power on ship weather
routing. While the ship’s resistance is addressed in Sec. 5.2, a method for added power
prediction applied in this thesis is described in Sec. 5.6. It has been developed by Abdel-
Maksoud et al. (2016) within a research project concerning the performance of ships in
a seaway.

5.2 Ship Resistance in Service Conditions

Traditionally, ships are designed and optimized for performance in calm water (Shigunov
2017). However, service conditions differ, since effects due to hull roughness, shallow
water and weather impacts, such as wind and seaway, cause an additional resistance
(Bertram 2012, p. 94). Also the loading condition plays an important role. Hence, the
total resistance of a ship RT (see Eqn. 5.1) may be decomposed into its resistance in
calm water and the added resistance in service conditions. In ship weather routing,
considered impacts are often limited to wind and seaway.

5.2.1 Calm Water Resistance

The calm water resistance R0 of a ship generally refers to the ship’s resistance in trial
conditions, thus without waves, wind, shallow water or fouling. Appendages and wind
resistance induced by the ship’s own speed, though, may be included (Krüger 2006,
p. 2). It is the negative longitudinal hydrodynamic force in calm water XHull (see
Eqn. 5.1) and can be expressed as a polynomial function of the ship’s speed u. The calm
water resistance curve of a post-panmax container ship is shown in Fig. 5.6. Using the
nondimensional coefficient cT , the ship’s wetted surface S and the water density ρ, the
calm water resistance R0 can also be given as:

R0(u) = 0.5 · ρ · cT (u) · u2 · S (5.4)

The calm water resistance can be derived among others from model tests or empirical
formulae. Model tests are still considered as the most useful way to accurately pre-
dict the ship’s resistance and power requirements in calm water, since the resistance of
a ship can hardly be measured in full-scale and despite continuous improvements and
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Figure 5.6: Approximated Calm Water Resistance Curve for Post-Panmax Container
Ship (DTC), derived from Riesner et al. (2016, p. 29)

increasing availability of numerical methods (Bertram 2012, pp. 76–77, 80). Several
methods are available to derive the full-scale ship resistance from the model resistance,
which are discussed among others by Bertram (2012), Krüger (2006), and Schneekluth
and Bertram (1998). However, particularly in early stages of the ship design as well as
in ship weather routing, rather simple, time and cost efficient estimates of the ship’s
resistance are required. Therefore, a variety of largely empirical methods exists that
allow to predict the ship resistance more or less accurately without model tests but with
comparably few global design parameters. Bertram (2012), Krüger (2006), and Schneek-
luth and Bertram (1998) describe methods, which are among others based on resistance
data from similar ships or the evaluation of (systematic) model tests. For example, the
method presented by Holtrop and Mennen (1978, 1982) and Holtrop (1984) is based on
evaluating the database of the Dutch Model Basin MARIN by regression analysis.

In ship weather routing, often empirical methods are applied, either due to the lacking
availability of calm water resistance data or because it is aimed at wide applicability for
various ship types without high data requirements. In this regard, the Holtrop-Mennen
method is popular and applied among others by Aligne et al. (1997), Böttner (2007),
Calvert (1990), Cui, Turan, et al. (2016), Hinnenthal (2008), Lu et al. (2015), Shao et al.
(2012), Vettor and Guedes Soares (2016), and Zaccone and Figari (2017). Bentin et al.
(2016) either use the Holtrop-Mennen approach or calm water resistance data measured
in a model basin as well as a constant factor to consider appendages and hull roughness
(fouling). An advantage is the rather simple application of these methods requiring only
some global design parameters. At the same time, Krüger (2006, p. 35) points out the
disadvantage that the predictions are usually not very accurate and vary widely. Thus,
it is recommended to determine the resistance on the basis of reference ships.
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5.2.2 Added Resistance Components

Generally, the added resistance of a ship in service conditions relates to effects due to ap-
pendages, hull roughness, shallow water, wind and seaway (Bertram 2012; Schneekluth
and Bertram 1998). The loading condition influences both, the calm water resistance
as well as the added resistance. In commercial weather routing systems summarized
in Sec. 2.5, it is often taken into account by information provided on the ship’s trim,
draught and GM . The environmental impacts on the added resistance may also include
effects due to ice. In the described commercial systems, ice areas are rather considered
as hazards and are integrated as restrictions influencing the planned route.

Appendages and wind resistance induced by the ship’s own speed are sometimes in-
cluded in the calm water resistance, since this is subject to the contract between ship-
yard and owner (Krüger 2006, p. 2). As to the influence of appendages, Schneekluth
and Bertram (1998, p. 200) indicate that bilge keels may increase the ship’s resistance
by 1% to 2%, transverse thrusters in the aftbody by 1% to 6%, bow thrusters by a
non-significant amount, shaft brackets and bossings by 5% to 12%, long propeller shafts
of twin-screw ships by 20% and rudders by only 1% in neutral position but 2% to 6%
at moderate angles. Chen (1978, p. 92) accounts for appendages by augmenting the
calm water resistance estimate by 3% in case of a single screw ship. Hull roughness
may add up to 5% to the ship’s frictional resistance, while fouling can contribute much
more (Bertram 2012, p. 96). Concerning a very moderate influence of shallow water,
the speed loss can be estimated using respective diagrams. For a strong impact on the
ship’s resistance, physical interactions of wave-breaking, squat and free surface deforma-
tion become complex (Schneekluth and Bertram 1998, p. 200).

The impact of wind and waves is elaborated in Sec. 5.4 and 5.5. In principle, the added
resistance due to waves increases approximately by the square of the significant wave
height in case of a constant wave period. Similarly, wind induced forces are proportional
to the square of the apparent wind speed (Shigunov 2017, p. 70; ABS 2013, p. 14). In
normal operational conditions with typically large forward speeds and low sea states,
waves contribute less than wind to the added resistance, according to Shigunov (2017,
p. 74). At lower speeds and in higher sea states (container ship at 14 kn in more than
4.5 to 5.0m), however, the influence of waves is dominant. Moreover, it is indicated that
considering the rudder is important as its contribution to added resistance in high beam
waves seems to be significant. For ocean going vessels, typical operational conditions
are sea state 3 (0.5 to 1.25m wave height) or higher (ABS 2013, p. 14). Sea state 3 is
exceeded with a probability of approximately 60% in the North Atlantic and sea state
7 with 10%. Referring to Smith et al. (2014, p. 108), the fuel consumption of low speed
vessels, such as bulkers and tankers, can increase by 2% in sea state 2 and 6% in sea
state 5 when comparing head wave conditions to following waves. From sea state 2 to
5, the increase amounts to 6% to 12%. Thus, Smith et al. (2014, p. 108) draw the
conclusion that weather routing is crucial for saving fuel.
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5.2.3 Speed Reduction Approach

Instead of considering metocean impacts on the ship by added resistance, the effects are
often integrated by so called speed reduction curves, which are functions of wave height
and wave direction relative to the ship’s speed. An example is given in Fig. 5.7.

Figure 5.7: Concept of Speed Reduction Curves, adapted from Bijlsma (1975, p. 10) and
Wit (1968, p. 70)

Speed reduction curves can often be found in early weather routing approaches or as
simplifications, e.g. by Bijlsma (1975), Bleick and Faulkner (1965), Montes (2005), Motte
(1981), Nagle (1972), Takashima et al. (2009), Tsou and Cheng (2013), Wit (1968), and
Zoppoli (1972). While usually curves as presented in Fig. 5.7 are used, Bijlsma (1975)
and Bleick and Faulkner (1965) provide the speed reduction in waves as function of the
encounter angle in a polar velocity diagram for each wave height. Also Chen (1978)
mentions an empirical approach with simple speed curves for various power settings and
headings under different sea conditions which are derived from statistical curve fitting
through recorded data. To increase accuracy, Chen (1989) describes an enhanced ver-
sion where ship speed and power requirements in realistic sea states are predicted by a
semi-empirical performance model that utilizes ship motions, speed, RPM, horsepower
and environmental conditions recorded by shipboard sensor technology.

Another method is proposed by Kwon (1981) (also see Townsin and Kwon (1983)),
thus also referred to as Kwon’s method. It aims to estimate the speed reduction taking
into account the weather conditions by the Beaufort number, to which the wave height is
correlated, and a few ship characteristics, such as ship type, block coefficient and loading
condition. This approximate approach is applied in weather routing among others by Lu
et al. (2015), Meyer (2014), and Shao et al. (2012) and considered for further develop-
ments by Veneti et al. (2017). Lu et al. (2015) and Shao et al. (2012) estimate the final
reduced speed in the prevailing wind and sea conditions and predict a corresponding
engine power and propeller’s rotational speed. Instead of Kwon’s method, Shao and
Zhou (2012) prefer to use data from sea trial, model tests and numerical simulations
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to estimate the ship’s resistance in calm water and due to wind and waves relative to
ship speed over the ground, draught and trim. Meyer (2014) compares weather routing
results based on Kwon’s method to those using data from PDSTRIP and concludes that
Kwon’s method yields a comparably low fuel consumption in all studied cases. This is
attributed to limited weather data and a maximum Beaufort number of 6. Based on a
review of some semi-empirical approaches for added resistance prediction (see Sec. 5.5.1),
Lu et al. (2015) modify Kwon’s method to allow ship type specific added resistance esti-
mation with increased accuracy. This is combined with noon reports and sea trial data
to develop a semi-empirical model for ship operational performance prediction in de-
pendence of the ship’s draught, speed, engine degradation conditions, hull and propeller
fouling as well as sea states and encounter angles.

The impact of methods ranging from simple speed loss approaches up to a developed
ship resistance and powering algorithm is studied by Calvert (1990). This algorithm uses
ship motion and added resistance databases produced by seakeeping computer models
by British Maritime Technology. Concerning speed loss curves, routing studies are con-
ducted by integrating the empirical approaches of Babbedge (1975) and James (1957)
based on regression analyses performed on recorded data as well as Aertssen (1969) and
Townsin and Kwon (1983) based on the Beaufort number (Calvert 1990, pp. 30–32). It is
concluded that simple methods may be suitable for rough route estimates but that more
sophisticated methods are superior. A higher degree of complexity, however, increases
computational time and often requires more ship information. For detailed information
on the studies and conclusions, it is referred to the complete thesis of Calvert (1990).

5.3 Influence of Oceanic Surface Currents

The global oceanic circulation and surface currents including particularly important
currents for maritime shipping are outlined in Sec. 3.2. In particular, strong ocean
currents have a decisive influence on the actual speed profile of a ship during a voyage.
Considering a geographically fixed reference frame, as indicated by the cardinal points
in Fig. 5.2, oceanic surface currents cause a translatory motion of the ship against
the ground in the x-y-plane. Correspondingly, the current velocity V C presents the
correlation between the ship’s speed through water V S and the ship’s speed over ground
V G. Eqn. (5.5) expresses this relation in a general form in a two-dimensional space in
line with Fig. 5.3:

V S = V G − V C (5.5)

Since meteorologists generally provide wind data relative to the land, a geographic or
ground wind against the earth is provided by weather forecasts. In that case, the true
wind relative to the water UT depends on the current V C and the ground wind UG, as
given by Schenzle (2016):

UT = UG − V C (5.6)
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While navigation, and thus weather routing, usually takes place in geographically fixed
coordinate systems, ship hydrodynamics pays more attention to the ship speed through
water. That is why ocean currents are generally neglected in research related to maneu-
vering or seakeeping of ships.

5.4 Influence of Wind and Ship Aerodynamics
The influence of wind on a ship, thus the wind forces and moments acting on the hull and
superstructure, may have significant impact on the balance of forces and the required
power to meet a certain speed. The ship’s speed through water V S and the true wind
speed UT result in an apparent wind UA. The angle between the vector of the apparent
wind speed UA and the ship’s center line is defined as the apparent wind angle of attack
βA. The definitions of the angles and speeds are shown in Fig. 5.3. Taking into account
the angle γT between the center line of the ship and the true wind vector, the absolute
apparent wind UA and angle of attack βA can be determined in the ship-fixed reference
system by:

UA =
√
V 2
S + U2

T + 2VSUT cos(γT ) (5.7)

βA = tan−1
(

UT sin(γT )
VS + UT cos(γT )

)
(5.8)

Along the x axis the apparent wind causes a force XWind. In case of head wind, this is
an additional resistance, while in case of tailwind, the ship’s resistance is reduced. Side
wind mainly leads to a drift force YWind along the y axis and a yaw moment NWind.
Since the yaw moment is dependent on the angle βA and the longitudinal distribution of
the lateral wind projection area, which can cause inaccuracies in case of approximation,
e.g. Abdel-Maksoud et al. (2016) neglect the influence of the yaw moment. Nevertheless,
based on Fossen (2011, p. 191) and Shigunov (2017, p. 66) they can be expressed as:

XWind = 0.5 · ρAir · U2
A · CX(βA) ·AF (5.9)

YWind = 0.5 · ρAir · U2
A · CY (βA) ·AL (5.10)

NWind = 0.5 · ρAir · U2
A · CN (βA) ·AL · LOA (5.11)

where ρAir denotes the air density, LOA the overall ship length, AF and AL the ship’s
frontal and lateral projected area above sea level. CX , CY and CN are nondimensional
coefficients, which may be determined experimentally by wind-tunnel tests or numeri-
cally. Since generic methods, though, are often favored over ship specific coefficients to
increase applicability of weather routing developments, estimations using empirical for-
mulae are common practice (Fossen 2011, pp. 191–199; Schneekluth and Bertram 1998,
p. 221). Applied approaches include formulae presented by Blendermann (1994, 1996),
Fujiwara et al. (1998), and Isherwood (1972).
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Isherwood (1972) has analyzed experimental data from tests with a range of merchant
ships at different laboratories. Using multiple regression techniques, empirical formulae
for the wind force coefficients in surge, sway and yaw have been derived. These are
among others applied by Aligne et al. (1997), Calvert (1990), and Pipchenko (2011).
Also Blendermann (1994, 1996) provides empirical formulae to estimate the coefficients
in surge, sway, yaw and roll for different types of ships, which are among others used by
Bentin et al. (2016) and Zaccone et al. (2018). In order to increase accuracy compared to
previous methods, Fujiwara et al. (1998) propose a new method to estimate wind forces
and moments. A linear regression model is used to fit experimental results of various
ships. It is applied by Ishii et al. (2010) and Kobayashi et al. (2015).

Although approaches, such as the empirical formulae mentioned, do not only refer to
one DOF, i.e. surge, the consideration of wind effects in ship weather routing is often
limited to the added resistance. Particular importance is attached to the influence of
wind and ship aerodynamics generally in those cases, where sailing ships or ships with
wind assistance are taken into account, such as by Bentin et al. (2016), Howett et al.
(2016), Smith et al. (2013), Traut et al. (2014), and Walther et al. (2015).

5.5 Influence of Waves and Ship Seakeeping

Ocean waves may be considered as the dominant environmental disturbance leading to
undesirable motions of the ship in a seaway (Perez 2005, p. 17). The effect of seaways
on the behavior of ships and their responses in waves is referred to as seakeeping. The
specific ship responses not only depend on the sea conditions fundamentally addressed
in Sec. 3.3, but also on the type of ship, its loading condition, the speed and heading.
As to Bertram (2012, pp. 143–144), seakeeping investigations of ships may refer to
aspects, such as added resistance in waves, ship safety and comfort, as well as wave
induced loads on the ship’s hull structure. The added resistance in waves leads to an
involuntary speed reduction, which directly affects the fuel consumption and compliance
with given arrival times. In contrast, ship safety and comfort may be enhanced by a
voluntary speed reduction, e.g. to avoid excessive ship motions, or other operational
limits. Aspects related to wave induced loads on the ship’s hull structure, such as
critical stresses or bending moments, as well as hull vibrations may also be considered
in ship weather routing and in the developed system, but are not addressed in this
thesis. Following a brief introduction to the numerical prediction of the ship’s behavior
in waves and computational methods, it is focused on ship safety and comfort as well as
their consideration in weather routing approaches.

5.5.1 Prediction of Ship Motions in Waves

Linear Wave Theory Seakeeping investigations of ships usually assume linear wave
theory (see Sec. 3.3). For each harmonic wave, individual ship responses are computed
where one wave is not influenced by another wave, i.e. all responses are proportional to
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the wave height. By applying the superposition principle, the total ship response may be
obtained from all individual responses to waves of different wave lengths, phases, ampli-
tudes and propagation directions. This implies that studying a ship in incident regular
sinusoidal waves of small steepness is sufficient (Faltinsen 2005, p. 229). Assuming a
steady-state condition, i.e. a harmonic oscillation of motion and loads on the ship with
the same frequency as the waves, the problem may be subdivided. The first problem
concerns a body forced to oscillate in calm water resulting in added mass, damping and
restoring forces and moments. The second problem relates to a restrained body in in-
cident regular waves that induce so-called wave excitation forces. Due to linearity, the
derived forces may be added to the total hydrodynamic forces.

Considering linear wave theory and gravity waves (see Sec. 3.3), which are particularly
important for seakeeping and dominated by gravity effects, other effects are generally
neglected and an ideal fluid (incompressible, inviscid) without surface tension is assumed.
This leads to the potential theory (constant, irrotational and incompressible flow) being
applicable to describe waves. Potential flow solvers can be applied to compute ship
responses. Using the wave elevation in Eqn. 3.1, the potential of a deep water wave ΦW

(at µe=0) in a coordinate system moving with ship speed may be given as (Perez 2005,
p. 22):

ΦW (t, x, y, z) = c · ζA · e−kz cos(ωt− kx+ ε) (5.12)

As a gradient of the potential function, the fluid velocity vector can be obtained.
The pressure can be derived based on the deep water wave potential, the velocities
and the linearized Bernoulli-equation. Integrating the pressure distribution along the
hull yields the hydrodynamic forces (Fossen 2011, p. 84). Although this approach is
often sufficient, it is, for example, not valid for roll motions due to the dominance of
nonlinear viscous damping. The development of numerical and experimental methods for
the determination of roll damping has been among others addressed by Abdel-Maksoud
et al. (2013). Similarly, the added resistance shows significant dependence on wave
height. Since this can be attributed to nonlinear effects, the superposition principles
possibly cannot be applied (Bertram and Couser 2014, p. 15). For strongly nonlinear
problems, such as roll motions, capsizing, breaking waves, slamming or green water on
deck, either model tests are performed or computationally expensive Reynolds-Averaged
Navier-Stokes (RANS) solvers are required.

Prediction Methods In general, ship seakeeping may be predicted by expensive and
time consuming model tests or increasingly performed but challenging full-scale measure-
ments. Furthermore, predictions may be based on computations in the most popular
frequency domain, the computationally expensive time domain or the statistical do-
main aiming at long-term assessments for a given ocean region or seaway, as stated by
Bertram (2012, p. 144) and Bertram and Couser (2014, p. 8). Both publications pro-
vide an overview of computational methods for seakeeping with particular importance
attached to added resistance in waves. The overview includes simple design estimates,
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linear and nonlinear strip methods, strip methods especially for high-speed or multihull
ships, the 3D Green Function Method (GFM) and Rankine Singularity Method (RSM)
as well as RANS solver. Due to lower computational efforts, potential methods, such
as GFM and RSM, are favored over methods based on RANS. Although there are a
number of commercial codes using 3D GFM and RSM and despite several shortcomings,
(linear) strip methods as fast, cheap and often sufficiently accurate methods represent
the most popular and standard approach for seakeeping investigations and are explained
below.

Based on studying the different approaches, Bertram and Couser (2014, p. 12) conclude
that a simple formula does not exist that yields the added resistance in waves with
sufficient accuracy for all types of ships. This should be kept in mind in terms of their
application in ship weather routing. Considering potential flow methods and RANS
simulations, Bertram and Couser (2014, p. 8) further draw the following conclusion:

While heave and pitch for conventional ships are predicted well by virtually
all approaches, motions in oblique waves and second-order forces such as
added resistance are much more difficult to predict.

In summary, it is generally difficult to predict added resistance but methods with
comparably low computational effort are principally preferred in the context of ship
weather routing. As a consequence, semi-empirical and strip methods are popular to
consider the impact of waves and are briefly addressed in the following. The concept of
speed reduction curves to take into account the influence of waves is subject to Sec. 5.2.3.

Semi-empirical Methods As indicated above, a simple formula for sufficiently accurate
added resistance prediction of all ships is said to be not available (Bertram and Couser
2014, p. 12). Often, simple formulae only have a limited range of application. Further-
more, their application in ship weather routing may occasionally show good agreement
but lacks reliability due to the large scatter of results shown in investigations. Never-
theless, some semi-empirical methods are applied in ship weather routing.

Two methods to estimate the added resistance due to waves often mentioned in this
context, e.g. by Bertram and Couser (2014) and Journée and Meijers (1980), are pro-
posed by Boese (1970) and Gerritsma and Beukelman (1972). Boese (1970) integrates
the pressure due to the relative motions in regular waves over the wetted surface of the
hull. It is among others used by Pipchenko (2011). The approach by Gerritsma and
Beukelman (1972) is based on the radiated energy caused by the ship’s motion. It is
applied among others by Alexandersson (2009) including a simplification and by Cui,
Turan, et al. (2016). It also appears in a summary by Lu et al. (2015) in addition to
other semi-empirical approaches for added resistance prediction proposed by Fujii and
Takahashi (1975), Kuroda et al. (2008), and Salvesen (1978). Salvesen (1978, pp. 31–32)
states that the approach based on expressing “the added resistance in oblique waves as
the sum of products of first-order terms” achieves better agreement with experiments
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than applying the theory of Gerritsma and Beukelman (1972). Fujii and Takahashi
(1975) consider the ship’s motion as well as the wave reflection at the blunt bow. An
improved expression is presented by Kuroda et al. (2008) and a simplified version by
Sasaki et al. (2008), which is applied by Ishii et al. (2010) and Kobayashi et al. (2015).
Nevertheless, Lu et al. (2015) decide to modify the speed loss method proposed by Kwon
(1981) (see Sec. 5.2.3) to allow a ship type specific added resistance estimation with in-
creased accuracy. Last but not least, Bentin et al. (2016) calculate the added resistance
in a sea wave spectrum using the tool SBRIN by the Hamburg Ship Model Basin. It
has been originally developed by Blume (1977), who has systematically performed para-
metric model tests with different hull shapes. Further simple approaches are mentioned
by Bertram and Couser (2014). Details on the specific methods can be found in the
corresponding references.

Strip Theory and PDSTRIP Strip methods are potential flow methods based on lin-
ear wave theory. Assuming an advancing slender body in waves, the flow variation in
the body’s transverse direction is much larger than in the longitudinal one. Hence, the
complex 3D flow problem can be simplified to a 2D one by dividing the hull into trans-
verse strips, as shown in Fig. 5.8. Flow computations are performed for each individual
strip and integrated over the body’s length to derive the solution for the 3D problem.
In principal, strip methods are valid for long and slender bodies with length to breadth
ratios greater than three (Journée 1992, p. 10), for almost all types of large displacement
ships with Froude numbers up to 0.4 (Bertram and Couser 2014, p. 9) as well as for long
waves with lengths greater than approximately 40% of the ship’s length (Söding and
Bertram 2009, p. 40).

Besides some commercial strip methods, a popular public-domain hydrodynamic strip
code for seakeeping often used in academia is PDSTRIP. Also the added power predic-
tion method by Abdel-Maksoud et al. (2016) described in Sec. 5.6.3 provides an interface
to consider results from PDSTRIP. It may be used to compute ship motions for mono-
hulls including sailing boats in the frequency domain. Furthermore, it is capable to
consider unsymmetrical bodies including heeled ships, shallow water, stabilizer fins and
suspended loads. Information is published in particular in the documentation by Söding
and Bertram (2009), but also by Bertram et al. (2006).

Figure 5.8: Schematic of a Ship’s Hull Subdivision in Strip Theory
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PDSTRIP applies the so called patch method to solve the potential flow problem. Here,
potential point sources are placed on each segment of a strip to represent the hull geom-
etry. Their superposition is used to approximate the potential. Integrating the pressure
distribution derived from the potential along the hull yields the three-dimensional forces
and moments acting on the hull due to the ship’s motion, i.e. added mass, (non-viscous)
damping and restoring forces. In addition, the wave excitation forces can be calculated
by use of a wave potential (see Eqn. 5.12) and the resulting pressure, again integrated
along the hull. It can be distinguished between a so-called Froude-Kriloff force and a
diffraction force. The former is the force due to the unsteady pressure of the undisturbed
wave, while the latter results from pressure changes caused by the ship section (Söding
and Bertram 2009, p. 7). Based on these forces, PDSTRIP can calculate so-called RAOs,
which are transfer functions that linearly relate the excitation due to regular waves to
the ship’s response. Generally, there are Force RAOs as well as Motion RAOs either
mapping the wave elevation to force or motion (Perez 2005, p. 59). Assuming the wave
elevation in Eqn. 3.1 at the origin (x = 0), the following relation as to Faltinsen (2005,
p. 231) can be given:

xi = RAOi · ζA sin(ωet+ ε) , i = 1, ..., 6 (5.13)

where xi denotes the response for the i-th degree of freedom, either one of the transla-
tional (surge, sway, heave) or rotational (roll, pitch, yaw) ones (see Fig. 5.2 and Tab. 5.1)
when the ship encounters a wave with amplitude ζA and encounter angle µe (see Fig. 5.4).
Since a ship with a forward speed e.g. moving in head seas experiences waves with an
increased frequency, the so-called encounter frequency ωe (in deep water), is introduced:

ωe = ω − kVs cosµe = ω − ω2

g
Vs cosµe (5.14)

More precisely, the transfer function or RAO for a specific motion mode i is the
ratio |xi|/ζA, where |xi| is the amplitude of the steady-state motion and ζA the wave
amplitude. The RAO is a function of encounter frequency ωe and angle µe. Furthermore,
it depends on the ship form and mass distribution. The RAOs are calculated by solving
the classical linear equations of motion in the frequency domain for each degree of
freedom of interest. By superimposing and combining the RAOs with the wave spectrum,
i.e. the prevailing irregular seaway, time-averaged drift forces on the ship can be obtained.
The negative longitudinal part of these drift forces is the mean added resistance in waves,
which is proportional to the square of the wave amplitude (Söding and Bertram 2009,
p. 30). PDSTRIP overestimates the added resistance, especially in the peak values. To
improve added resistance calculations, the corresponding formulations in this method
have been enhanced by Valanto (2016) as part of a research project. Moreover, since
the strip theory is based on linearity, ship motion amplitudes are supposed to be small
compared to cross sectional dimensions. When exceeded, drift force calculations also
become incorrect due to the use of the ship’s vertical motions.
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A strip method to compute the added resistance is applied among others by Aligne et al.
(1997), Hinnenthal (2008), and Zaccone et al. (2018). To calculate the total resistance
due to irregular waves and wind for each sea-state Vettor and Guedes Soares (2016)
apply a time-domain method presented by Prpić-Oršić and Faltinsen (2012), where the
relative ship motion is computed by a strip theory method and the added resistance by
a pressure integration method. While Zaccone et al. (2018) use PDSTRIP, Hinnenthal
(2008) applies a strip-theory code called SEAWAY to calculate the added resistance. It
includes the methods by Boese (1970) and Gerritsma and Beukelman (1972), of which
the first is chosen due to a better quality of numerical results. Also Böttner (2007)
derives the added resistance in waves by using SEAWAY.

5.5.2 Aspects of Ship Safety and Comfort

Adverse weather and sea conditions can endanger the safety of ship, cargo, crew or
passengers or limit the comfort. As outlined in Sec. 2.2, the IMO has published a
guidance to the master in MSC.1/Circ. 1228 applicable for all types of merchant ships
to avoid dangerous situations in adverse weather and sea conditions (IMO 2007). These
conditions refer to some combinations of wave height and wave length under specific
operational conditions that may lead to heavy rolling or even capsizing of the ship. The
considered phenomena, the occurrence criteria and the proposed actions are summarized
in Tab. 5.2. Hazards related to slamming, shallow water effects, or collision and stranding
risks are excluded. It is to be noted that an encounter angle in line with the IMO
definition µe,IMO = µe−180◦ with 0◦ < µe,IMO, µe < 360◦ is introduced, since µe,IMO =
0◦ corresponds to head seas. This is opposite to the definition of µe in Fig. 5.4 commonly
used for seakeeping investigations (see Sec. 5.5).

Table 5.2: Guidance according to MSC.1/Circ. 1228, (IMO 2007)

Condition Critical when Action

Surf-riding and broaching to
135◦ < µe,IMO < 225◦

∧ Vs >
1.8
√
LP P

cos(180− µe,IMO)

Speed and/or course outside
dangerous region

Successive high-wave-attack
(λW > 0.8 · LP P

∧HS > 0.04 · LP P )
∨ 1.8 · TP < TE < 3.0 · TP

Speed and/or course outside
dangerous region

Synchronous rolling and
parametric rolling motions

TE ≈ TR

∨TE ≈ 0.5 · TR

In following, quartering, head,
bow or beam seas adjust course
and speed adequately

First, surf-riding relates to the ship traveling on a steep wave crest in following waves
and being accelerated to ride on a wave. In case of insufficient stability, the ship may
experience large roll angles or even capsize (IMO 2011, p. 8). In the same situation,
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broaching-to refers to the danger of capsizing due to a change of heading. As to the
guidance, both may occur when the ship speed Vs exceeds a certain critical speed and
the encounter angle µe,IMO is in a critical range.

(a) Wave Crest Situation (b) Wave Trough Situation

Figure 5.9: Schematic of a Ship’s Changing Water Plane Area in Waves

The second criterion aims to avoid the successive encounter of higher waves, since this
can result in pure loss of stability, synchronous or parametric rolling or in a combination.
Pure loss of stability may particularly occur in head or following seas. In a wave crest
situation indicated in Fig. 5.9a, a significantly reduced ship’s water plane area can lead
to vanishing stability and thus to capsizing. Fig. 5.9a and Fig. 5.9b in comparison indi-
cate the variation in buoyant distribution and thus stability, which can cause large roll
angles (IMO 2011, p. 5). A situation may be critical when the waves exceed a critical
length λW and height HS in relation to the ship length LPP . This corresponds to the
encounter period TE being a certain multiple of the wave period TP .

Third, synchronous and parametric rolling motions concern large roll motions induced
by direct excitation or the varying stability in the wave crest and trough situation de-
scribed above. Accordingly, situations shall be avoided where the encounter period TE
coincides with the ship’s natural roll period TR, which can be approximated by:

TR = 2π · i√
g ·GM

with i =
√
Ixx
∆ ≈ 0.4B (5.15)

where GM denotes the metacentric height of the ship, g the Earth’s gravitational accel-
eration and i the gyration radius, which can by approximated using the mass moment
of inertia Ixx, the ship’s displacement ∆ and breadth B (IMO 2011, p. 22). Usually, 0.4
times the ship’s breadth is assumed to approximate the radius of gyration. However,
this can increase up to 0.45B for large ships with high superstructures or deck cargo.

In order to avoid the described hazards and the corresponding potentially dangerous
zones, the IMO proposes mainly speed and/or course alterations. However, the vul-
nerability and the probability that a ship encounters these dangerous phenomena in a
certain sea state not only depend on ship size and speed, but also on hull geometry and
actual stability parameters. This implies that the guidance may be too generous for
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ships with insufficient stability but too restrictive for certain other ships (IMO 2007).
This is endorsed by the IMO (2011) based on the study of eight capsizing accidents in
following seas, where additional information provided by applying the IMO guidelines
could not have aided their prevention. Despite these deficiencies regarding the guideline’s
applicability to ensure ship safety, this rather simple approach is widely implemented in
academic as well as commercial weather routing systems. To roughly assess whether a
ship may encounter these dangerous situations during a voyage, the developed weather
routing system also offers the option to apply the guidance (see Sec. 6.2).

In addition, further aspects related to ship safety and comfort may be considered by
adequate restrictions and improved methods. This includes criteria, such as those by
Nordforsk (1987) concerning roll motion, vertical and lateral accelerations, as well as the
probability of slamming and deck wetness limiting human effectiveness and the general
operability of ships. Furthermore, to improve the applicability of the IMO guidelines
regarding roll motions at least slightly, an effective metacentric height may be used to
calculate the roll period (see Eqn. 5.15). Linearizing the vessel’s stability is only valid
for small inclinations and can lead to significant deviations when large motion ampli-
tudes occur. In case of the effective metacentric height, the discretized righting levers
need to be numerically integrated to obtain the area of the lever arm curve which is
equivalent to the energy stored by one roll motion (IMO 2011, pp. 22–23). Moreover,
ship specific polar plots derived from nonlinear simulations may be used to assess the
ship’s safety in adverse sea conditions depending on course, speed and trim (Krüger et al.
2003). Also results e.g. from numerical and experimental methods for the determina-
tion of roll damping by Abdel-Maksoud et al. (2013) may improve ship safety assessment.

Despite many options to account for ship safety and comfort in simplified or sophis-
ticated ways, the study of safety constraints in weather routing is not in the particular
focus of this research but of others, as outlined in the next section.

5.5.3 Ship Safety in Weather Routing
Ship motions due to waves affecting the ship’s safety, comfort and/or resistance are
considered in lesser or greater detail in many academic developments concerning ship
weather routing. The basis for the summary of approaches related to ship safety and
comfort is the overview of mathematical modeling and optimization approaches applied
in ship weather routing in Chpt. 4. As to the consideration in commercial weather rout-
ing systems, it is referred to Sec. 2.5.

Often, ship motions influencing the ship’s safety or comfort are taken into account by
constraints. Applied criteria refer to vertical and lateral accelerations at specific points,
such as the bow, in holds or accommodation areas, to bending moments, slamming, deck
wetness, propeller racing and emergence as well as to roll motions, specifically parametric
rolling, and to motion sickness. Limits are given in terms of absolute values or nondimen-
sional indices or regarding the probability of occurrence. Threshold values for different
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phenomena are among others introduced by Avgouleas (2008), Böttner (2007), Calvert
(1990), Chen (1978), Hagiwara (1989), Hinnenthal (2008), Petrie et al. (1984), Shao and
Zhou (2012), Tsujimoto and Tanizawa (2006), Vettor and Guedes Soares (2016), and
Zaccone et al. (2018). Frequently, the corresponding ship motions are computed using
RAOs, such as by Böttner (2007), Chen (1978), Hinnenthal (2008), Petrie et al. (1984),
Sen and Padhy (2015), Vettor and Guedes Soares (2016), and Zaccone et al. (2018). Also
Cui, Howett, et al. (2016) and Eskild (2014) use RAOs to apply the criteria by Nordforsk
(1987) (see Sec. 5.5.2). To derive RAOs, methods presented in Sec. 5.5.1 can be utilized,
such as the strip codes PDSTRIP used by Zaccone et al. (2018) and SEAWAY deployed
by Hinnenthal (2008). However, RAOs may not only vary for different computational
methods but also significantly influence the optimization results (Zaccone and Figari
2017).

Apart from ship motion constraints, limits can also concern the weather conditions
themselves. Larsson and Simonsen (2014) (see Sec. 4.2.1) only take into account a maxi-
mum wave height, while Bentin et al. (2016) assume threshold values for wind and waves.
Furthermore, Chu et al. (2014) incorporate control bounds regarding maximum allow-
able wave heights in head, beam, and following seas (see Fig. 5.4), maximum allowable
true and relative wind speeds as well as tropical cyclone avoidance limits.

Instead of considering safety aspects by constraints leading to certain headings or
speeds being excluded, they may also be part of the objective function or an objective
itself. Weber (1995, p. 88) considers constraints, that include maximum wave height
and wind speed, by penalties in the objective function and by inadmissibility of vec-
tors violating constraints (see Sec. 4.3). Pipchenko (2011) compares different criteria
limiting the operability of ships, among others those by Nordforsk (1987). From the
comparison and a survey of navigators it is concluded that simple threshold values are
ineffective for safety assessment. Hence, Pipchenko (2011, p. 386) integrates a fuzzy
logic system correlating ship motion parameters, particularly roll amplitude, and a risk
level, which is included in the objective function. Also the objective function of Kosmas
and Vlachos (2012) includes a scalar that characterizes the safety during the voyage and
is calculated based on vectors containing the wind and wave conditions on the route and
corresponding ship responses. Maki et al. (2011) treat a minimum risk of parametric
rolling as objective in addition to minimum fuel consumption. However, a maximum roll
angle and the duration of excitation are neglected. In the multi-objective optimization
problem solved by Hameed (2015), safety, thus minimizing the encountered wave height,
is one objective. Depending on the choice of optimization criteria, Vettor and Guedes
Soares (2016) account for ship safety in their evolutionary algorithm either as objective,
thus a single risk coefficient influenced by all responses, or by constraints (see above).

Either as constraints or within the objective function, many developments integrate
the guidance to the master given in MSC.1/Circ. 1228 to avoid dangerous situations in
adverse weather and sea conditions (IMO 2007), which is indicated in Sec. 5.5.2. While
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Shao and Zhou (2011) and Shao et al. (2012) apply all criteria, Mannarini et al. (2013)
focus on preventing surf-riding and parametric rolling. Krata and Szlapczynska (2012)
go one step further and compute a nondimensional safety index considering the accu-
mulated area of all dangerous zones arising from the guidance. To improve the method,
Krata and Szlapczynska (2018) incorporate a so called equivalent metacentric height,
which corresponds to the effective metacentric height. Hence, the approach allows to
include MSC.1/Circ. 1228 either as objective in terms of the safety index or in the con-
straint set. In the time-dependent bi-objective shortest path algorithm presented by
Veneti et al. (2017), certain arcs are deleted when critical as to the guidance. In ad-
dition, the risk of a possible ship accident (collision or grounding) is predicted using a
Bayesian model. It is proposed by Koromila et al. (2014) and based on ship parameters
and data from the Automatic Identification System (AIS).

Last but not least, dangerous zones can be found in the approaches by Bijlsma (1975)
and Zoppoli (1972). While Zoppoli (1972) introduces sea zones forbidden during certain
time intervals to avoid dangerous situations in rough seas, Bijlsma (1975) uses a polar
velocity diagram. This provides the speed reduction in waves and indicates forbidden
courses, i.e. those causing heavy roll motions of the ship.

5.6 Principles of Ship Propulsion

The performance of a ship during a voyage not only significantly depends on the service
conditions including the influence of ocean currents, wind and seaway but also on the
ship itself and among others its geometry, loading condition and propulsion system.
Accounting for the total resistance or speed reduction in service conditions, the required
engine power to achieve a given ship’s speed or an attainable speed assuming a given
power can be determined and the fuel consumption calculated. In this regard, propeller
and engine characteristics play an important role to provide sound routing support. A
more sophisticated method to predict the added power is proposed by Abdel-Maksoud et
al. (2016). However, due to computational efforts and data requirements, relations such
as speed dependent efficiencies or power dependent specific fuel consumptions are often
simplified, i.e neglected or assumed to be constant. Hence, approaches with different
levels of detail are applied in ship weather routing.

5.6.1 Propeller Characteristics

In line with the most popular approach in ship weather routing shown in Fig. 5.5 based
on solving the equation of motion in longitudinal direction (Eqn. 5.1), the ship’s total
resistance needs to be balanced with the thrust delivered by the propeller. In addition,
the “torque required by the propeller must be in equilibrium with the torque delivered
by the engine” (Journée and Meijers 1980, p. 5). Hence, propeller characteristics need
to be taken into account when determining the propeller’s operational point including
torque and rate of revolutions, and when predicting the required engine power. It is
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to be noted that it is focused on the characteristics of conventional propellers, more
precisely fixed pitch propellers.

Since the propeller load, i.e. the required thrust, changes with varying added resistance
throughout a ship’s voyage, which affects the required power, the complete propeller
characteristics need to be available (Abdel-Maksoud et al. 2016, p. 36). These are
generally given in an open-water diagram. Usually, this is obtained from model tests and
adequate correction for full-scale application or alternatively from numerical calculations.
In ship weather routing, also empirical data is used (see Sec. 5.6.4). An example of such
a diagram for a Post-Panmax container ship is shown in Fig. 5.10.
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Figure 5.10: Open-Water Diagram for a Post-Panmax Container Ship (DTC), adapted
from Riesner et al. (2016, p. 16) and Moctar et al. (2012, p. 53)

The propeller thrust T and torque Q0 are usually expressed by the nondimensional thrust
and torque coefficients kT and kQ as a function of the rate of revolutions n and using
the propeller diameter Dp and the water density ρ:

kT = T

ρ · n2 ·D4
p

(5.16)

kQ = Q0
ρ · n2 ·D5

p

(5.17)

Another important parameter is the so-called advance coefficient J . At the same
advance coefficient the nondimensional thrust and torque values of a propeller are the
same, which is why the propeller curves are presented as a function of it. Thus, in
principle, the characteristic values for a model propeller can be transferred directly to
full scale (Krüger 2005, p. 17). The advance coefficient is defined as:
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J = ua
n ·Dp

(5.18)

where ua = u(1 − w) denotes the propeller inflow, i.e. the speed of advance of the
propeller. Due to effects, such as flow separation, it is generally observed to be lower
than the ship’s longitudinal speed u, which is expressed by the wake fraction w that
largely depends on the hull shape. The increased resistance due to the propeller is taken
into account by the so-called thrust deduction fraction t. Some empirical formulae to
estimate both are summarized by Schneekluth and Bertram (1998, pp. 181–183). The
given wake fraction w and thrust deduction fraction t, the relation of thrust T and total
resistance RT in Eqn. 5.1 as well as Eqn. 5.16 and 5.18 provide the basis to eliminate
the unknown torque and rate of revolutions and derive the following curve:

k∗
T (J) = RT

u2 ·
1

(1− t)(1− w)2ρ ·D2
p

· J2 (5.19)

Hence, the advance ratio J can be found as the intersection of this curve with a known
open-water propeller curve kT often using an iterative procedure. The curve for calm
water conditions based on ship data given by Abdel-Maksoud et al. (2016) is depicted
in Fig. 5.10. Varying weather conditions cause the curve, and thus the intersection to
change, which requires a recalculation of the operating point. The propeller rate of
revolutions n can be derived using Eqn. 5.18 and the open-water propeller torque Q0
from Eqn. 5.17. With a known relative rotative efficiency ηR or propeller torque Q the
delivered power at the propeller PD can be obtained (Abdel-Maksoud et al. 2016, p. 35):

PD = 2π ·Q · n = 2π · Q0
ηR
· n (5.20)

According to Schneekluth and Bertram (1998, p. 184), “the relative rotative efficiency
ηR accounts for the differences between the open-water test and the inhomogeneous
three-dimensional propeller inflow encountered in a propulsion test. In reality, the pro-
peller efficiency behind the ship cannot be measured and all effects not included in the
hull efficiency, i.e. wake and thrust deduction fraction, are included in ηR.” Empirical
formulae for its estimation are given by Schneekluth and Bertram (1998, p. 184).

Alternatively, the delivered power at the propeller PD can be obtained using the
propeller curve of the open-water efficiency η0. It is given in the open-water diagram in
Fig. 5.10 and is defined as:

η0 = T · ua
2π · n ·Q0

= kT
kQ

J

2π (5.21)
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With the relative rotative efficiency ηR and the hull efficiency ηH , which considers the
thrust deduction fraction t and the wake fraction w, the propulsive efficiency ηD can be
calculated:

ηD = ηH · η0 · ηR = 1− t
1− w · η0 · ηR (5.22)

Consequently, the delivered power at the propeller PD can be obtained from the
propulsive efficiency ηD and the effective power PE , which is the power required to
tow the ship without a propulsive system, i.e. the product of the total resistance RT and
the speed u:

PD = PE
ηD

= RT · u
ηD

(5.23)

To account for the ship’s propulsion in ship weather routing (see Sec. 5.6.4), the
ITTC Performance Prediction Method (ITTC 1978) presents a popular approach. It is
“an analytical method to predict delivered power and rate of revolutions for single and
twin screw ships from model test results” (ITTC 1978, p. 3). Therefore, it requires data
from a resistance and self-propulsion test as well as the model propeller characteristics.

5.6.2 Engine Load and Fuel Consumption

The fuel consumption is significantly influenced by the ship speed, since the required
propulsive power is proportional to approximately the third or fourth power of the
speed depending on the ship (ABS 2013, p. 54). Hence, slowing down by 10% can re-
duce the fuel consumption by about 20% with only a slightly longer voyage time. As
a consequence of this slow steaming, particularly mechanically controlled engines are
not operated in an optimal operating point but at rather low loads. This “can cause
accelerated wear of the engine and auxiliary components if not properly planned and
executed” (ABS 2013, p. 56). For electronically controlled engines the operational range
is higher. Moreover, Chen (2011, p. 4) notes that engine overload in service conditions
may also be caused by propulsion systems being optimized for calm weather conditions.
Thus, consideration of the engine characteristics in weather routing is recommended.

When deriving the fuel consumption from the previously calculated delivered power at
the propeller, an important aspect refers to the efficiency losses between the engine and
propeller. The delivered power PD is generally less than the brake power PB directly at
the ship’s engine. The efficiency losses due to shaft and bearings typically amount to
1.5% to 2.0% (Bertram 2012, p. 76), thus the transition or shaft efficiency ηS is typically
0.98 to 0.985 (Schneekluth and Bertram 1998, p. 181). Sometimes also a gear efficiency
ηG (IMO 2016a, Annex, p. 25) or other ship specific efficiencies are considered. Using a
simplified definition of the shaft efficiency ηS , the brake power PB can be expressed as:

PB = PD
ηS

(5.24)
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The brake power PB required to achieve a given speed has to match the engine charac-
teristics and be within its limits. The power and speed limits of an engine for continuous
and overload operation are generally given in an engine load diagram. Since a ship of
equivalent size to the previously mentioned Post-Panmax container ship is equipped with
the electronically controlled MAN B&W 9S90ME-C10.2 type engine with nine cylinders,
the corresponding engine load diagram is shown in Fig. 5.11 (MAN Diesel & Turbo 2014;
Zaitoun et al. 2014).
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Figure 5.11: Engine Load Diagram of MAN B&W 9S90ME-C10.2 (MAN Diesel & Turbo
2014; MAN Energy Solutions 2018)

When the required engine power for a ship is determined, extra power margins are
usually added. The sea margin of typically 15% accounts for added resistance due to
weather effects, while the engine margin of 10% to 15% presents an operational margin
for the engine (MAN Diesel & Turbo 2011, pp. 28–29). The point corresponding to the
optimum for the ship, the operating profile and the requirements of yard or owner for
continuous operation of the engine is the specified maximum continuous rating (SMCR).
At SMCR the power output amounts to 37 620 kW at a speed of 72.0 rpm (MAN Diesel
& Turbo 2014; Zaitoun et al. 2014).

The according propeller curve through SMCR, i.e. the engine layout curve, is shown
in Fig. 5.11. It accounts for heavier running of the propeller due to fouling or heavy
weather. In contrast, the light running propeller curve considers a clean hull and calm
weather, which may be used for the propeller layout. Due to effects such as fouling of
hull and propeller, which can increase resistance by 25% to 50% throughout a ship’s
lifetime, the curve shifts to the left as the time in operation progresses (MAN Diesel &
Turbo 2011, pp. 12, 22–23, 31). This causes different limits to be critical for continuous
operation or for temporary overload running. Particularly in adverse weather conditions,
considering the reduced available power is essential (IMO 2016a, Annex, p. 26).

92



5.6 PRINCIPLES OF SHIP PROPULSION

The range for continuous operation, as indicated by the load diagram in Fig. 5.11, is
typically limited by the maximum combination of torque and speed to ensure ample air
supply for combustion (Line 1) as well as by maximum mean effective pressure (Line 2),
maximum power (Line 3) and maximum speed (Line 4, 105% of SMCR) (MAN Diesel &
Turbo 2011, pp. 29–30). While the propeller curve for a fixed pitch propeller is based on a
power demand proportional to the third power of the engine speed, i.e. rate of revolutions
n, the power is proportional to n2 for Line 1 and to n for Line 2. Further details are
given by MAN Diesel & Turbo (2011, 2014). Similarly, the overload diagram can be
derived, where the maximum overload limit corresponds to 110% of SMCR. It “may be
permitted for a limited period of one hour every 12 hours” (MAN Diesel & Turbo 2014,
Sec. 1.04). Furthermore, at certain shaft speeds excessive torsional vibrations can occur
resulting in many shaft lines having a barred speed range (MAN Diesel & Turbo 2015,
p. 4). Thus, additional restrictions especially concerning the time taken for passing the
speed range may be considered, which are omitted here.

Figure 5.12: Specific Fuel Oil Consumption of MAN B&W 9S90ME-C10.2 (MAN Energy
Solutions 2018)

In addition, the specific fuel oil consumption as a function of power needs to be taken
into account, as this may increase at low loads. According to ABS (2013, p. 56), the
increase can amount to 10% more fuel for each kilowatt. The curve of the specific fuel
oil consumption of the MAN B&W 9S90ME-C10.2 is shown in Fig. 5.12 (MAN Energy
Solutions 2018). Hence, the derived brake power PB, the corresponding specific fuel oil
consumption SFOC and the voyage time tij between the two waypoints or nodes i and
j provide the basis to calculate the absolute fuel consumption mFuel as well as the fuel
costs Cij using the current price per ton of fuel PFuel:

mFuel,ij = PB · SFOC · tij (5.25)
Cij = mFuel,ij · PFuel (5.26)
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The consumption of any auxiliary engines as well as of lubricating oil has to be obtained
separately if required but is neglected within this research. Even the engine character-
istics are only rarely considered explicitly in ship weather routing. Hinnenthal (2008)
takes into account the main engine characteristics including boundary lines for engine
overload, maximum allowable mean effective pressure, nominal power and maximum
rate of revolution at nominal power. Also the specific fuel oil consumption is given as
function of the main engine’s rate of revolution.

5.6.3 Added Power Prediction Method
The general approach shown in Fig. 5.5 is often applied in academic ship weather rout-
ing developments. However, among others Bertram and Couser (2014) and Shigunov
(2017) highlight the importance of considering added power in weather routing systems.
Added power approaches typically integrate at least a simple maneuvering model, thus
consider more than one equation of motion and may include transverse drift and rudder
forces. A fast method for added power prediction named ProWe has been developed by
Abdel-Maksoud et al. (2016) within a research project concerning the performance of
ships in a seaway. The approach is schematically visualized in Fig. 5.13. The method is
developed in Python and is briefly explained in the following. For a detailed description
of the method including all functions, input and output parameters, it is referred to
Abdel-Maksoud et al. (2016). Further information on the integration into the weather
routing system developed within this research is given in Sec. 6.4.4.
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Figure 5.13: Model including Transverse Drift Forces, Rudder and Propeller, based on
Abdel-Maksoud et al. (2016)
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In principle, the method is based on the three equilibrium equations given by Eqn. 5.1
to 5.3 and definitions similar to those in Fig. 5.2 and 5.3. Wind forces and drift forces
in a seaway are calculated in line with Sec. 5.4 and 5.5.1 respectively. To consider the
drift forces, the method provides interfaces to load results from the Rankine Singularity
Method GLRankine and the strip code PDSTRIP. As to the propeller characteristics,
the relations according to Sec. 5.6.1 are applied. Since the varying open-water efficiency
due to a shifting operating point has the greatest influence on the added power, the
impact of wake and thrust coefficients is comparably small and time-averaged values
are used. The ship’s engine is integrated by a simplified model based on a boundary
curve of the available engine power. In addition, hydrodynamic hull forces as well as
rudder forces are taken into account by Abdel-Maksoud et al. (2016, pp. 31–33). The
longitudinal force due to an oblique inflow of the hull is neglected, since it is expected
to be small in case of small transverse velocities. Moreover, the yaw velocity is omitted.
Thus, the linearized transverse hull force YHull and yaw moment NHull can be derived in
dependence of the transverse velocity v and the nondimensional manoeuvring coefficients
Yv and Nv as to Abkowitz (1964):

YHull ≈ Yv · v (5.27)
NHull ≈ Nv · v (5.28)

Concerning the rudder, formulations in line with the semi-empirical method from Brix
(1993) are applied. It is assumed that the resistance (drag) and lift forces of the rudder
are 60% higher compared to an airfoil where no plane, i.e. hull, perpendicular to the
span is arranged at one end. Due to the assumption of small rudder angles, the rudder
drag is assumed to act along the x axis and the lift along the y axis (see Fig. 5.2).
These assumptions, the flow uR, the submerged projected rudder area AR as well as
semi-empirically estimated drag and lift coefficients, CD and CL, provide the basis to
derive the longitudinal and transverse rudder forces, XRudder and YRudder:

XRudder = −0.5 · ρ · CD ·AR · u2
R (5.29)

YRudder = 0.5 · ρ · CL ·AR · u2
R (5.30)

NRudder = −YRudder · LCG (5.31)

The yaw moment NRudder results from the side force and the lever LCG, which is the
longitudinal center of gravity from the aft perpendicular. Since the propeller increases
the flow and changes the lift coefficient of the rudder, the corrected flow u2

R,corr and the
correction factor λLift may be introduced, which leads to:

YRudder · λLift = 0.5 · ρ · CL ·AR · u2
R,corr (5.32)

When applying the added power prediction method, the ship’s speed, thus the state
of motion, as well as the wind and wave conditions are assumed to be constant for ev-
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ery leg of a given route. Initially, the corresponding wave spectrum and the propulsion
point for calm water conditions, i.e. without wind resistance induced by the ship’s own
speed, are determined. As indicated by Fig. 5.3 and Eqn. 5.9 to 5.11, the wind forces
are influenced by the ship’s drift angle βD. Similarly, this is applicable to the forces in a
seaway. However, the drift velocity is not only affected by the hydrodynamic hull forces
but also by the impact of wind and waves. Thus, for a considered state of motion the
corresponding wind and wave forces are calculated and the drift velocity is estimated
using the equations of motion for sway and yaw. This results in an updated drift angle
and accordingly new wind and wave forces. The iterative procedure, represented by the
first loop in Fig. 5.13, terminates when the change in wind force is sufficiently small.

In order to obtain the added power, the propulsion point, i.e. the operational point of
propeller and engine, needs to be determined. This requires the ship’s total resistance
(see Sec. 5.2) including the impact of the rudder, which is assumed to be behind every
propeller. The rudder inflow, though, is not only influenced by the ship’s drift but also
by the propeller. While the basic relations have been treated above, the iterative proce-
dure to derive the equilibrium between propeller load and rudder force is visualized by
the second loop in Fig. 5.13. The rudder angle is estimated iteratively using the semi-
empirical formulae for the drag and lift coefficients. Consequently, the rudder resistance
is calculated and the total resistance is updated, which leads to a new curve in the open-
water diagram (see Fig. 5.10) based on Eqn. 5.19. Its intersection with the curve of the
thrust coefficient gives the propeller’s operational point. Finally, under consideration of
the engine characteristics, the added power on each leg can be calculated, which is used
to derive the ship’s fuel consumption.

The method is validated within the research project by Abdel-Maksoud et al. (2016,
pp. 49–52). It is applied to a 238 meter long cruise ship, different routes and weather
conditions. It is concluded that the method considers the input data as expected and
allows to predict the added power in real weather conditions in accordance with the
accuracy of the input data.

5.6.4 Approaches in Weather Routing
Apart from different approaches to derive the total ship’s resistance, which is typically
composed of the calm water and added resistances due to waves and wind, also propeller
and engine characteristics are taken into account with different levels of detail if consid-
ered at all. This applies to their integration in academic developments and commercial
systems concerning ship weather routing. The brief summary of approaches related to
ship propulsion is based on the overview of mathematical modeling and optimization
approaches applied in ship weather routing in Chpt. 4. As to the consideration in com-
mercial weather routing systems, it is referred to the overview in Sec. 2.5. It is to be
noted that most approaches refer to solving the equation of motion in longitudinal di-
rection. The few approaches also accounting for transverse motions are mentioned in
Sec. 5.1.
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Approaches that consider the propulsion system of a ship and the interaction between
hull, propeller and rudder in lesser detail often aim at reducing data requirements or
computational effort. Sometimes, the ship’s propulsion is even neglected completely as
in the case of simple speed reduction curves. Also Pipchenko (2011) neglects the pro-
peller for calculating the engine load, but considers propeller racing by an operational
limit. In some cases, the propulsive efficiency is assumed to be constant, such as by
Bentin et al. (2016) and Sen and Padhy (2015). Sen and Padhy (2015) apply Dijkstra’s
algorithm and note that determining the ship speed under consideration of the total
resistance and open-water propeller characteristics for every possible path between two
nodes of a grid implies high time and computational efforts. Consequently, the speed
reduction due to environmental impacts is assumed to be small, and thus the effective
thrust to be constant within the considered speed range. This assumption is said to be
acceptable for the studied North Indian Ocean region. But it is rather inappropriate for
regions like the Atlantic Ocean.

In contrast, ship specific propeller characteristics are considered among others by Av-
gouleas (2008), Böttner (2007), Calvert (1990), Cui, Turan, et al. (2016), Hinnenthal
(2008), Vettor and Guedes Soares (2016), and Zaccone et al. (2018). In some cases,
a propeller with publicly known open-water characteristics is assumed. For example,
Calvert (1990) and Vettor and Guedes Soares (2016) use data published by Oosterveld
and van Oossanen (1975). Cui, Turan, et al. (2016) use the propeller open-water perfor-
mance characteristics to calculate the open-water efficiency and derive the brake power.
The engine’s specific fuel oil consumption is assumed to be constant. In case of Böt-
tner (2007), Hinnenthal (2008), Marie and Courteille (2009a), and Marie and Courteille
(2009b), the ITTC (1978) power prediction method is applied to obtain the propeller’s
operating point and finally the fuel consumption. The approach of Calvert (1990) is said
to be similar to the ITTC (1978) method. It considers engine characteristics based on
full-scale test bed data. Marie and Courteille (2009a, p. 138) note that the approach is
not generic and requires specific knowledge of the ship. Hence, a fuzzy logic model is
suggested to derive the ship’s fuel consumption on a route by using data collected from
onboard measurements.

In order to avoid the integration of propeller data into the performance calculation,
pre-calculated curves or databases are favored. In this regard, Klompstra et al. (1992)
use a performance prediction model consisting of a resistance, a propeller and an engine
module to solve the equation of motion in longitudinal direction. Based on the obtained
power and the specific fuel consumption given as a polynomial function of the power,
speed-fuel-curves can be derived. Thus, the fuel consumption is given as a function of
speed, distance, loading and weather condition (incl. ocean current). Similarly, Aligne
et al. (1997) determine the power based on curves relating the power for different speeds
to the total added resistance. Also Tsujimoto and Tanizawa (2006) use a pre-calculated
database with ship speed, fuel consumption per hour and vertical acceleration data in
dependence of engine revolution, displacement and eight weather parameters.
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Instead of obtaining the engine power and fuel consumption in accordance to the ship’s
speed, Fang and Lin (2015) and Lin et al. (2013) assume a constant effective power and
derive an attainable speed in the prevailing weather conditions (ocean currents, wind
and waves). Fang and Lin (2015, p. 131) state that lateral forces and yawing moments
are neglected, since maneuverability is not considered in the present mathematical model
and the rudder’s “influence is complicated and needs to be further judged in the future.”
Also Eskild (2014) iteratively calculates the attainable speed in a given sea state at con-
stant brake power. In case the wind is calculated from waves, a speed loss input file is
considered. Otherwise, in case of wind and wave forecasts, calm water resistance data
from towing tests, propulsion data from open-water tests as well as measured wind co-
efficients and pre-computed added resistance data due to waves are read. Furthermore,
Shields and Weber (2015) state that speed recommendations by StormGeo (see Sec. 2.5),
which are calm sea speeds, generally assume constant power. It is considered to be more
fuel efficient than constant RPM.

Last but not least, insufficient data or less detailed hydrodynamic and propulsion
models may be compensated by the use of operational data and techniques from ma-
chine learning or artificial intelligence. Thus, Chen (1989) utilizes onboard sensor data.
Also Weber (1995) develops a model to integrate the influence of wind and waves on the
ship’s behavior based on an experimental process analysis of measurements on board
of a container ship. Similarly, the method proposed by Szlapczynska (2015, p. 342)
uses “data gathered from a set of ships belonging to a sea carrier company” to allow
estimation of ship speed, fuel consumption and safety of the voyages based on IMO’s
MSC.1/Circ. 1228 (Krata and Szlapczynska 2012). Also commercial systems, such as
ClassNK-NAPA GREEN (see Sec. 2.5), include measured operational data from onboard
sensors and apply machine learning techniques to reduce errors. This allows improved
performance predictions in normal operating conditions, where data from the shipyard
and sea trials are insufficient (NAPA Group 2014, p. 10).

In conclusion, it is often claimed that adequate modeling of a ship’s propulsion and
steering ability is required to avoid engine overload or to ensure manoeuvring capabil-
ities in a seaway (see Sec. 2.2, 2.3 and 5.5.1). Nevertheless, it is to be noted that the
actual influence of differently detailed approaches on ship weather routing has rarely
been systematically investigated so far. As summarized in Sec. 5.2.3, Calvert (1990)
conducts routing studies comparing the impact of methods ranging from simple speed
loss approaches up to a developed ship resistance and powering algorithm. Yaw and
steering effects are neglected, since they are assumed to be less important compared to
calm water and added resistances (Calvert 1990, p. 59). The lack of detailed studies on
the influence of propulsion and steering in ship weather routing suggests further investi-
gations in this regard, especially against the background of the attributed importance.
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Weather Routing System

The ship weather routing system is designed taking into account the influence of weather
in maritime shipping addressed in Chpt. 2 and the fundamentals of meteorological and
oceanographic data described in Chpt. 3. Furthermore, the design and implementation
is inspired by the applied optimization approaches that are outlined regarding commer-
cial systems in Sec. 2.5 and academic developments in Chpt. 4. The aspects of ship
performance treated in Chpt. 5 are of particular importance for investigating the object
of research, i.e the impact of added resistance and added power on ship weather rout-
ing. Considering these aspects, the descriptive model of the weather routing problem
is derived in Sec. 6.1 and the mathematical model in Sec. 6.2. The chapter continues
with the solution procedure in Sec. 6.3. The developed system including its architecture
is subject to Sec. 6.4. It also provides details on the ship performance model and its
implementation as well as on the handling of weather data.

6.1 Description of the Weather Routing Problem
The first steps when approaching a complex real-world problem before formulating the
mathematical model and finding a solution procedure refers to analyzing the problem
and creating a descriptive model. On the basis of some generic requirements relevant for
ship weather routing, the scope and assumptions of the developed system are described
and the considered problem is classified.

6.1.1 Generic Requirements
The aspects treated in Chpt. 2 concerning voyage planning, maritime safety and energy
efficiency provide the basis to outline requirements relevant for ship weather routing. In
particular, the Guidelines for Voyage Planning adopted by the IMO (1999) in resolution
A.893(21) emphasize the importance of a well planned ship’s voyage for safety of life at
sea, safe and efficient navigation and environmental protection. In line with the IMO
(1999) and Berking and Huth (2010, pp. 32ff.), the following key items should be taken
into consideration when planning a ship’s voyage:

• Ship data
– Ship’s condition and state including information on stability and equipment

as well as any required documents
– Operational limitations
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– Permissible draught at sea as well as in fairways and ports
– Maneuvering data including restrictions
– Type and distribution of cargo

• Navigational information
– Up-to-date charts, relevant notices to mariners, navigational warnings, mariners’

routing guides and other relevant routing information
– Ships’ routing and reporting systems and vessel traffic services
– Marine environmental protection measures
– Required port information
– Traffic conditions and volumes of traffic

• Environmental data
– Current and tidal atlases as well as tide tables
– Climatological, hydrographical and oceanographic data and other appropriate

meteorological information
– Availability of weather routing services

• Voyage data and plan
– Intended route including plot on an appropriate chart
– Voyage schedule including time of departure, estimated time of arrival and

estimated times of arrival at all intermediate points or at least at critical
points (e.g. regarding tide flow and heights)

– Safe speed and necessary speed alterations along the intended route
– Minimum required under keel clearance in areas with critical water depth
– Course alteration points considering ship speed and required turning circle
– All time availability, continuous monitoring and adaptability to changing cir-

cumstances of the voyage plan
– Specific instructions or restrictions given by the shipping company (e.g. slow

steaming or full speed in piracy areas)

The output of a weather routing system is a voyage plan. It provides the intended route
and voyage schedule, which covers the entire voyage from berth to berth. Each voyage
plan has to be approved by the ship’s master prior to the commencement of the voyage
(IMO 1999, p. 4). Assistance to the master for voyage planning to safely and efficiently
navigate the ship is provided by the route planning function of an Electronic Chart
Display and Information System (ECDIS). It also includes a route check function, such
as the NavStation by NAVTOR (2019). Since the take-over of a pilot is important for
voyage planning, the voyage should be planned and approved for arrival at the respective
pilot point in the first instance (Berking and Huth 2010, p. 36).
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6.1.2 Scope and Assumptions

In line with Sec. 4.1, a model is a purpose-oriented, possibly simplified and generally ide-
alized representation of a real system or problem. Creating this abstract idealization of
the problem requires approximations and simplifying assumptions to ensure tractability
of the model. With regard to the considered weather routing problem and the developed
system, the scope and assumptions are elaborated on the basis of the requirements given
in the previous section. Accordingly, the input and output model in Fig. 6.1 is derived.
The categories of input data comprise ship data, navigational information, voyage and
weather data. The output of the weather routing system shall be a voyage plan cov-
ering the ship’s voyage between given departure and arrival points. This particularly
comprises the intended route, i.e. a list of waypoints, and the voyage schedule as well
as the speed profile throughout the voyage and the estimated fuel consumption of the
main engine required for propulsion. The categories are briefly explained in Sec. 2.1.
More details are given in the context of the mathematical model as well as the input
and output data in Sec. 6.2 and 6.4.2 respectively.

The weather routing system itself needs to be able to read, load and handle all the
required input data. Associated challenges relate to high resolution and multidimensional
weather and ship data, as well as to the generation and visualization of the requested
output. Moreover, a key requirement refers to minimum fuel consumption as objective.
It is the most important aspect for many users and can be chosen to measure the impact
of the different ship performance methods. To achieve this objective, the ship’s route and
speed shall be optimized. Flexibility concerning potential user preferences and evaluation
possibilities can be increased by offering additional options for voyage optimization at
constant speed or along a specified route, such as the shortest route or a predefined
one. Tab. 6.1 summarizes the three optimization problems that can be solved by the
developed weather routing system. Accounting for the respective constraints, either
route and/or speed are optimized by varying position and/or time at a waypoint.

Voyage Plan 
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Ship Data
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Fuel Consumption
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Figure 6.1: Input and Output Model of the Weather Routing System
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Table 6.1: Optimization Problems solvable by the Ship Weather Routing System
Case Objective Decision Variables Constraints

1 Minimum fuel Position, time On-time arrival
2 Minimum fuel Position Constant speed
3 Minimum fuel Time On-time arrival, predefined route

(e.g. shortest route)

Future implementation of further aspects concerning weather data, safety or navigational
restrictions, among others named in Sec. 6.1.1, shall be allowed by a modular design of
the weather routing system. However, the more aspects are taken into account, the
more complex and likely the more computationally intensive the system becomes. This
leads to the trade-off between precision and tractability. In order to ensure tractability,
approximations and simplifying assumptions, which do not compromise the valid repre-
sentation of the problem, are required. Thus, the present system for investigating the
object of research is based on the following requirements, assumptions and limitations.
In summary, the weather routing system shall

• Ship data
– Read and handle required ship data including ship information, propeller and

engine characteristics
– Consider safety restrictions in line with MSC.1/Circ. 1228 (see Sec. 5.5.2)
– Take into account speed limits and operational limits for maximum wave

heights and wind speeds
– Provide an option to select an added resistance or added power method
– Integrate output data from PDSTRIP for added resistance and added power

calculations (see Sec. 5.5.1)
– Compute the fuel consumption of the main engine required for propulsion

• Navigational information
– Consider navigational restrictions limited to landmasses and shallow coastal

areas without explicit consideration of minimum required under keel clearance
– Perform weather routing from pilot point to pilot point outside each port as

specified by the user

• Environmental data
– Handle deterministic weather data (forecast/hindcast) provided in GRIB for-

mat (see Sec. 3.4)
– Allow the use of hindcast data to ensure weather data availability throughout

the travel time particularly for evaluation purposes
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– Account for wind, ocean waves and currents
– Assume constant weather impacts between two subsequent waypoints

• Voyage data and plan
– Ensure on-time arrival in line with schedule, i.e. with the user-defined input
– Include cost aspects related to fuel costs of the main engine based on a user-

defined fuel price
– Produce output in three formats (see Sec. 6.4.2) to provide individually de-

tailed route information and allow export to and display in an ECDIS
– Visualize the resulting route and waypoints

• Design and implementation
– Aim at minimum fuel consumption
– Allow for speed and route optimization accounting for the constraints
– Provide the functionality to solve the three optimization problems given in

Tab. 6.1
– Facilitate the addition of further options and the execution of specific pro-

cesses on external servers through a modular design
– Enable simple handling by a graphical user interface (GUI) and potential

future onboard usage (e.g. by a personal computer)

6.1.3 Classification of the Problem

The overview of mathematical modeling and optimization algorithms applied in ship
weather routing in Chpt. 4 reveals a broad variety of approaches. Naturally, the weather
routing problem is a nonlinear problem. It has been modeled as continuous or discrete
problem, as stochastic or deterministic problem and as constrained or unconstrained
problem. Moreover, it has been treated as a single-objective or a multi-objective prob-
lem with one or several decision variables, such as ship’s heading and engine power.
When classifying mathematical models, Finke (2008, p. ix) distinguishes between two
categories, which are based on algebraic and graph-related formulations.

The constructed ship weather routing problem is a single-objective deterministic and
constrained optimization problem. It aims at minimum fuel consumption and is de-
terministic, because the parameters of the objective function and the constraints are
assumed to be known accurately. The two decision variables, namely position and time,
allow to optimize the ship’s route, which is usually given as a list of waypoints, and
its speed profile. Due to the discretization of the route by means of waypoints and the
weather data that is provided in GRIB format, it appears reasonable to mathematically
formulate the problem using graph-related notions.
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Moreover, an optimization problem that aims for the shortest, fastest, cheapest or safest
path between selected pairs of nodes in a network can be formulated as a shortest path
problem. In view of this, the ship weather routing problem constructed within this thesis
can also be considered as a shortest path problem. The aim is to determine the optimal
path between a departure and arrival point, which is the path of minimum fuel costs.
It is to be noted that one origin and one destination are taken into account and that
the fuel costs assigned to the arcs are nonnegative. Both aspects influence the solution
difficulty.

Shortest path problems can also be formulated as dynamic programming problems and
vice versa (see Sec. 4.3). Instead of graph-related formulations based on nodes and arcs,
the problem is then described by stages and states for sequential decision making. Both
ways of modeling the weather routing problem belong to the most popular approaches.
Here, a graph-related mathematical formulation is used.

6.2 Mathematical Model of the Problem
The previously outlined descriptive model of the considered weather routing problem has
to be translated into a mathematical model in order to develop an adequate approach for
deriving a solution to the problem in the next step. This includes the objective function,
the decision variables, and the constraints, which are identified and formulated using
graph-related notions.

6.2.1 Objective Function

In a decision or optimization model, the objective function, i.e. a function of the decision
variables, aims at minimization or maximization. Given a directed graph G = (N,A)
with a set of nodes N and a set of arcs A, a traveling time tij and a time-variant positive
fuel cost Cij (see Eqn. 5.26) are associated with each arc (i, j) ∈ A between nodes i and
j and times ti and tj at the nodes with tij = tj− ti. Further, a directed forward path r is
a time-variant sequence of nodes (i1, i2, . . . , ik) with corresponding times (t1, t2, . . . , tk).
In terms of ship weather routing, it is a simplified voyage plan comprising waypoints
and times. Here, i1 and ik are called start node s (or origin) and end node d (or
destination), which are equivalent to departure and arrival port or pilot point. The time
t1 corresponds to the departure time and tk to the arrival time, i.e. ETD and ETA. The
set of all feasible paths, thus all directed paths from the start i1 to the destination ik
meeting all constraints, is denoted as P . The cost C(r) of a path r ∈ P then is:

C(r) =
k−1∑
n=1

Cinin+1(tinin+1) (6.1)

According to the aim of the weather routing problem, the path rmin is said to be
optimal if it has minimum fuel costs C(rmin) over all forward paths with the same start
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and destination. The objective of the weather routing problem can be formulated as
follows:

C(rmin) = min , rmin ∈ P (6.2)

6.2.2 Decision Variables

The decision variables represent each of the related quantifiable decisions to be made.
Since a node is associated with a position and a time, these two decision variables are
varied within their respective domains to allow route and speed optimization. As to the
WGS 84 coordinate system (xW GS84 , yW GS84 , zW GS84) in Fig. 5.2, the position of a surface
ship is specified by latitude Φ ranging from 90◦ South (−90◦) to 90◦ North (+90◦) and
longitude λ ranging from 180◦ West (−180◦) to 180◦ East (+180◦). Thus, a node in
is defined by latitude Φn and longitude λn. Furthermore, the time at a node tn has a
range from the estimated time of departure (ETD) at the start to the estimated time
of arrival (ETA) at the destination node. Accordingly, a forward path r ∈ P , which
is a time-variant sequence of nodes (i1, i2, . . . , ik) with times (t1, t2, . . . , tk), can also be
described in terms of positions (Φn ∈ [−90◦, 90◦], λn ∈ [−180◦, 180◦]) and corresponding
times tn ∈ [ETD,ETA] as:

r = {Φ1,Φ2, . . .Φk, λ1, λ2, . . . λk, t1, t2, . . . tk} (6.3)

For each position-time combination (Φn, λn, tn) that is within the range of the weather
data, the data as explained in Sec. 6.4.5 and summarized in Tab. 6.3 is available. The
weather conditions are considered in line with the relations in Fig. 5.3 when deriving the
ship’s behavior and the fuel consumption. On this basis, for a path r the speed profile
V (r) and the variation of the ship’s heading along the path Ψ(r), which are relevant for
ship navigation, can be obtained:

V (r) = {VS,1, VS,2, ..., VS,k} (6.4)
Ψ(r) = {ψ1, ψ2, ..., ψk} (6.5)

Considering Tab. 6.1, both, position and time, are varied in Case 1. Case 2, however,
assumes the ship’s speed to be constant, which leads to the time being determined
by the speed and distance between two neighboring nodes and only the position being
varied. In contrast, only the time is varied in Case 3, while the positions are defined
previously. The system requires either a predefined route as input or a prior calculation
of the shortest route. For the shortest route, the objective is minimum distance, while
the waypoint’s position is variable. The time domain is not relevant in this case.

6.2.3 Constraints

Mathematical expressions of any restrictions on the values of the decision variables are
referred to as constraints, which are equality or inequality constraints. In case of the
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constructed weather routing problem, constraints on the variables are related to the
voyage, the ship itself, its safety and geographic conditions.

Voyage Constraints The start and destination node need to correspond to the locations
specified by the user for departure and arrival:

i1 = (Φ1, λ1) = (Φstart, λstart) (6.6)
ik = (Φk, λk) = (Φdestination, λdestination) (6.7)

Furthermore, not only a departure time but also a specific user-defined arrival time is
assumed to be obligatory, which leads to a total voyage time for the whole path:

t1 = ETD (6.8)
tk = ETA (6.9)

k−1∑
n=1

tin,in+1 = ETA− ETD (6.10)

Ship Constraints As to the ship itself, an indirect constraint on the values of the
decision variables is given by the available power of the ship’s engine. The brake power
PB at a specific engine speed n, that is required when traveling from one node i to the
adjacent node j within the time tij , has to remain within the limits given by the load
diagram for continuous operation in Fig. 5.11. More detailed relations can be found in
Sec. 5.6.2. Compliance with this constraint can only be verified after the time-consuming
calculation of the power PB. Hence, the ship’s maximum attainable speed in calm water
Vmax is used to constrain the range of tij prior to the power calculation. The minimum
time tij required to travel the distance dij is dij/Vmax. Moreover, the option of setting
a minimum ship speed Vmin allows to account for the need to keep course control, thus
to maintain the steering ability in waves. In summary, the described limits are:

PB,ij ≤ PMaxLoad(n) (6.11)
Vij ≤ Vmax (6.12)
Vij ≥ Vmin (6.13)

Safety Constraints Optionally, the ship’s safety during a voyage can be taken into
account by certain operational restrictions. However, the consideration of safety con-
straints in ship weather routing as described in Sec. 5.5.2 is not in the particular focus
of this research. If any optional safety constraint is set as input and violated during
the calculation, the respective arc becomes invalid and not navigable. The considered
safety constraints include the IMO guidelines as well as limits for maximum wave height
HS,max and wind speed UG,max. Also the limit of minimum ship speed can be regarded
as a safety measure, since the steering ability is essential for the ship’s safety. The latter
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Figure 6.2: Map of the Landmasses Generated based on an Electronic Nautical Chart
using the SevenCs EC2007 ECDIS Kernel

one is named above, while the guidance according to MSC.1/Circ. 1228 (IMO 2007)
is given in Tab. 5.2 and is not explicitly formulated here again. The two constraints
concerning waves and wind can be expressed as follows:

HS(i, ti) ≤ HS,max (6.14)
UG(i, ti) ≤ UG,max (6.15)

Geographic Constraints Constraints due to geographic conditions and routing restric-
tions primarily refer to land, but can also include shallow waters, traffic separation
schemes, icebergs or mines. Due to the focus on ocean shipping and deep sea naviga-
tion, which is acceptable when comparing the impact of both ship performance methods,
mainly landmasses are taken into account. This is based on the map generated from an
Electronic Nautical Chart (ENC) shown in Fig. 6.2. Accordingly, every node i ∈ N has
to be located in water. In addition, every neighbor j of a node in ∈ r must be in water,
which ensures that no waypoint is located too close to the coastline.

6.2.4 Parameters
The constraints and the objective function can contain constants, such as coefficients.
These are the parameters of the model. Since the fuel cost function in Eqn. 5.26 and also
some of the constraints, such as that regarding the available power, are rather complex
and more or less implicitly depend on a number of parameters, these are not described
here in detail. Instead, it is referred to Chpt. 5, which elaborates on the aspects, such
as wind and waves, influencing the ship’s performance during a voyage.

6.3 Description of the Solution Procedure
The next step when approaching complex real-world problems refers to deriving solutions
to the problem from the mathematical model by developing a solution procedure. An
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algorithm is a processing specification for solving a problem, which can be represented
in detail by an executable program. Turau (2009) distinguishes between the design
of an algorithm and its translation into an executable program using a programming
language. While the first is part of this section, the implementation in form of the
developed weather routing system is subject to the next one.

6.3.1 Design of the Algorithm
An adequate algorithmic solution procedure is required to determine an optimal so-
lution for the mathematical model. Depending on the structure of the model, efficient
suitable algorithms may be available. The overview in Chpt. 4 shows that solution proce-
dures, i.e. algorithms, employed in ship weather routing range from nonlinear approaches
through graph theoretic and dynamic programming ones to metaheuristic methods.

To solve problems modeled based on graph-related formulations, the algorithmic graph
theory provides solution procedures. Graph algorithms applied in ship weather routing
are summarized in Sec. 4.3. The most popular algorithm to approach shortest path
problems is an algorithm developed by Dijkstra (1959). However, its rather high com-
putational effort is sometimes mentioned as a drawback for its application in weather
routing. When aiming to reach a destination as fast as possible, which is equivalent to
minimizing the number of nodes visited, the A* algorithm is often regarded as an alter-
native. In principle, it is a generalization of Dijkstra’s algorithm (Turau 2009, p. 271).
As to Barr and Feigenbaum (1981, pp. 58, 64), the A* algorithm, first described by Hart
et al. (1968), can be classified as a heuristic state-space search method. In contrast to
a blind search of a state-space with a purely arbitrary order of expanding the nodes,
A* additionally uses heuristic information to reduce the search space. On the basis of
Barr and Feigenbaum (1981) and Hart et al. (1968), a time-dependent version of the A*
algorithm employed to solve the considered weather routing problem is described in the
following.

Assuming an optimal path through node i with corresponding time ti, the actual cost
of the path is F (i, ti). It can be divided in the exact cost G(i, ti) from the start s to
node i and the heuristic cost H(i, ti) from i to the destination d. Since the actual costs
of the optimal path are not known a priori, an estimate F̂ (i, ti) is used:

F̂ (i, ti) = Ĝ(i, ti) + Ĥ(i, ti) (6.16)

where Ĝ(i, ti) is the cost of the cheapest path rsi to reach i from s at time ti that has
been found by the algorithm so far, i.e. until the optimal path is found and Ĝ(i, ti)
becomes G(i, ti). Using Eqn. 6.1, it can be given as:

Ĝ(i, ti) = C(rsi) (6.17)
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The heuristic function Ĥ(i, ti) denotes the cost estimate to reach d from i. To be
admissible, Ĥ(i, ti) should be nonnegative and a lower bound ofH(i, ti). Hence, it should
never overestimate the costs between nodes i and d as well as ti and ETA. Instead, it
should correspond to the lowest possible cost to travel from the current node to the
destination within the remaining time. That is why the shortest possible route, i.e. the
great circle distance did, is assumed and any environmental impact increasing the ship’s
resistance is omitted throughout the remaining voyage. One could argue that ocean
currents along the ship’s route or wind from aft acting over a long part of the voyage
would actually accelerate the ship leading to lower actual fuel costs than estimated costs.
On the one hand, though, the actual route is longer due to the discretization, and on the
other hand, strong winds are usually accompanied by waves which increases the ship’s
resistance. Adding up the environmental impacts typically results in an increase in costs,
which leads to the heuristic costs Ĥ(i, ti) representing a lower bound. Using Eqn. 5.23,
5.24, 5.25 and 5.26, the cost estimate Ĥ(i, ti) can be expressed as:

Ĥ(i, ti) = R0 · did
ηD · ηS

· SFOC · PFuel (6.18)

where the propulsive efficiency ηD, the shaft efficiency ηS and the specific fuel oil con-
sumption SFOC are assumed to be constant at their optimal value. Since environmental
impacts are omitted, the ship’s resistance is limited to its calm water resistance R0.
This is influenced by the ship’s speed VG = did/(ETA − ti) (see Sec. 5.2, Fig. 5.3 and
Eqn. 5.4) that is required to ensure on-time arrival.

In order to determine the optimal path of minimum fuel cost between start and desti-
nation, the algorithm fans out from the origin, evaluates adjacent nodes and labels them
according to their estimated cost F̂ (i, ti). The node with minimum F̂ (i, ti) is expanded
in every iteration. Since several paths can lead to the same node, the label is temporary
until the path of minimum fuel cost is found and the label becomes permanent. Thus, the
algorithm continuously scans adjacent nodes and updates labels. As the problem only
considers a single destination, the algorithm terminates once the destination is reached
and the voyage time between ETD and ETA is met, thus it becomes permanently labeled.

The algorithmic solution procedure has been presented by Walther (2015) and Walther
et al. (2015, 2017). A popular form to describe an algorithm in a compact way is by
means of a pseudocode, which can be found in Alg. 1 based on Dechter and Pearl (1985),
Hart et al. (1968), and Walther (2015). It provides the basis to translate the algorithm
into an executable program using a programming language in the next section.

First, the cost F̂ (i, ti) is calculated for the start, which is added to a so called open
list. The open list contains all unexpanded nodes, while a list called closed is used for
all expanded ones, whose cost values have been fully explored. As stated above, in each
iteration the node i at time ti from the open list that has the minimum F̂ (i, ti) and
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meets all constraints given in Sec. 6.2.3 is expanded. It is removed from the open list
and added to the closed list. All its admissible neighbors (see Sec. 6.3.2) or successors
j at all admissible times tj are evaluated by calculating F̂ (j, tj). Here, particularly the
calculation of the cost Ĝ(j, tj) from start to j depends on the ship, weather and voyage
data addressed in Sec. 6.4.2. If (j, tj) is already marked as open or closed but the new
F̂ (j, tj) is smaller than the old one, then the assigned label is updated and (j, tj) is
moved back to the open list. Any (j, tj) neither marked open nor closed is added to
the open list with its F̂ (j, tj) assigned as label. Once the node selected for expansion
corresponds to the destination and the time to ETA the algorithm terminates. The path
with corresponding times, thus the waypoint list and voyage schedule, is generated by
tracing back the arcs from the destination.

Data: ShipData, WeatherData, VoyageData
Result: VoyagePlan
initialization;
if OpenList created;
ClosedList created;
ShipData loaded;
WeatherData loaded;
VoyageData loaded then

Ĝ(s, t1) = 0;
Ĥ(s, t1) = MinCostsFromStartToDestination;
F̂ (s, t1) = Ĝ(s, t1) + Ĥ(s, t1);
AddToOpenList(s);
EmptyClosedList;
while DestinationReached = FALSE AND MaxTotalTimeElapsed = FALSE do

Current(i, ti) = NodeTime[ OnOpenList = TRUE AND F̂ = min AND ConstraintsMet
= TRUE ];

RemoveFromOpenList(Current);
AddToClosedList(Current);
for Each Neighbor j AND Each TimeAtNeighbour tj do

Calculate Ĝ(j, tj) = CostsFromStartToNeighbor(ShipData, WeatherData,
VoyageData);

Calculate Ĥ(j, tj) = MinCostsFromNeighborToDestination;
Calculate F̂ (j, tj) = Ĝ(j, tj) + Ĥ(j, tj);
if OnClosedList(j, tj) AND UpdatedF̂ (j, tj) < CurrentF̂ (j, tj) then

Update F̂ ; RemoveFromClosedList ; AddToOpenList
else if OnOpenList(j, tj) AND UpdatedF̂ (j, tj) < CurrentF̂ (j, tj)) then

Update F̂
else

Set F̂ (j, tj) ; AddToOpenList(j, tj)
end

end
else

exit
end

Algorithm 1: Pseudocode for the Applied, Extended A* Algorithm
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When calculating the shortest route for Case 3 from Tab. 6.1, a smoothing technique
is used to reduce discretization effects. Here, the weighted moving average is applied
to the resulting path considering the four neighboring waypoints. A multiplying factor
of two assigns a greater weight to the two direct neighbors. In case of landmasses, a
waypoint’s position is not affected by the smoothing.

6.3.2 Discretization and Graph Design
In the context of the considered weather routing problem, the graph consists of nodes
that correspond to points of given weather data or waypoints, and of arcs connecting
ordered pairs of distinct nodes that represent route legs. According to the definitions
in Sec. 4.3, the graph resulting from the characteristics of the weather routing problem
is connected, directed and acyclic with nonnegative arc weights as a ship’s fuel costs
are positive. Moreover, there is one start and one end node, i.e. departure and arrival
location.

As to the generation of weather forecasts, it is indicated in Sec. 3.4 that a discretization
in space and time, thus a grid-point-space, is used to solve the atmospheric and oceanic
numerical models. The larger the time steps, the more acceptable the computation time
of the forecast becomes. However, a higher resolution leads to more accurate forecasts,
e.g. concerning coastlines or anticyclones. The same applies to the design of the graph
when solving the considered weather routing problem. Nevertheless, a higher resolution
than that of the applied weather data will rather increase computational effort than
accuracy, because the weather impact on the ship’s fuel consumption is then the same
for several route legs or arcs. In contrast, a lower resolution most likely leads to a longer
route due to the discretization in space. Although this can compromise the accuracy of
the computed fuel consumption, it can also reduce the computational effort.

The available weather data provided in GRIB format is subject to Sec. 6.4.5. The cur-
rent and wave data is provided in steps of one hour, and the wind data in steps of three
hours. A ship’s speed, however, can be adjusted continuously not only in discrete steps
taking into account the limits of the engine and the varying efficiency (see Sec. 5.6.2).
To achieve a compromise between the continuously variable speed and the computing
effort, it is decided to discretize the time in steps of fifteen minutes. Thus, the time
between two nodes tij is a multiple of this time step.

Furthermore, the current data has a spatial resolution of 0.1◦ in latitudinal and lon-
gitudinal direction. Wind and wave data have a spatial resolution of 0.5◦ in both direc-
tions. Thus, the latitudinal and longitudinal direction spacing is set to 0.5◦. Assuming
regularly arranged nodes as in Fig. 6.3 and the adjacent nodes of a node as neighbors,
the ship’s heading angle (see Fig. 5.3) is rather limited by these eight nodes, which is
indicated in Fig. 6.3a. In order to increase the variation possibilities of the heading
angle, the next but one sixteen nodes depicted in Fig. 6.3b are considered as neighbors.
This applies only to the start node, since a ship’s incoming and outgoing heading angles
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(a) Design with Eight Neigh-
bors of Start Node

(b) Design with Sixteen Neigh-
bors of Start Node

(c) Neighbors of a Node Other
than the Start Node

Figure 6.3: Definitions of Neighbors to Design the Graph

at a waypoint usually differ by less than |90◦| to account for the ship’s turning ability
and ensure a smooth path. Hence, the number of valid neighbors of a node other than
the start node is reduced from sixteen to seven. These nodes are located in the ship’s
sailing direction as shown in Fig. 6.3c.

The influence of the spacing and the neighbors is investigated by varying both on a
route from Rotterdam to New York and vice versa using the added resistance method
(see Sec. 6.4.4). The spacing can be chosen as 0.25◦, 0.5◦ or 1.0◦, while considering either
eight or sixteen neighbors or the combination of both, thus twenty-four neighbors, when
referring to the start node. A spacing of 0.5◦ and sixteen neighbors is used as reference.
For eight neighbors the path is 4% longer which can be attributed to the lower variation
in heading and a less smooth path. The fuel costs are approximately 12% higher, but
the computation time is roughly halved. In contrast, the time increases by one third in
case of twenty-four neighbors. The length and the fuel costs of the resulting path remain
virtually unaffected, which also applies when varying the spacing.

In conclusion, the case of sixteen neighbors offers the best compromise concerning
computation time and distance calculation. Regarding the spacing, the lowest resolution
results in the lowest computation time as expected. It increases by a factor of three to
four for a spacing of 0.25◦ instead of 0.5◦ and decreases to one quarter for a spacing of
1.0◦. Although accuracy is not significantly compromised for a spacing of 1.0◦, a smaller
spacing is most likely more accurate in relation to e.g. coastlines or the influence of higher
resolution weather data. Since the weather impact is important when investigating the
ship’s performance and the trade-off is the best, it is decided to set the spacing to 0.5◦.

6.4 Development of the Weather Routing System

On the basis of the described algorithmic solution procedure to solve the considered
weather routing problem, an executable program using the object-oriented program-
ming language C++ is developed. The graphical user interface of the developed weather
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routing system enables comparably simple handling and user-specific settings as to the
input and output data. Its architecture allows to meet the given requirements con-
cerning optimization objectives, variables and constraints as well as the processing of
ship, navigational, environmental and voyage data. Particularly noteworthy are the ship
performance model and the handling of weather data.

6.4.1 Graphical User Interface

The main window of the developed weather routing system is shown in Fig. 6.4. This
graphical user interface (GUI) is designed to meet the requirements listed in Sec. 6.1.2
and to allow corresponding user-specific inputs. In this regard, the three optimization
problems from Tab. 6.1 can be selected from a drop-down list. Concerning Case 3, it
is distinguished between the predefined route and the shortest route, which leads to
four options in the list. In the drop-down list Weather Data Source, weather data from a
database or single GRIB files can be selected. The data can be loaded before running the
weather routing system by using the button Load Weather Data. Show Weather Monitor
allows to monitor and check that all required data within the specified voyage time is
available and has been loaded properly.

The main window also enables the user to set input data such as departure and arrival
information, speed and operational limits, fuel price and operational envelope, which are
explained in Sec. 6.4.2. In addition, the ship performance method, i.e. added resistance
or added power, can be selected. Accordingly, required input data can be defined in
Settings. The optional consideration of the guidance to the master published by IMO
(2007) in MSC.1/Circ. 1228 is integrated by the according checkbox. In IMO Settings,
the user can choose the criteria to be applied and enter the required input data.

Further data can be specified in the drop-down menu Options. This is divided in
Set Ship Data for specifying among others the ship’s main dimensions, propeller and
engine characteristics, Set GRIB Data for providing the path to single GRIB files if
these are used, Set Route File for reading a predefined route and Set Output File for
selecting one or several of the output formats and defining the output folder. Provided
all specified input is correct, the button Run! will execute the program. The user can
check the calculated voyage time and monitor the progress by information displayed at
the bottom. The program can be stopped with the button Cancel. Once terminated, the
total distance and fuel costs are also shown at the bottom. Using the drop-down menu
Help information about the weather routing system particularly regarding aspects such
as system requirements, copyright and licenses is summarized.

6.4.2 Input and Output Data

The GUI in Fig. 6.4 enables user-specific settings as to the input and output data. This
relates to the ship and its safety, navigational and voyage information as well as to the
components of a voyage plan as output data.
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Ship Input Data The weather routing system shall read and handle ship data including
its main dimensions, propeller and engine characteristics. Some data that is assumed to
be static and not voyage related, such as the ship’s length, its maximum engine output

Figure 6.4: Graphical User Interface of the Weather Routing System
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and its wind coefficients, is given in a text file which can be specified in Set Ship Data in
the drop-down menu Options. This also allows to read a text file containing the specific
fuel oil consumption as a function of the engine power as shown in Fig. 5.12. In contrast,
some ship data that is voyage specific, i.e. depends on the ship’s loading condition, can be
defined in the main window. This includes speed limits which are explained in Sec. 6.2.3.
Ship data required to apply the guidance to the master published by IMO (2007) can be
entered in IMO Settings. It is addressed in the context of safety related input data. In
addition, the ship performance method, namely added resistance or added power, can
be selected. According input data can be defined in Settings. However, the two different
methods described in Sec. 6.4.4 require different ship data to some extent. Since the
method ProWe is developed in Python, messages are passed between both applications
and the necessary ship data is directly read and handled in Python.

The added resistance method requires the ship’s calm water resistance as a function
of the ship’s speed (see Fig. 5.6), the added resistance due to waves as well as the ship’s
frontal projected area above sea level which is influenced by the ship’s draught. In
line with the requirement that the weather routing system shall integrate output data
from PDSTRIP, the added resistance due to waves is read from a text file. Sec. 7.1
provides further details on this data. With regard to the added power method ProWe,
the input data is explained in detail by Abdel-Maksoud et al. (2016). This includes
main dimensions, maneuvering coefficients and certain propulsion data, such as rudder
and propeller dimensions as well as thrust deduction and wake fraction, which can be
entered in a specific input file of the Python application. In addition, the calm water
resistance data and the open-water propeller data as displayed in Fig. 5.10 are required
in CSV format. The impact of waves is considered by providing an interface to read
among others results from PDSTRIP, which should not only include longitudinal drift
forces but also lateral drift forces and yaw drift moments.

Safety Related Input Data The weather routing system provides the option to also
account for the ship’s safety when optimizing a voyage. The guidance to the master
published by IMO (2007) in MSC.1/Circ. 1228 (see Sec. 5.5.2) can be considered by the
according checkbox. The user can select which criteria are to be applied (see Tab. 5.2)
by further checkboxes in IMO Settings and enter the required input data. This includes
voyage specific values such as metacentric height and radius of gyration to derive the
ship’s natural roll period (see Eqn. 5.15). Additionally, voyage specific operational limits
regarding wave height and wind speed can be set in the main window. A default value
for no operational limit is 999.

Navigational Input Data Referring to the requirements in Sec. 6.1.2, navigational in-
formation that is taken into account is limited to landmasses and shallow coastal areas
without explicit consideration of minimum required under keel clearance. The focus is
on deep-sea navigation from pilot point to pilot point which is relevant to compare the
impact of both ship performance methods. The information about landmasses depicted
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in Fig. 6.2 is stored in an image format with 3600x1800 pixels. This means that it has
a resolution of 0.1◦ in latitudinal and longitudinal direction.

Weather Input Data It is required that the weather routing system can load and
handle weather data (forecast/hindcast) provided in GRIB format. The format is briefly
described in Sec. 3.4, while Sec. 6.4.5 provides information on the temporal and spatial
resolution and deals with handling this data. For the years 2016 and 2017, hindcast
data is available. Global combined ocean and tidal current data, global wind data as
well as global wave data are provided in a file per day each. Tab. 6.3 lists all relevant
parameters from the hindcast data used within the weather routing system.

Voyage Input Data Departure and arrival information is important voyage data. It
includes both locations’ names, positions, i.e. latitude and longitude, as well as the dates
and times. If Case 3 from Tab. 6.1 is selected with a predefined route, this needs to be
read using Set Route File. Case 3 with the shortest route does not require any route
input. For Case 2, the ETA results from the optimization based on constant speed and
is not required as input. To calculate the fuel costs, the fuel price per ton needs to be
defined. Setting it to 1 is equivalent to providing the absolute fuel consumption in tons
as output. As to the preferences of the user, the savings compared to sailing the shortest
route at constant speed can also be calculated.

Last but not least, the so called operational envelope is included in the voyage plan.
The cross-track deviation describes the allowed orthogonal distance of the ship’s actual
course to the shortest connection of two consecutive waypoints. The ship’s turn radius
is relevant at each course alteration point according to the requirements in Sec. 6.1.1.
Both values can be set by the user and are associated with all waypoints of the resulting
voyage. Starboard and portside cross-track deviation are assumed to be identical.

Voyage Plan Output Data The weather routing system shall be able to produce an
output in three formats: CSV, ROUTE and RTZ format. The user can select one or more
of the output formats and define the output folder in Set Output File in the drop-down
menu Options. The CSV and ROUTE formats are mainly used for evaluation purposes.
The CSV format is used to summarize specific configurable information. This can in-
clude the ship and its performance, the weather during the voyage or data regarding
the optimization algorithm. The NAVTOR ROUTE format with the extension .route is
mainly used for plotting the route. The weather routing output can be imported into
the maritime route planning tool NavStation provided by NAVTOR (2019).

The RTZ format in line with the International Standard IEC 61174:2015 has been
approved by CENELEC as a European Standard (CENELEC 2015). It is a route plan
exchange format intended to be used among others between ship and shore or on board
for exchange between optimization systems and ECDIS. An ECDIS includes a route
planning function and a route check function. By plotting the intended route and en-
tering the voyage schedule in the ECDIS the master and the crew are assisted to safely
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and efficiently navigate the ship. A file with the extension .rtz contains an XML coded
version of the route plan, which consists of a series of waypoints. Not only the geograph-
ical position, but also information associated with the leg from the previous waypoint
including date and time is assigned to each of them. The RTZ format including XML
schema is described by CENELEC (2015).

6.4.3 Architecture of the System
The architecture of the developed weather routing system has to correspond to the algo-
rithmic solution procedure to solve the considered optimization problem. Furthermore,
it needs to meet the requirements concerning the processing of ship, navigational, envi-
ronmental and voyage data. The flowchart in Fig. 6.5 indicates that all relevant input
data specified in the GUI is loaded when running the system. This includes the opti-
mization problem, the voyage data and safety related data. In addition, the data stored
in files needs to be loaded, such as ship data files, weather data files and the landmass
file. The function Optimize executes the speed and/or route optimization depending on
the input. In case of a successful optimization a voyage plan is provided as output.
Otherwise, an error message is displayed to the user, which could among others result
from a short voyage time combined with harsh weather conditions.

Weather 
Routing 
System

Start Load data from UI

Weather 
data

Navigational 
data

Optimize

Voyage 
optimized?

Error messageNo

Voyage plan
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Ship
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Safety 
restrictions

Objective, 
variables, 

constraints

Load data files

Figure 6.5: Generic Flowchart of Weather Routing System
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The function Optimize is represented by the flowchart in Fig. 6.6. It is the visualization
of the pseudocode in Alg. 1. Fanning out from the departure node s, all admissible
neighbors j ∈ [j1, jmax] at all admissible times tj ∈ [t1, tmax] with time step ∆t are
evaluated. In addition to time restrictions, further optional safety limits can lead to
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Figure 6.6: Generic Flowchart of Optimization Function
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inadmissible node-time-combinations. In case the restrictions are met, the costs Ĝ and
Ĥ are computed to derive the costs F̂ . Once all neighbors at all times are evaluated,
the lists are updated. In each following iteration the node i at time ti with minimum
costs F̂ is selected for expansion. In case there is no node available for expansion, the
function is terminated with an error. Once the node selected for expansion corresponds
to the destination and the time to ETA, a list of nodes, corresponding times and their
predecessors is provided to generate a voyage plan as output.

The functions Calculate Ĝ and Calculate Ĥ are visualized by the flowcharts in Fig. 6.7
and 6.8 respectively. The cost Ĝ(i, ti) of the path rsi to reach node i from start s at time
ti can be derived using Eqn. 6.1 and 6.17. This is the sum of the time-variant positive fuel
cost Cij associated with each arc (i, j) and times ti and tj . The cost Cij is influenced by
the ship itself and the environmental impacts. Nodes i and j and their times ti and tj are
used to calculate the speed and course over ground as well as through water accounting
for the impact of the current. Together with the true wind, the speed and course through
water provide the input to the selected ship performance method. Considering the ship
data, particularly the specific fuel oil consumption, the absolute fuel consumption mFuel

and the cost Cij can be obtained from Eqn. 5.25 and 5.26 respectively. Hence, the cost
Ĝ(j, tj) at neighbor j and time tj is the sum of the cost Ĝ(i, ti) at the predecessor i at
time ti and the cost Cij .
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Figure 6.7: Generic Flowchart of Exact Cost Function
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Similarly to Calculate Ĝ, node i and j and the times ti and tj are used to calculate the
speed and course over ground in the function Calculate Ĥ. Since environmental input
data is omitted here, Fig. 6.8 shows that only data referring to the ship is taken into
account as input. It is used to obtain the calm water resistance R0, that corresponds to
the ship’s speed, and the specific fuel oil consumption. These are included in Eqn. 6.18
to derive the cost estimate Ĥ(j, tj) at neighbor j and time tj .

Calculate Ĥ

Distance and time 
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Calculate fuel 
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and costs
Fuel costs Ĥ

Ship
data

Calculate
speed and course 

over ground

Calculate calm 
water resistance

Figure 6.8: Generic Flowchart of Heuristic Cost Function

6.4.4 Ship Performance Model

The fundamentals of ship performance subject to Chpt. 5 provide the basis for the two
methods implemented within the developed ship weather routing system. It is distin-
guished between the so called added resistance method and the added power method,
which together constitute the ship performance model.
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Figure 6.9: Generic Flowchart of Added Resistance Function
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The flowchart of the added resistance method is shown in Fig. 6.9. It is inspired by
the approach given in Fig. 5.5, which considers the equation of motion in longitudinal
direction, thus surge, in Eqn. 5.1. Taking into account the previously calculated speed
and course through water and the true wind, the apparent wind and wind resistance,
i.e. the wind induced force along the x axis XWind, are derived. The provided wave
and ship data, more precisely the PDSTRIP output for the specific ship and loading
condition, are used to obtain the added resistance due to waves, i.e. the wave induced
force along the x axis XDrift. The sum of the added resistance due to wind and waves
and the calm water resistance R0 provided as curve of the ship’s speed gives the total
resistance. It is to be noted that the influences of the rudder as well as of the propeller
are neglected within this approach for reasons of simplicity and computational efficiency.
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Figure 6.10: Generic Flowchart of Added Power Function
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Consequently, the propulsive efficiency ηD influencing the delivered power at the pro-
peller PD in Eqn. 5.23 is assumed to be constant. Eqn. 5.24 and the shaft efficiency ηS
lead to the brake power PB, thus the total required power as output of this function.

The flowchart of the added power method is given in Fig. 6.10 in line with Sec. 5.6.3,
particularly Fig. 5.13. Since the method ProWe is developed in Python, the open
source message broker RabbitMQ is employed for messaging (Pivotal Software 2019).
It supports several messaging protocols, such as the Advanced Message Queuing Proto-
col (AMQP). As an open standard for passing messages between applications or orga-
nizations, it allows to connect applications on different platforms (OASIS 2019), such as
C++ and Python is this case. Consequently, the speed and course through water as well
as the required wave and wind data are send from the C++-application to Python. In
contrast, the necessary ship data summarized in Sec. 6.4.2 can be entered in a specific
input file and is directly loaded in the Python-application.

After reading and handling the input, the propulsion point for calm water conditions
is initially determined. The interdependency of the wind and drift forces in a seaway as
well as the ship’s drift motion requires an iterative procedure, which terminates when
the maximum number of iterations or a threshold is met as shown in Fig. 6.10. Sub-
sequently, the total resistance including calm water, wind, wave and rudder impacts is
to be calculated. Again, the interdependency of the rudder forces as part of the total
resistance and the propeller load requires an iterative procedure. This also terminates
when the maximum number of iterations or a threshold is met. The derived propulsion
point results in the total required power as output of this function.

6.4.5 Handling of the Weather Data
In line with the requirements, the developed weather routing system shall handle deter-
ministic GRIB data, particularly hindcast data. In the following, it is focused on data
from Tidetech. It is available for the years 2016 and 2017 and used for the evaluations in
Chpt. 7. Metocean data supplied by Tidetech is also used by commercial weather routing
systems. To construct tidal models in-house, techniques developed at the UK National
Oceanography Centre are applied (Tidetech 2019). In addition, Tidetech offers third
party data procured from official and academic providers. Numerical weather model
outputs are among others obtained from the GFS or the ECMWF (Tidetech 2018).
Wave data is supplied from the wave model WAVEWATCH III that is maintained by
NOAA’s NCEP. An extract of forecast data with global coverage is given in Tab. 6.2 to
outline the differences in resolution, forecast length and time step.

Historical (hindcast) data is available in form of datasets for global combined ocean
and tidal currents, global wind and global waves. Although forecast as well as hindcast
data are available, the latter is used within this thesis to ensure weather data availability
throughout the entire duration of the voyage. Focusing on hindcast data, the u- and
v-components [m/s] of global currents are given with a temporal resolution of one hour
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Table 6.2: Extract of Global Data provided by Tidetech (2019)
Data Wind Speed

And Direction
Global

Primary, Swell
and Wind

Waves

Global Wave
Length

Global
Combined
Currents

Description Atmospheric
model displaying
wind at 10m

above surface and
mean sea level

pressure

Wave models
displaying height
and direction of
primary, swell

and wind
generated waves

Wave model
displaying wave

length and
primary direction

Operational
Analysis and

Forecast Model of
combined tidal

and ocean
currents

Resolution 0.5 ◦ 0.2 ◦ 0.2 ◦ 0.1 ◦

Forecast Length 10 days 5 days 5 days 7 days
Time step 3 h 3 h 3 h 1 h
Longitude 180.0W - 180.0E 180.0W - 180.0E 180.0W - 180.0E 180.0W - 179.9E
Latitude 90.0 S - 90.0N 79.0 S - 78.0N 79.0 S - 78.0N 70.0 S - 69.9N
Source NOAA NCEP

GFS
Copernicus
Marine

Environment
Monitoring
Service

Copernicus
Marine

Environment
Monitoring
Service

Tidetech
proprietary

and a spatial one of 0.1◦ in longitudinal as well as latitudinal direction. Similarly, the
wind dataset includes its u- and v-components [m/s] in addition to the atmospheric
pressure at mean sea level. It has a temporal resolution of three hours and a spatial one
of 0.5◦ in both directions.

The wave dataset differentiates between wind waves, swell waves and combined wind
and swell waves. It provides the corresponding significant heights [m], (primary) direc-
tions [deg] and (primary) mean periods [s]. The wave data has a temporal resolution of
one hour, like the current, and a spatial resolution of 0.5◦ in both directions, like the
wind. All three files contain information for one day from 00:00 to 21:00 or 23:00 de-
pending on the temporal resolution. The parameters considered for ship weather routing
are summarized in Tab. 6.3. The table also includes the variables corresponding to the
notations introduced in Sec. 5.1.

It is to be noted that it is distinguished between a meteorological and an oceanographic
convention when providing this data. In line with the meteorological convention, the
u-component of wind or ocean current is positive for a flow from west to east (eastward
wind/current) and the v-component is positive for a flow from south to north (northward
wind/current) (ECMWF 2017b). In case a (wave) direction is given according to the me-
teorological convention, 0◦ corresponds to ’coming from north’ and 90◦ to ’coming from
east’. Following the oceanographic convention instead, directional information equal to
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Table 6.3: Relevant Parameters of provided Weather Data
ID Name Unit Variable

Global Combined Ocean and Tidal Current Data

UOGRD u-Component of current m/s VC,East

VOGRD v-Component of current m/s VC,North

Global Wind Data

UGRD u-Component of wind m/s UG,East

VGRD v-Component of wind m/s UG,North

Global Wave Data

DIRPW Primary wave direction degree true µ0

HTSGW Significant height of combined wind waves and
swell surface

m HS

PERPW Primary wave mean period s TP

WVDIR Direction of wind waves degree true µ0,W V

WVHGT Significant height of wind waves m HS,W V

WVPER Mean period of wind waves s TP,W V

SWDIR Direction of swell waves degree true µ0,SW

SWELL Significant height of swell waves m HS,SW

SWPER Mean period of swell waves s TP,SW

“zero indicates that the waves are propagating towards the north and 90 towards the
east” (ECMWF 2017c). The oceanographic convention is often used in case of wave
spectra information. As stated by The WAVEWATCH III Development Group (2016,
p. 93) in the documentation for version 5.16, the output parameters mean wave direction
and peak direction are provided in degrees according to the meteorological convention.
Tidetech and the Met Office (2017b), both applying WAVEWATCH III, further spec-
ify the unit of the direction [degree true], which denotes a direction relative to true north.

In order to handle the weather data available in GRIB format the use of a library is
required. In this regard, the Geospatial Data Abstraction Library (GDAL) provided by
GDAL/OGR contributors (2018) is used. It is available under an X/MIT style Open
Source license. The Open Source Geospatial Foundation released the library to translate
(all supported) raster and vector geospatial data formats. This library is used within a
weather module, shown in Fig. 6.11, to read, preprocess and visualize weather data in-
dependent from the weather routing system. Thanks to the weather module, the GRIB
data does not need to be handled by the weather routing system before or during each
run which is time consuming. It is to be noted that the spatial resolution of the global
combined ocean and tidal current data provided by Tidetech is reduced from 0.1◦ to
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0.5◦ when it is preprocessed due to reasons of file size and handling efforts within the
weather routing system.

As an example from the hindcast dataset provided by Tidetech, Fig. 6.11 displays the
global significant height of combined wind waves and swell on 01 January 2016 00:00.
Similarly, Fig. 6.12 and 6.13 show the speed of global combined ocean and tidal cur-
rents and the global wind speed respectively. For each parameter from Tab. 6.3 and for
each time, the values are stored in an image format which can be read by the weather
routing system. It is to be noted that the u- and v-components of current and wind are
converted to a vector, so that magnitude and direction are stored. The weather module
is also used for verification purposes in Sec. 7.2.1.

Figure 6.11: Significant Height of Combined Waves Visualized in Weather Module
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Figure 6.12: Global Combined Ocean and Tidal Current on 01 January 2016 00:00

Figure 6.13: Global Wind Speed on 01 January 2016 00:00

126



7 Testing and Application of the Weather
Routing System

The developed weather routing system needs to undergo sound testing to ensure its
validity and to obtain correct results. Using the ship related input data in Sec. 7.1, the
process of testing is illustrated in Sec. 7.2 by means of sample voyages. Subsequently,
sensitivity analyses are conducted in Sec. 7.3 in order to evaluate the influence of the two
ship performance methods on ship weather routing and to demonstrate the robustness
of the results. The results are discussed in Sec. 7.4, while the limits and benefits of the
weather routing system itself are subject to Sec. 7.5.

7.1 Ship Related Input Data
The ship data required as input by the developed weather routing system is described in
Sec. 6.4.2. For testing and application of the system, a ship concept named Duisburg Test
Case (DTC) is used. It is a “hull design of a typical 14 000 TEU container ship, developed
at the Institute of Ship Technology, Ocean Engineering and Transport Systems (ISMT)
for benchmarking and validation of numerical methods” (Moctar et al. 2012, p. 50). The
side view of the hull geometry is displayed in Fig. 7.1. On the one hand, it is chosen
due to large amounts of data being publicly available. On the other hand, actual voyage
data of the A15 container ship class, which has an equivalent size, has been provided by
Hapag-Lloyd (Hapag-Lloyd 2018a,b).

Figure 7.1: Side View of the Hull Geometry of the Post-Panmax Container Ship (DTC)

The main ship characteristics are summarized in Tab. 7.1. While the calm water resis-
tance curve of the DTC is given in Fig. 5.6, Fig. 5.10 shows the open-water diagram
based on Riesner et al. (2016, p. 16) and Moctar et al. (2012, p. 53). The built ship
is equipped with a MAN B&W 9S90ME-C10.2 type engine, for which the engine load
diagram is given in Fig. 5.11 (MAN Diesel & Turbo 2014; Zaitoun et al. 2014). Fig. 5.12
provides the corresponding curve of the specific fuel oil consumption as a function of
power (MAN Energy Solutions 2018). It is to be noted that the figures given by the
manufacturer consider a tolerance of 5% (at 100% SMCR) to 7% depending on the
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Table 7.1: Main Ship Characteristics of the Post-Panmax Container Ship - DTC and
Built Ship (Hapag-Lloyd 2018a,b; Moctar et al. 2012; Riesner et al. 2016;
Zaitoun et al. 2014)

Parameter Unit DTC Built

Length over all m 372.0 368.0
Length between perpendiculars m 355.0 352.0
Waterline breadth m 51.0 51.0
Design draught midships m 14.5 14.5
Capacity TEU 14 000 14 993
Power kW 61 000 37 620
Ship speed kn 25.0 21.2

engine load. In addition, the SFOC is “based on the use of fuel with a lower calorific
value of 42 700 kJ/kg at ISO conditions” (MAN Diesel & Turbo 2014, p. 1.04). Air pres-
sure, air temperature or cooling water temperature differing from the reference ambient
conditions cause the SFOC to vary. That is why 12% are added to the given figures to
meet the actual SFOC values of the container ship.

Additional ship data particularly required for the added power method is summarized
in Tab. 7.2. The wind frontal and lateral areas as well as the coefficients are estimated
on the basis of a general arrangement plan, the loading condition and further ship infor-
mation from Hapag-Lloyd (2018a). For reasons of data consistency, among others with
the available open-water diagram, the propeller and rudder data is mainly taken from
Abdel-Maksoud et al. (2016, pp. 69–70) for the DTC. The thrust deduction fraction t
and the wake fraction w, both used to calculate the hull efficiency ηH , as well as the
relative rotative efficiency ηR result from propulsion model tests. The tests have been
conducted by Moctar et al. (2012, p. 54) at a Froude number corresponding to approxi-
mately 20 kn in full scale. The open-water efficiency η0 is derived from the open-water
diagram. It is used to calculate the propulsive efficiency ηD by means of Eqn. 5.22. In
line with Sec. 5.6.2 and Schneekluth and Bertram (1998, p. 181), the shaft efficiency ηS
is set to 0.98. In case of the added resistance method, the propulsive efficiency ηD is
assumed to be constant. It is approximated with 0.72 based on model tests by Moctar
et al. (2012, p. 54). Multiplied with the shaft efficiency, the result of 0.7 corresponds
to an assumption by Riesner et al. (2016, p. 26). Concerning the ship speed limits, the
maximum is set to 25 kn based on ship information, while the minimum is assumed to
be 5 kn taking into account regulations and investigations presented by IMO (2016a).

Last but not least, the drift forces in a seaway are derived using the public-domain
hydrodynamic strip code for seakeeping PDSTRIP. The output includes the longitudinal
and transverse drift force as well as the yaw drift moment in relation to wave length,
encounter angle and ship speed. Figures are generally given per wave amplitude squared.
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Table 7.2: Additional Ship Data of the Post-Panmax Container Ship (DTC) (Abdel-
Maksoud et al. 2016, pp. 69–70; Moctar et al. 2012; Hapag-Lloyd 2018a)

Parameter Symbol Unit Value

Longitudinal center of gravity from aft
perpendicular

LCG m 174.07

Wind frontal area AF m2 1 800
Wind frontal area coefficient CX - 0.73
Wind lateral area AL m2 12 500
Wind lateral area coefficient CY - 0.85
Rudder area AR m2 127.5
Rudder span b m 9.88
Wake fraction w - 0.264
Thrust deduction fraction t - 0.081
Relative rotative efficiency ηR - 0.959
Propeller diameter Dp m 10.0
Distance propeller to rudder a m 5.0

To assess the validity of the figures, Fig. 7.2 compares the obtained longitudinal drift force
in regular waves with results from numerical and experimental investigations conducted
by Sigmund and el Moctar (2017, 2018). Here, the normalized added resistance is
plotted against the normalized wave frequency ω̃ = (LPP /λW )0.5. The respective added
resistance coefficient CAW can be expressed as follows:

CAW = −XDrift · LPP
ρgB2ζ2

A

(7.1)

The RANS computations and measurements with the container ship DTC at full-scale
speeds of 6 and 16 kn, thus Froude numbers (Fn) of 0.052 and 0.139, agree fairly well in
short and long waves. At Fn = 0.139, computed values are 6% higher than measured
added resistance coefficients in the area of peak values. Here, the wave length corre-
sponds to the ship’s length and radiation forces caused by ship motions dominate. In
short waves, where diffraction is dominant, the agreement is particularly favorable. This
is said to be especially relevant for large ships that often operate under these conditions.
Nevertheless, Sigmund and el Moctar (2018, p. 59) also acknowledge that “the absolute
value of the added resistance is relatively small compared to, for example, the calm water
resistance” in waves shorter than 20% of the ship’s length.

The comparison with values derived with PDSTRIP shows rather good agreement for
waves longer than the ship’s length. But the shorter the waves, the more the results
deviate. This corresponds to the statement by Söding and Bertram (2009, p. 40) that
strip methods may lead to inaccurate results for wave lengths below approximately 40%
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Figure 7.2: Added Resistance Coefficients of the Post-Panmax Container Ship (DTC) at
Two Speeds in Regular Head Waves Compared to Experimental and Numer-
ical Results by Sigmund and el Moctar (2018, p. 63)

of the ship’s length, but are fairly accurate for long waves. Hence, the trend of the
values is not unexpected. Taking into account the good agreement in long waves and
the minor contribution to the total resistance in short waves, the values are assumed to
be sufficiently accurate to derive the drift forces in natural seaways as input for both
ship performance methods.

7.2 Testing of the System
Thorough and continuous testing has been part of the development process right from
the beginning. Various routes and weather conditions as well as different ship data have
been used to manually verify and validate the results. By means of sample voyages and
the ship data from Sec. 7.1, the process of testing is illustrated. In this regard, results
obtained with the system are verified by manual calculations. For validation, significant
ship voyages are selected to compare computed results with actual data.

7.2.1 Verification
The verification of the developed weather routing system is essential to proof and ensure
the functionality of the tool. The aim is to verify that the system works as expected.
Therefore, only correct and plausible values are assumed as input parameters and results
are computed for arbitrarily chosen sample routes. The results are compared to figures
derived manually or using other software to verify the calculations.
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Figure 7.3: Exemplary Visualization of the Shortest Route and Spatial Search Space

A test case with a route departing from 49◦ North 005◦ West and arriving at 40◦ North
071◦ West is chosen arbitrarily. In order to increase traceability and simplify the visual-
ization, the focus is on calculating the shortest route. As expected due to the distances
on the ellipsoid, a rather northern route is derived. The resulting route as well as all
visited nodes are visualized in Fig. 7.3. Blue marks indicate nodes only visited once,
while the F̂ -value for red marked nodes has been recalculated and updated. Grey marks
that may be seen on land represent invalid nodes.

The resulting route including all waypoints is also plotted in Fig. 7.4 using NavSta-
tion. Since a smoothing function is applied when computing the shortest route with the
developed weather routing system, the resulting route is 2 831 nm long. Previous to the
smoothing, the location of waypoints is limited to the nodes of the graph in line with
Sec. 6.3.2, which leads to a 2 849 nm long route. The length derived by the weather
routing system matches that given by NavStation and is consequently assumed to be

Figure 7.4: Comparison of Great Circle, Rhumb Line and Computed Shortest Route in
NavStation
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Table 7.3: Weather Data along Sample Route
Parameter Unit Waypoint 1 Waypoint 2 Waypoint 3 Waypoint 4

Time hh:mm 00:00 02:00 04:00 06:00
Position - 49◦00.000’N

005◦00.000’W
49◦00.000’N
006◦00.000’W

49◦00.000’N
007◦00.000’W

49◦00.000’N
008◦00.000’W

UGRD m/s 1.6 -2.8 -3.8 -9.8
VGRD m/s 3.4 8.0 9.0 12.3
Wind speed (UG) m/s 3.8 8.4 9.7 15.7
Wind direction (αW ) degree 204.9 160.8 157.2 141.4
UOGRD m/s -0.2 -0.4 -0.1 0.1
VOGRD m/s -0.1 -0.2 0.2 0.3
Current velocity (VC) m/s 0.2 0.4 0.2 0.3
Current direction (αC) degree 61.9 64.2 143.0 199.6
HTSGW m 4.9 4.8 4.7 4.7
DIRPW degree 265.0 267.9 271.5 273.5
PERPW s 11.4 11.3 11.3 13.2
SWELL m 4.9 4.8 4.7 4.7
SWDIR degree 261.0 261.1 262.0 261.9
SWPER s 11.4 11.3 11.3 13.2
HTSGW m - - - -
DIRPW degree - - - -
PERPW s - - - -

calculated correctly. To validate the result, Fig. 7.4 also shows the great circle with a
length of 2 794 nm and the 2 877 nm long rhumb line connecting the departure and ar-
rival locations. Due to the discretization and landmasses, the computed route is slightly
longer than the great circle, but still shorter than the rhumb line.

In order to verify the weather data handling and the ship performance methods, it is
focused on the beginning of the previously investigated long route. The departure is set
to 49◦ North 005◦ West on 01 January 2016 at 00:00 and the arrival to 49◦ North 008◦

West on 01 January 2016 at 06:00. The weather data along the sample route, which is
included in the output of the weather routing system, is given in Tab. 7.3. It is to be
noted that the u- and v-components of current and wind are provided in the GRIB data
in line with Tab. 6.3 and are converted to speed and direction. The module shown in
Fig. 6.11 is used to read, preprocess and verify the data.

The consistency of the values at different times and positions is tested by means of
commercial software, namely Matlab and NavStation. Matlab enables the decoding of
GRIB data and its visualization as well as retrieving the values of all wind and wave
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parameters listed in Tab. 6.3 at a specific time and position. The higher resolution of
the current data leads to larger files affecting the processing with Matlab. Concerning
the wind data, Matlab provides the u- and v-components which helps to verify the
conversion in wind speed and direction given in Tab. 7.3. The converted values are
verified using NavStation. In this regard, Fig. 7.5 shows the time series of current and
wind speed as well as wind wave and swell wave height at a sample point, more precisely

Figure 7.5: Graphical Display of Global Combined Current (Filling) and Swell (Arrows).
Time Series of Ocean Current (Purple), Wind Waves (Blue), Swell Waves
(Green) and Wind (White) at 49◦N 005◦W Visualized in NavStation
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at 49◦N 005◦W, for the period of one day. Additionally, the global combined current
on 01 January 2016 at 00:00 is graphically displayed. Similarly, Fig. 7.6 visualizes the
swell height on 01 January 2016 at 06:00 displayed in NavStation. The current speed,
wind speed and the significant height of the swell waves at the beginning and end of
the voyage are plotted in the time series graph. Considering slight rounding differences,
comparisons show that the weather data is handled correctly.

Figure 7.6: Graphical Display of Swell (Filling) and Current (Arrows). Time Series of
Ocean Current (Purple), Swell Waves (Green) and Wind (White) for Sample
Route Visualized in NavStation
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Table 7.4: Added Resistance Data along Sample Route
Parameter Unit 1 to 2 2 to 3 3 to 4

Time between waypoint i and j (tij) h 2.0 2.0 2.0
Distance between waypoint i and j (dij) nm 39.4 39.4 39.4
Speed over ground (VG) kn 19.7 19.7 19.7
Ground course (αG) degree 270.4 270.4 270.4
Speed through water (VS) kn 19.0 19.5 19.9
Heading angle (ψ) degree 271.3 269.5 268.8
Calm water resistance (R0) kN 1 649.9 1 726.2 1 793.7
Added resistance due to wind (RW ind) kN 42.0 33.2 0.3
Added resistance due to waves (RW ave) kN 635.7 609.5 647.4
Total ship resistance (RT ) kN 2 327.6 2 368.9 2 441.4
Delivered power (PD) kW 31 557.8 32 940.6 34 677.4
Specific fuel oil consumption (SFOC) g/kWh 157.3 158.2 159.5
Fuel consumption (mF uel) t 11.3 11.9 12.6

With respect to the ship’s performance, Tab. 7.4 lists figures derived with the added
resistance method. The computed figures are verified by manual calculations taking into
account the relations described in Chpt. 5, the ship data specified in Sec. 7.1 and the
weather conditions given in Tab. 7.3. Between two consecutive waypoints the weather
at the second waypoint is assumed. The derived total fuel consumption amounts to 35.9
tons, which is printed in the GUI in Fig. 6.4 after the calculation. A comparison of the
resistance values, particularly the calm water resistance, with figures given by Riesner
et al. (2016, pp. 29, 112) shows a fairly good agreement. As to the wind resistance, the
values are reasonable bearing in mind that the wind frontal and lateral areas have been
adapted. Moreover, southeasterly winds are considered in the weather routing system
in addition to the wind resistance induced by the ship’s own speed.

As an example, the added resistance due to waves amounts to 647.4 kN between way-
point 3 and 4 at a ship speed through water of 19.9 kn, a wave height of 4.7m, a period
of 13.2 s and an encounter angle of approximately 180 ◦. Assuming a speed of 22.2 kn
between waypoint 3 and 4, the added resistance increases to 702 kN. This matches the
value of 698 kN computed with GLRankine for very similar conditions, i.e. a speed of
22.2 kn, a wave height of 4.5m, a period of 12.5 s and the same angle, by Riesner et al.
(2016, p. 112). Last but not least, the values of the engine power are within an expected
range and below SMCR at 37 620 kW. It is to be noted that the margin of 12% given in
Sec. 7.1 is not yet added to the corresponding SFOC in Tab. 7.4.

The second ship performance method, i.e. the added power method, is validated within
the research project by Abdel-Maksoud et al. (2016, pp. 49–52). Since the method is
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Table 7.5: Added Power Data along Sample Route
Parameter Unit 1 to 2 2 to 3 3 to 4

Calm water resistance (R0) kN 1 649.9 1 726.2 1 793.7
Added resistance due to wind (RW ind) kN 42.0 33.2 0.3
Added resistance due to waves (RW ave) kN 635.7 609.5 640.2
Added resistance due to rudder (RRudder) kN 0.8 1.1 5.4
Total ship resistance (RT ) kN 2 328.3 2 370.0 2 439.5
Propulsive efficiency (ηD) - 0.733 0.738 0.740
Delivered power (PD) kW 31 004.9 32 140.6 33 704.4
Specific fuel oil consumption (SFOC) g/kWh 157.1 157.7 158.8
Fuel consumption (mF uel) t 11.1 11.6 12.2

said to consider the input data as expected and allows to predict the added power in
real weather conditions in accordance with the accuracy of the input data, it is focused
on verifying the output. When considering weather data from Tab. 7.3 as input, it needs
to be kept in mind that directions are defined as ’coming from’. Based on the effective
directions of the weather impacts, the computed hull, drift, wind and rudder forces and
moments, more precisely their absolute values and directions, have been continuously
verified during the development process. In this regard, it is noted that the drift angle
(βD) in Fig. 5.3 is opposite to that defined by Abdel-Maksoud et al. (2016, p. 28). Also
the procedure of calculating the wind forces differs slightly but leads to the same results.

Values for comparison with the added resistance method can be found in Tab. 7.5.
The total fuel consumption of 35.0 tons is just a little lower which results from a higher
propulsive efficiency combined with the drift motion and rudder impact. Between way-
point 3 and 4, the drift angle leads to a change in the wave encounter angle, and thus
to a lower added resistance due to waves. This partly compensates the added resistance
due to the rudder. In summary, the results computed with both methods and presented
in Tab. 7.4 and 7.5 respectively are the same, as far as comparable, and agree with
manually calculated figures.

7.2.2 Validation

In order to ensure that the developed weather routing system yields reasonably valid
results and adequately solves the problem, the validation mainly focuses on the com-
parison of computed figures with actual data collected on board of the ships of the A15
class. Initially, the resistance calculation is roughly validated based on sea trial data by
Hapag-Lloyd (2018a). The data comprises information on the prevailing weather condi-
tions, the ship’s speed as well as the main resistance components. While the calm water
resistance is 9% lower, the wind resistance is increased by 5%. Both deviations can be
attributed to the difference in draught of one meter.
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Table 7.6: Sample Voyages for Validation
Parameter Voyage 1 Voyage 2 Voyage 3 Voyage 4

Departure date and
time

21/01/2016
13:00

06/02/2016
18:00

06/09/2016
19:00

03/12/2016
16:00

Arrival date and
time

27/01/2016
13:00

17/02/2016
06:00

12/09/2016
07:00

08/12/2016
03:00

Departure location 51◦22.824’N
002◦31.546’E

33◦02.046’S
030◦57.828’E

06◦08.151’N
094◦08.250’E

39◦19.356’N
000◦17.827’E

Arrival location 11◦08.478’N
017◦48.552’W

02◦57.556’N
100◦49.560’E

14◦11.298’N
056◦33.702’E

31◦45.372’N
031◦54.984’E

Total time 144.0 h 252.0 h 132.0 h 107.0 h
Total distance 2 738.6 nm 4 756.1 nm 2 324.1 nm 1 605.5 nm

As to the added resistance in a seaway, a deviation of 27% occurs. The forces in a
seaway are derived using the strip code PDSTRIP. Strip methods are principally valid
for long waves with lengths greater than approximately 40% of the ship’s length, thus
around 140m (Söding and Bertram 2009, p. 40). In this case, the wave period of 3 s
corresponds to a wave length of 14m at a significant height of 0.6m. Although results
are rather inaccurate in this range, the absolute value of the added resistance is smaller
than 0.2% of the calm water water resistance, and thus has a minor impact. Keeping
in mind, among others, the small amount of data and the lack of information on ocean
currents, the rough estimate shows sufficiently good agreement and indicates the correct
order of magnitude of the resistance values.

In addition, four sample voyages are selected for validating computed figures with
actual data collected on board. Key information of the voyages related to departure and
arrival as well as voyage time and distance is summarized in Tab. 7.6. The routes are vi-

(a) Route 1 and 4 (b) Route 2 and 3

Figure 7.7: Graphical Visualization of Routes used for Validation in NavStation
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sualized in Fig. 7.7 based on data given every 15 minutes which leads to a high number of
points along each route. The ship data available for calculations with the weather rout-
ing system is limited to the design condition at a draught of 14.5m. Although draught
measurements generally tend to be error-prone, they give at least an indication of a sim-
ilar loading condition. The voyages are chosen in such a way that the draught deviates
on average by less than 2% from the design draught, as shown in Fig. 7.8a. The in-
fluence of trim is neglected which can cause the fuel consumption to deviate by up to 3%.

For each voyage, the route and speed profile are derived from the actual data. This
allows to assess the validity of the ship performance methods using the weather routing
system without solving an optimization problem from Tab. 6.1. As an example, the
ship’s speed over ground (VG or SOG) and through water (VS or STW) during Voyage
1 are visualized in Fig. 7.9a. As expected, the calculated SOG derived from position
and time information matches the onboard data almost exactly. In contrast, the STW
deviates on average only by 2%, but in the maximum by +/-17%. This is not surprising,
since the spatial resolution of the global combined ocean and tidal current data provided
by Tidetech has been reduced from 0.1◦ to 0.5◦ when used by the weather routing system
due to reasons of file size and handling efforts. Combined with a temporal resolution of
one hour, the influence of the considered current data is substantially less accurate than
that observed in the onboard data with steps of 15 minutes and less than 0.05◦. The
variations in STW are also reflected in the calculated propeller revolutions in Fig. 7.9b
and the delivered power in Fig. 7.9c. Looking at the onboard data, both parameters
fluctuate less. It is to be noted that only the added power method yields the propeller
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Figure 7.8: Comparison of Operational Data of Sample Voyages
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revolutions. The graphs for the other three voyages showing similar effects can be found
in the appendix in Fig. A.1a to A.3c.

The average propeller revolutions in Fig. 7.8b obtained with the added power method
are up to 3% higher for Voyage 1 to 3 and 1% lower for Voyage 4 compared to the on-
board data. Here, it needs to be pointed out that the actual propeller is slightly larger
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Figure 7.9: Time Series of Operational Data during Voyage 1

than the one, for which the open-water diagram is assumed. Moreover, the propulsive
efficiency in Fig. 7.8c is not available for the class of built ships. While it is assumed to
be constant in the added resistance method, it is influenced by the open-water diagram
in the added power method. On average, the figures for Voyage 1 to 4 are 5% to 7%
above the constant value of 0.72. Since the average SFOC value for each voyage is ap-
proximately the same, the difference of 5% to 6% in average delivered power can also
be seen in the total fuel consumption, as indicated in Fig. 7.8d to 7.8f. Although the
drift motion and rudder impact, thus an additional resistance, are taken into account,
the higher propulsive efficiency leads to a lower fuel consumption. These relations are
particularly interesting when comparing both methods in the next section.

Comparing the values to the onboard data in Fig. 7.8d to 7.8f, the deviation of the
measured and calculated average power ranges from +5% in case of Voyage 2 and the
added resistance method to -23% in case of Voyage 4 and the added power method.
Accounting for a 2% lower onboard SFOC value than the calculated value for Voyage
4 and about the same for the other voyages, the order of magnitude of the deviations
is transferred from the delivered power to the consumption. The figures indicate that
the average power requirement and consequently the total fuel consumption tend to be
underestimated. Likely reasons relate to effects mentioned above and in Sec. 5.2.2, par-
ticularly metocean impacts, trim and fouling.

For Voyage 4, the difference between the onboard data and the calculation is rather
large. In contrast to the comparably similar ranges of wind speed in Fig. 7.10c, the wave
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(a) Analysis of Wave Period (b) Analysis of Wave Height (c) Analysis of Wind Speed

Figure 7.10: Analysis of Metocean Conditions during Sample Voyages

conditions during Voyage 4 shown in Fig. 7.10a and 7.10b noticeably differ to the other
voyages. Wave lengths that correspond to the periods in Fig. 7.10a range from 3% to
19% of the ship’s length. Although strip methods are principally only valid for waves
longer than approximately 40% of the ship’s length, it is to be noted that the impact of
waves shorter than 20% with a small height on added resistance is relatively small. It is
less than 2% of the calm water resistance in this case. Another notable aspect refers to
the average STW of about 15 kn during Voyage 4 compared to 18 to 19 kn during the
other voyages. Generally, the required power is underestimated at lower speeds.

In summary, the quality of the figures is influenced by the measurement accuracy of the
onboard data as well as the limits and assumptions of the weather routing system and its
input data. This includes the variation in measurements and sensor data, assumptions
that cause the ship data to differ from the actual ship class and the negligence of further
added resistance components. Against this background, the results derived with the
weather routing system show sufficiently good agreement with the onboard data.

7.3 Evaluation of Scenarios
In order to evaluate the influence of the two ship performance methods on ship weather
routing and to demonstrate the robustness of the results, sensitivity analyses are con-
ducted. A sensitivity analysis is the testing of the optimal solution of an optimization
model for reactions against changes in the initial data (Domschke et al. 2015, p. 48).
Not only coefficients of the objective function but also those of the variables and the
constraints can be changed. Thus, scenarios are defined to assess the influence of the
ship performance methods on weather routing when varying the optimization problem,
the arrival time, i.e. the ship’s average speed, and the weather conditions. The obtained
results are evaluated and discussed.
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Table 7.7: Departure and Arrival Data of the Voyage Scenarios
Parameter Voyage 1 Voyage 3

Departure date and time 21/01/2016 13:00 06/09/2016 19:00
Arrival dates and times 27/01/2016 21:00

28/01/2016 16:00
29/01/2016 17:00

12/09/2016 04:00
12/09/2016 20:00
13/09/2016 17:00

Departure location 51◦30.000’N 002◦30.000’E 06◦00.000’N 094◦00.000’E
Arrival location 11◦00.000’N 018◦00.000’W 14◦00.000’N 056◦30.000’E

7.3.1 Definition of Scenarios

On the basis of the previous verification and validation, two scenarios are chosen to
conduct sensitivity analyses. Voyage 1 and 3 shown in Fig. 7.7 are selected. The depar-
ture and arrival data is summarized in Tab. 7.7. It is to be noted that the departure
and arrival locations are rounded compared to Tab. 7.6. The ship data presented in
Sec. 7.1 is used as input for all calculations. Tab. 7.8 provides an overview of all cal-
culation runs performed with the developed weather routing system. The aim to assess
the influence of both ship performance methods in combination with three optimization
problems and two voyages results in 12 runs. Furthermore, the ship’s average speed is
varied by considering three different arrival times mentioned in Tab. 7.7, which lead to
an approximate speed of 14 kn and 16 kn in addition to the reference speed of 18 kn. In
order to investigate the impact of weather conditions, both voyages are optimized based
on weather data for each month from January to December. When varying the ship’s
speed and weather conditions, a minimum distance route, thus the third optimization
problem, is assumed. In total, 64 runs are performed.

Table 7.8: Overview of Calculation Runs
Voyage Optimization

Problem
Method Avg.

Speed
Month Sum of

Runs

1 1 and 2 Added Resistance
and Added Power

18 kn Jan 4

1 3 Added Resistance
and Added Power

14 kn and
16 kn

Jan 4

1 3 Added Resistance
and Added Power

18 kn Jan-Dec 24

3 1 and 2 Added Resistance
and Added Power

18 kn Sep 4

3 3 Added Resistance
and Added Power

14 kn and
16 kn

Sep 4

3 3 Added Resistance
and Added Power

18 kn Jan-Dec 24
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7.3.2 Influence of the Problem

The weather routing problem can be formulated differently as to the number and type of
objectives, variables, constraints and parameters, which influences the derived fuel con-
sumption. Three optimization problems with the objective of minimum fuel consumption
that can be solved by the developed weather routing system are listed in Tab. 6.1. Based
on Tab. 7.8 and both voyages, the impact of the two ship performance methods in com-
bination with the three optimization problems is analyzed. The results for Case 1 with
variable route and speed, Case 2 with variable route at constant speed and Case 3 with
variable speed at minimum distance are compared in Fig. 7.11. Fig. 7.12a shows the
resulting routes for Voyage 1, where the westernmost route at the latitude of Morocco
results from Case 3. The routes for Case 1 and 2 show slight deviations between Portu-
gal and Western Sahara. In Fig. 7.12b, the resulting routes for Voyage 3 mainly deviate

0.0

100.0

200.0

300.0

400.0

500.0

600.0

700.0

1 2 3 1 2 3

Voyage 1 Voyage 3

To
ta

l F
u

el
 C

o
n

su
m

p
ti

o
n

 [
t]

Added Resistance Added Power

(a) Fuel Consumption

Average R0 Wind Drift Rudder

(b) Resistance Components

Figure 7.11: Impact of Optimization Problem on Consumption and Resistance
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(a) Voyage 1

(b) Voyage 3

Figure 7.12: Graphical Visualization of Resulting Routes in NavStation
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between India and the arrival location with the northernmost route resulting from Case
3. Case 1 with optimization of route and speed is assumed as reference.

The time series of the results for Case 1 and Voyage 1 are displayed in Fig. 7.13, while
those for Voyage 3 can be found in the appendix in Fig. A.4. Fig. 7.13a indicates that
the greatest impact of ocean currents causing a speed difference of up to 2 kn occurs
at the beginning of the voyage. Slight deviations in the speed profile for both methods
match the differences particularly in wind speed in Fig. 7.13b. The influence of the speed
profile is also reflected by the time series of the propeller revolutions in Fig. 7.13c as well
as the total resistance and delivered power in Fig. 7.13d.

In Case 1 and 3, arrival for Voyage 1 is on 27 January 2016 21:00 and for Voyage 3 on
12 September 2016 04:00. In Case 2, it is a calculation result, which leads to an arrival
at 22:33 for Voyage 1 and the added resistance method and 23:04 for the added power
method. For Voyage 3 and both methods arrival is at 08:01. Due to the corresponding
increase in voyage time of approximately 1% and 3% respectively, the average calm wa-
ter resistance R0 is reduced by 1% and 5% compared to Case 1, as shown in Fig. 7.11b.
This results in a reduction of the total fuel consumption in Fig. 7.11a by 1% and 4%. In
contrast, the consumption in Case 3 is roughly 1% higher for both voyages and methods
compared to Case 1. This results from an increase in the average total resistance, al-
though the calculated minimum distance is 1% shorter for Voyage 1 and 2% for Voyage 3.

When analyzing the impact of the ship performance methods, the results support
the trend observed during the validation in Sec. 7.2.2. For both voyages and all three
problems, the propulsive efficiency for the added power method is on average 6% above
the constant value of 0.72. For Voyage 1 and Case 1, this can be seen in Fig. 7.13c. The
increase is passed on to the average delivered power and to the total fuel consumption,
as the specific fuel oil consumption is almost constant. Fig. 7.11b shows hardly any
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Figure 7.13: Time Series of Optimization Results for Voyage 1
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variation in resistance for the different ship performance methods, since the route and
speed profile are very similar and the average additional resistance caused by the rudder
is less than 1 kN. Hence, despite the consideration of drift motion and rudder impact,
the lower fuel consumption can be mainly attributed to a higher propulsive efficiency.

7.3.3 Influence of Ship Speed

The ship speed significantly influences the fuel consumption, since the required propul-
sive power is proportional to approximately the third or fourth power of the speed
depending on the ship. Hence, three different arrival times listed in Tab. 7.7 are taken
into account, which lead to an approximate speed of 14 kn and 16 kn in addition to the
reference speed of 18 kn. To eliminate the impact of varying routes, only the speed is
optimized by solving the third optimization problem from Tab. 6.1 based on a minimum
distance route. The results for both voyages are compared in Fig. 7.14 with regard to
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total fuel consumption and resistance. The time series of the results with varying arrival
times for Voyage 1 are shown in Fig. 7.15. The time series for Voyage 3 are given in the
appendix in Fig. A.5 and reveal the effects even more clearly.

The varying arrival time results in an average reduction of speed over ground and
though water by 11% and 22% respectively, as indicated in Fig. 7.15a and 7.15b. Along
with the slower voyage progress, the experience of stronger wind speeds or higher waves
shifts in time, which can be seen in Fig. 7.15c and 7.15d as well as in the appendix. It is
to be noted that the figure shows the weather conditions based on the added resistance
method as both are similar. Regardless of the ship performance method, the total re-
sistance shown by component in Fig. 7.14b decreases by 18% and 34% respectively for
Voyage 1 and 17% and 32% for Voyage 3.

In case of Voyage 1, the reduction in average wind resistance of 31% and 41% con-
tributes most. It is followed by the average calm water resistance decreased by 18% and
35%. In contrast, the average added resistance due to waves increases by approximately
5% and that due to the rudder even by 76% and 104% which, however, still is below
2 kN. In case of Voyage 3, the increase in rudder resistance of 15% and 50% is smaller.
All other components experience a decrease with the reduction in calm water resistance
contributing most. While the average calm water resistance is reduced by 18% and 34%,
the added resistance due to wind is 12% and 21% lower and the added resistance due
to waves 8% and 16%.

Concerning the propulsive efficiency, the added resistance method is based on the
assumption of a constant value of 0.72. In case of the added power method and both
voyages, the average propulsive efficiency is approximately 6%, 5% and 4% higher for
an average speed of 18 kn, 16 kn and 14 kn. This is indicated by Fig. 7.15e. Thus, the
delivered power not only reflects the respective decrease in total resistance, but also the
difference in the propulsive efficiency. Since there is almost no impact on the specific
fuel oil consumption, the effect is passed on to the total fuel consumption shown in
Fig. 7.14a. In summary, the fuel consumption derived with the added power method is
lower regardless of the ship’s average speed. This is similar to the previous comparisons.
However, the lower the average speed is, the smaller the difference becomes, as the
propulsive efficiency approaches the assumption of the added resistance method.

7.3.4 Influence of Weather Conditions
The influence of weather conditions is investigated by shifting the month of departure
and arrival. Hence, both voyages are optimized for each month from January to De-
cember. To analyze the impact on the ship’s speed and thus the resistance and fuel
consumption, only the speed is optimized while a minimum distance route is assumed.
Thus, the third optimization problem from Tab. 6.1 is solved. The results for both ship
performance methods are compared for the months from January to December and for
Voyage 1 and 3 in Fig. 7.16. As seen in the previous analyses, these figures emphasize
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the trend that the added power method generally yields a lower total fuel consumption
for a voyage. Again, the difference in consumption can be explained by the difference in
propulsive efficiency which is 5% to 8% higher.

The speed through water during Voyage 1 is analyzed for both methods in Fig. 7.17a
and 7.17b. Both figures present an almost identical picture with the same range of speed
and only slight differences from one month to the other. However, Fig. 7.17c and 7.17d
show a variation in wind speed and wave height throughout the year between January
and December. The same trend is not only reflected by the resistance in Fig. 7.17e but
also by the total fuel consumption in Fig. 7.16a. While the average calm water resistance
only varies slightly in line with the speed through water, the impact of wind and waves
on the respective resistance components is notable.
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Figure 7.16: Weather Sensitivity of Total Fuel Consumption for Voyage 1 and 3
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(a) Speed for Added Resistance Method

(b) Speed for Added Power Method

(c) Wind Speed
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(d) Wave Height
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Figure 7.17: Weather Sensitivity of Voyage 1

154



7.3 EVALUATION OF SCENARIOS

(a) Speed for Added Resistance Method

(b) Speed for Added Power Method

(c) Wind Speed
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(d) Wave Height
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Figure 7.18: Weather Sensitivity of Voyage 3
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7.4 DISCUSSION OF THE RESULTS

The effects become even more obvious when looking at the analyses of Voyage 3 in
Fig. 7.18. Although the picture regarding the speed through water is still very similar
for both ship performance methods, a deviation depending on the weather conditions in
the respective months can be seen. Also the analysis of the wind speed and wave height
in Fig. 7.18c and 7.18d, which show very well the correlation of both metocean effects,
reveals greater variations throughout the year than in case of Voyage 1. Nevertheless,
the average calm water resistance in Fig. 7.18e varies along with the speed through
water, while the added resistance due to wind and waves is substantially influenced by
the prevailing metocean conditions.

7.4 Discussion of the Results

On the basis of the verification, the validation and the evaluation of the results derived
with the developed ship weather routing system, the main findings are outlined. The
verification shows that the weather routing system can handle weather data correctly
with only minor rounding differences. It yields correct results for both ship performance
methods based on the comparison with manually derived figures.

The validation is based on four sample voyages and the ship related input data de-
scribed in Sec. 7.1. It needs to be kept in mind that the DTC and the built ships are
only equivalent to a certain extent. Particularly the propulsion system as well as the
wind lateral and frontal areas differ. The drift forces in a seaway are derived using the
public-domain hydrodynamic strip code for seakeeping PDSTRIP. A comparison with
results from RANS computations and model tests shows rather good agreement for waves
longer than the ship’s length but deviations in short waves. Due to the minor contri-
bution to the total resistance in short waves, the values are assumed to be sufficiently
accurate. Nevertheless, the validation and quality of according figures are influenced
by assumptions regarding the ship data. Also variations in measurements and sensor
data as well as the negligence of other added resistance components, such as due to trim
and fouling, present influencing factors. Taking this into account, the computed figures
and actual data collected on board agree comparably well for the four selected voyages.
Concerning the comparison of both ship performance methods, it is to be noted that the
higher propulsive efficiency leads to a lower fuel consumption for all four voyages in case
of the added power method.

For evaluating the impact of the ship performance methods on weather routing sys-
tematically, two voyages are selected where the optimization problem, the arrival time,
and the weather conditions are varied. All calculations emphasize the trend observed
during validation that the added power method generally yields a lower total fuel con-
sumption for a voyage than the added resistance method. This can be mainly attributed
to a 5% to 8% higher propulsive efficiency resulting from changes in the open-water
efficiency. The variation of the arrival time shows that the lower the average speed is,
the smaller the difference becomes. This is because the propulsive efficiency approaches
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the assumption of the added resistance method. Furthermore, the investigations indicate
that the added resistance due to the rudder contributes on average less than 0.1% to
the total resistance. In summary, the evaluations emphasize the importance of consid-
ering engine and propeller characteristics but also demonstrate the minor contribution
of integrating of a maneuvering model.

7.5 Limits and Benefits of the System
The development of the ship weather routing system including its testing and application
reveals certain limits and benefits related to the mathematical modeling of the problem
and the applied solution procedure.

For finding a solution to the considered weather routing problem, a solution procedure
using the A* algorithm is presented. A* uses heuristic information to reduce the search
space and achieve a speedup compared to algorithms such as Dijkstra’s algorithm. How-
ever, Delling et al. (2009) report that the speedup is rather small for finding quickest
routes in road maps especially when using the Euclidean distance between a node and
the destination as conservative estimate. Furthermore, it is pointed out that significantly
faster algorithms than classical approaches are available for route planning nowadays.
In contrast, in case of the considered weather routing problem, computing the exact cost
from the start node to any node, or between a node and its neighbor, is associated with
a rather high computational effort. Consequently, the additional heuristic information
leads to a speedup, which motivates the use of A*. This approach suffices the require-
ments within this research. Nevertheless, it cannot be denied that techniques to increase
the efficiency, such as presented by Delling et al. (2009), may enhance the weather rout-
ing system. Hence, the corresponding adaptation of the algorithmic solution procedure
can be seen as a meaningful subject of future research.

Due to the object of research, i.e. the question concerning the ship’s performance and
the adequate way of taking it into account, and the provided weather data resolution,
the decision has been made to consider a graph with a static resolution and a comparably
small spacing. On the one hand, this has the advantage of a more accurate consideration
of changing weather conditions from one waypoint to another. Referring to the valida-
tion, it can be seen that a higher resolution of the ocean current would lead to an even
better agreement with the onboard data. On the other hand, disadvantages particularly
refer to the limitation of a stepwise adjustable speed and heading. Moreover, a captain
generally prefers lesser waypoints requiring for example a change of speed. Hence, a
dynamic grid with regard to the spatial and temporal resolution can be considered to
be more favorable for practical purposes.
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8 Conclusion and Outlook
Three main objectives are in the focus of this thesis to answer the research question, to
which extent the integration of more extensive ship data and more complex models for
ship dynamics and propulsion can be justified by an improved quality of results. The
objectives relate to the determination of a suitable algorithmic solution procedure, to
the design and implementation of a ship weather routing system as well as to the impact
of ship performance methods on weather routing. Conclusions are drawn with respect
to each objective and, correspondingly, further research potential is identified.

Weather routing is one of the most important operational measures to ensure safe
and efficient navigation. It is generally supported by commercial systems offered by
numerous providers. Analyzing quoted efficiency gains attributed to weather routing,
though, reveals significantly varying numbers and a strong dependence on present ship
operation, including climate, route and vessel performance. Accordingly, weather rout-
ing may particularly contribute to improved energy efficiency, reduced emissions and
cost savings for certain routes. Since provided information on fuel savings only allows
rough estimates, it is concluded that detailed case by case evaluations are required for
quantitative assessments.

Particularly in harsh climates, weather routing has the greatest benefit. Environmen-
tal factors affecting a ship’s voyage and its operation are generally winds, seas, currents,
fog and ice. The ship’s fuel consumption, thus the optimization objective, is primarily
influenced by winds, waves and currents. Metocean information is provided by numerous
institutions that typically use an internationally standardized binary code to exchange
this data. Forecasts as well as hindcasts are generally derived from numerical models
based on data collected from observations and measurements of the atmosphere and
oceans. However, differences among others in resolution, global and regional configura-
tion, data assimilation and the considered physics, result in a different output accuracy
of every model and thus of weather routing systems using different input data. Within
this thesis, hindcast data provided by Tidetech for the year 2016 is used for testing and
application of the weather routing system.

Similar to various options regarding the choice of a weather data provider, also the
weather routing problem can be formulated differently concerning the number and type
of objectives, variables, constraints and parameters. Typically, ship weather routing aims
at minimum fuel costs, minimum voyage time, maximum safety or a combination of these
objectives, while taking into account meteorological and oceanographic information and
various ship and voyage related constraints. Naturally, the weather routing problem is
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a nonlinear problem. So far, it has been modeled as continuous or discrete problem,
as stochastic or deterministic problem and as constrained or unconstrained problem.
Moreover, it has been treated as a single-objective or a multi-objective problem with
one or several decision variables. Algorithms employed in ship weather routing range
from nonlinear approaches through graph theoretic and dynamic programming ones to
metaheuristic methods. The evaluation of mathematical modeling and optimization al-
gorithms as part of this thesis reveals a broad variety of approaches each with its own
disadvantages and advantages. The compiled overview is one of the most comprehensive
to date. Consequently, it presents a valuable contribution in the field of ship weather
routing. Complementing existing studies, an interesting topic for future research relates
to the detailed investigation of different algorithms applied to the same problem and the
comparison of their effects on the routing results.

In accordance with the first objective, the overview aims to support the determina-
tion of a suitable algorithmic solution procedure to solve the constructed weather routing
problem. Whether an approach is suitable and produces sufficient results depends largely
on the specific requirements regarding accuracy and computational effort as well as the
problem including optimization objectives, decision variables and constraints. The con-
structed ship weather routing problem is a single-objective and constrained optimization
problem. It aims at minimum fuel consumption and is deterministic. The two decision
variables, namely position and time, allow for speed and route optimization. The option
to only vary one of the decision variables increases the number of solvable optimization
problems to three.

Based on the popularity of approaches seen in the overview and the general dis-
cretization of routes and weather data, the problem is mathematically formulated using
graph-related notions. The graph is connected, directed and acyclic with nonnegative arc
weights. To solve the considered weather routing problem(s), a time-dependent version
of the A* algorithm is employed. The applied solution approach suffices all the specific
requirements related to the research objectives within this thesis. It allows to solve the
three optimization problems, to consider all required constraints and to take into ac-
count the ship’s performance when calculating the arc weights. Nevertheless, techniques
to increase the efficiency can be seen as a meaningful subject for further improvement.
Also a graph with a dynamic instead of static resolution is considered to be favorable to
partly overcome the limitations associated with the spatial and temporal discretization.

In line with the second objective, the algorithmic solution procedure is translated
into an executable program using the object-oriented programming language C++. The
developed weather routing system including the weather data handling and the ship
performance methods is successfully verified and validated. For this purpose, data from
a hull design of a 14 000 TEU container ship named Duisburg Test Case, actual voyage
data of a similar ship class and weather data provided by Tidetech are used. The valida-
tion is based on four sample voyages with a draught that roughly corresponds to the hull
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design. It can be seen that variations in measurements and sensor data, assumptions
regarding the ship data that deviate from the actual ship class and the negligence of
additional resistance components influence the comparison. Keeping these assumptions,
simplifications and deviations in mind, the results derived with the weather routing sys-
tem show comparably good agreement with the onboard data. Furthermore, it is to be
highlighted that many academic studies lack the availability of actual voyage data for a
sound validation. Hence, the conducted testing presents a valuable contribution to the
development of the weather routing system and encourages its future application.

Depending on the use case and application of the weather routing system, taking into
account further aspects concerning weather data, safety or navigational restrictions can
be desirable and reasonable. This can refer to the consideration of ensemble forecasts or
statistical weather data but also of emission control areas, traffic separation schemes and
shallow water effects. Furthermore, it can be related to stress and vibration monitoring
or the impact of trim and fouling, which can have a notable impact on the fuel consump-
tion of a ship. Also the integration and investigation of additional safety restrictions,
e.g. related to passenger comfort and motion sickness, can be desirable. The system
architecture and algorithm allow the developed system to be extended with regard to
many further requirements.

In addition to the operational application, the developed weather routing system can
be used during the design process of a ship. Since wind and waves cause an added resis-
tance that reduces a ship’s attainable speed, the ship’s fuel consumption increases and
delays can be caused. This in turn affects the profitability of a ship. To consider the
expected environmental effects when designing a ship, wind and wave data from scatter
diagrams is generally used. While the temporal and spatial relation of weather condi-
tions is lost due to the statistical character of the data, hindcast data can be used to
determine past best and worst case scenarios. This allows to evaluate the voyage time,
fuel consumption and safety depending on the wave and wind conditions. Moreover,
the likeliness of delays or the necessity to introduce measures to increase comfort can
be assessed. Here, also the integrated maneuvering model may present an advantage,
since among others rudder forces can be included in the optimization output to assess
potential wear.

The third objective refers to assessing the impact of ship performance methods on
weather routing. A ship’s performance during a voyage significantly depends on the
service conditions, i.e. ocean currents, wind and waves, as well as the ship itself. It is
found that many weather routing systems aim to provide routing support to various
types of ships. That is why simplified methods with a wide scope of application are
popular to avoid the need for detailed ship data. Often, the movement of a ship is only
considered based on the first equation of motion. Hence, the ship’s total resistance needs
to be balanced with an adequate propeller thrust. This is referred to as added resis-
tance method where transverse drift forces and rudder forces are neglected. Only few
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approaches have been published that also account for transverse motions or integrate a
maneuvering model. So called added power methods generally consider three or more
equations of motion and determine the required engine power accounting for the propeller
and engine characteristics. The developed ship weather routing system allows to either
select an added resistance method or an added power method when optimizing a ship’s
voyage. This is a unique feature that no other weather routing system offers in this form.

To answer the research question, sensitivity analyses are conducted to evaluate the
influence of the two ship performance methods on weather routing and to demonstrate
the robustness of the results. Therefore, the optimization problem, the arrival time,
i.e. the ship’s average speed, and the weather conditions are varied for two voyages. All
64 calculation runs show that the added power method generally yields a lower total fuel
consumption for a voyage than the added resistance method. This is mainly caused by
a higher propulsive efficiency. When varying the arrival time, it is found that the lower
the average speed is, the smaller the difference becomes. This trend can be explained
by the fact that the propulsive efficiency is approaching the constant value assumed in
the added resistance method.

The evaluations point to the importance of considering engine and propeller charac-
teristics in a ship weather routing system for reasons of accuracy. Drawing a conclusion
from these assessments, it is suggested to integrate an open-water diagram or at least a
speed dependent open-water or propulsive efficiency in such a system. In contrast, the
integration of a maneuvering model is considered to be less important based on the eval-
uations. The minor impact of transverse drift and rudder forces on the resulting route,
speed profile and consumption cannot compensate for the additional data requirements,
development tasks and computational effort. Instead, it seems sensible to incorporate
aspects such as trim and fouling and their influence on fuel consumption into the ship
weather routing system.

In summary, the extensive overview of optimization approaches, the ship weather rout-
ing system itself and the conducted investigations contribute to advancing the research in
the field of ship weather routing. The developed system with its optimization algorithm,
its weather data handling and its ship performance methods as well as its GUI and mod-
ular structure offers various options for voyage optimization. It provides features that
can keep up with commercial and academic applications and allows to consider ideas
for further enhancements and extensions. In this way, various future research questions
can be addressed in order to continuously improve the analysis and optimization of ship
voyages.
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Figure A.1: Time Series of Operational Data during Voyage 2
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Figure A.2: Time Series of Operational Data during Voyage 3
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Figure A.5: Time Series of Results for Voyage 3 with Varying Arrival Times
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In maritime shipping, weather routing systems are popular to reduce fuel consumption and emis-
sions. One of the most comprehensive overviews of applied optimization approaches to date 
has been compiled as part of this thesis. To ensure applicability for various types of ships and to 
reduce data requirements, weather-dependent ship motions and fuel consumption are frequently 

the objective of this thesis is to analyze the impact of ship performance methods on weather 
routing. Therefore, a graph based ship weather routing system is developed in C++. It aims at 
minimum fuel consumption by route and/or speed optimization. When optimizing a voyage, ei-
ther a rather simple ship performance method, referred to as added resistance method, or a more 
advanced, so called added power method can be selected. The latter includes a maneuvering 
model as well as propeller and engine characteristics. Calculation runs for various routes, arrival 
times and weather conditions are performed and selected results are compared to data collected 
on board of container ships.  
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