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Abstract 

We analyze the impact of textual information from e-commerce companies’ websites on their 

commercial success. The textual information is extracted from web content of e-commerce 

companies divided into the Top 100 worldwide most successful companies and into the Top 

101 to 500 worldwide most successful companies. It is shown that latent semantic concepts 

extracted from the analysis of textual information can be adopted as success factors for a 

Top 100 e-commerce company classification. This contributes to the existing literature 

concerning e-commerce success factors. As evaluation, a regression model based on these 

concepts is built that is successful in predicting the commercial success of the Top 100 

companies. These findings are valuable for e-commerce websites creation. 
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1 Introduction 

Investigating the impact of information systems on the commercial success is a well-known 

topic by many researchers and practitioners (Lee & Kozar, 2006; Ballantine, Levy & Powell, 

1998; DeLone & McLean, 1992; Irani & Love, 2002; Themistocleous, Irani & Love, 2004). 

This impact only can be measured indirectly (Galletta & Lederer, 1989) because information 

systems are cross-linked socio-technical entities (Serafeimidis & Smithson, 2003) with 

intangible benefits and indirect costs (Irani, 2002). Literature focuses this challenging task by 

proposing success factors that impact information system’s success (DeLone & McLean, 

1992; Serafeimidis & Smithson, 2003). E-commerce is a specific line of business and it 

differs from other line of business by the fact that the success of e-commerce companies 

strongly depends on companies’ website quality (Lee & Kozar, 2006; Carnero, 2005; Lohse 

& Spiller, 1999; Ngai, 2003). Thus, specific success factors for e-commerce companies are 

necessary for considering these website quality aspects. 

 

In literature, many e-commerce success factors for e-commerce companies are described 

(Baecke & Van den Poel, 2010). They are used to evaluate website quality (Zvirana, Glezerb 

& Avnia, 2006) and thus to evaluate company’s success. Examples for these factors are the 

usability of the web page, a human computer interaction, a well-known brand, a price 
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reduction, and a money-back guarantee. The occurrence of these factors on the company’s 

website can be used to predict the success of the e-commerce company. 

 

Success factors are described on companies’ websites in form of semantic textual patterns 

and they can be identified by searching for these patterns on the website content. As 

example, the occurrence of a textual pattern: ‘A refund will be made if you are not satisfied.’ 

or the occurrence of a textual pattern: ‘We will return your money within the first 90 days’ 

shows that the company offers a money-back guarantee. Although both textual patterns are 

formulated in different ways by use of different words, they share the aspect of meaning. A 

semantic textual pattern includes all textual patterns with the same meaning and thus, it can 

be used to represent the aspect that the company offers a money-back guarantee. Further 

examples are that the occurrence of semantic textual patterns describing the aspect of 

website usage in detail or describing the aspect of interactive website services shows that 

the company’s website is of high usability or that a human computer interaction is 

implemented. The occurrence of semantic textual patterns that lay great stress upon 

company’s name or a product’s name (e.g. evoked by a high frequently occurrence of 

specific terms) on a company’s website gives a hint that company’s or product’s name is 

probably a well-known brand. As shown from these examples, the use of e-commerce 

success factors by a company can be identified by extracting and analyzing semantic textual 
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patterns from company’s website. However, a manual analyzing of these patterns (e.g. by 

human experts) from the websites of many e-commerce companies is time-consuming. 

 

Latent semantic indexing (Christidis, Mentzas & Apostolou, 2012; Kim, Choi & Kim, 2012; 

Lee & Wang, 2012; Shi & Setchi, 2012; Tsai, 2012) as an automated approach can be used 

in this case. In contrast to further text mining approaches, it also considers semantic aspects 

of the texts. The approach calculates several dimensions each representing a semantic 

textual pattern that occurs on the websites of the e-commerce companies. Each calculated 

pattern can be analyzed further by comparing its aspect of meaning to the aspects of 

meaning of the e-commerce success factors. As a result, semantic textual patterns can be 

identified that represent e-commerce success factors. Thus, an automated identification of 

semantic textual patterns from e-commerce companies’ websites representing e-commerce 

success factors is possible by use of latent semantic indexing. 

 

In contrast to the existing literature concerning e-commerce success factors, we contribute 

two new aspects to the scientific community. The first aspect as already described above is 

to identify e-commerce success factors that are used by e-commerce companies based on 

their semantic textual patterns with latent semantic indexing. The second aspect is to 

evaluate the successfulness of these factors by use of a semantic textual pattern based 
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logistic regression as modeling technique (Coussement & Van den Poel, 2008). For this 

second task, we extract the textual content published on the websites of the Top 100 

successful e-commerce companies and of the Top 101 to 500 successful e-commerce 

companies separately. The identified semantic textual patterns are evaluated in terms of their 

usefulness for predicting most successful e-commerce companies (Top 100) in contrast to 

less successful e-commerce companies (Top 101 to 500). Whereas the semantic textual 

patterns represent success factors, this means that existing success factors for predicting 

successful e-commerce companies are analyzed to show their success or to show their non-

success in predicting most successful e-commerce companies. These results give useful 

insights for e-commerce decision makers, they contribute to the existing e-commerce 

success factor literature, and they are valuable for e-commerce websites creation. 

 

This work uses web mining (Thorleuchter, Van den Poel & Prinzie, 2010c) for crawling 

textual information from the Top 500 e-commerce companies’ websites where a combined 

web structure mining and web content mining approach is processed. The web structure 

mining approach is adapted to the identification of e-commerce success factors. As an 

example, aspects of trustfulness are considered by crawling textual information from web 

pages that contain information about the awarded certifications. 
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In sum, the provided methodology enables the prediction of e-commerce companies’ 

success based on information extracted from the website content of e-commerce companies. 

The findings in this paper give valuable insights to decision makers of e-commerce 

companies by identifying success factors and by evaluating the impact of the success factors 

on company’s success. These findings also are valuable for e-commerce websites creation 

and they contribute to the existing e-commerce success factor literature. 

 

2 Background 

2.1 Success factors for information systems 

 Companies have done much investment in the procurement, implementation, and 

processing of information systems. These systems should increase the productivity, improve 

the competitiveness, and reduce operational as well as administrative costs (Molla & Licker, 

2001; Schuette, 2000). Thus, decision makers of companies are interested in evaluating the 

success of the information systems e.g. to calculate the return on investment. Based on 

finding of (Galletta & Lederer, 1989) that the success of information systems can only be 

measured indirectly, literature shows two different ways for evaluating the success of 

information systems. On one hand information systems and their impact on company’s 

success are modeled and based on the modeling results, new approaches are proposed for 
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the evaluation (Irani, 2002; Irani & Love, 2002; Mcaulay, Doherty & Keval, 2002; Smithson & 

Hirschheim, 1998). On the other hand, success factors are identified that impact information 

system’s success (DeLone & McLean, 1992; Serafeimidis & Smithson, 2003). 

 

A well-known information system success model that is based on success factors is from 

DeLone and McLean (1992). The model also contains the interdependencies of the success 

factors and it leads to three conclusions: First, the quality of the information as well as the 

quality of the system itself impacts its success. Second, information systems that are easy to 

use and that consists of a high user satisfaction also are successful. Last, information 

systems with high impact on individuals and on organizational structures are more successful 

than other.  

 

2.2 Success factors for e-commerce 

Measuring the success of information systems by applying information system success 

factors is interesting for decision makers of companies. E-commerce is a specific line of 

business and e-commerce decision makers have done much investment in information 

systems in particular in their e-commerce website and they are also interested in evaluation 

their information systems. Literature has shown that the success of an e-commerce company 

strongly depends on the quality of its website (Lee & Kozar, 2006; Carnero, 2005; Lohse & 
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Spiller, 1999; Ngai, 2003). Thus to improve commercial success, e-commerce decision 

makers have the possibility to improve their website quality by considering e-commerce 

success factors. Specifically for e-commerce, much work has been done by researchers to 

identify these factors (Lee & Kozar, 2006; Baecke & Van den Poel, 2011; Delone & McLean, 

1992; DeBock & Van den Poel, 2009; Lopeza & Ruiz, 2010; Lu et al., 2010; Serrano-Cinca et 

al., 2010; Van den Poel & Buckinx, 2005; Verhoef et al., 2010). 

 

McKinney et al. (2002) transfer success factors from DeLone and McLean (1992) to the e-

commerce domain. A high quality of the used information and a high quality of the website 

system itself lead to an increased internet customer satisfaction and thus, to commercial 

success. Devaraj et al. (2002) found that the e-commerce success is increased if customers 

found useful information on the website and the website itself is easy to use. Further factors 

are that the responding time of the website is low and that price savings are offered to the 

customers. Torkzadeh and Dhillon (2002) show that a wide internet product choice and that 

the online payment are factors that lead to an increased internet shopping convenience. 

Further, the internet customer relation can be improved if customers identify an internet 

vendor as trustful. Further factors are the shopping travel and the internet shipping that have 

an impact on internet shopping convenience, internet ecology, and internet product value. 

Unfortunately, no validation of the impact of internet shopping convenience, internet ecology, 
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internet customer relation, and internet product value on e-commerce success is given by 

Torkzadeh and Dhillon (2002). Zhu and Kraemer (2002) show e-commerce success factors 

based on an evaluation on 260 manufacturing companies. Besides the already mentioned 

success factor ‘information quality’, an easy processing of the purchase also increases e-

commerce success. A further factor is the customization of the website where a website is 

presented to each customer in an individual way. Additionally, e-commerce success can be 

increased by a direct website based supplier connection where goods can be delivered just 

in time. Besides offering high quality information on the website and besides implementing 

an easy to use website, Argawal and Venkatesh (2002) suggest that the information given to 

a customer should be made-for-the-medium. Further success factors are website promotion 

initiatives as well as addressing the emotions of customers. Barnes and Vidgen (2001) 

mention the design of a website as success factors. As further important factor the empathy 

with customers to ensure customer satisfaction is proposed. Koufaris (2002) point out that 

creating a website that increases customers shopping enjoyment is a success factor. A 

website also should be easy to control and the web content should be concentrate on 

important information. Liu and Arnett (2000) introduce the playfulness of a website in the 

discussion about e-commerce success factors. Loiacono et al. (2002) state that an easy to 

use and useful website with high entertainment effects that also consist of complementary 

relationships to further products is successful for e-commerce. The human computer 
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interaction is a success measure as mentioned by Hedal (2004). Plamer (2002) proposes as 

e-commerce success factors the interactivity on the website, a good structured navigation, 

and a good organization of the website. Further, he mentioned that a small download delay is 

also a success factor as well as a website with quick responsiveness. Schubert (2003) 

shows that good website support in the four phases (information, agreement, settlement, 

after-sales) lead to e-commerce success. Webb and Webb (2004) focus on the reliability and 

the security as success factors. Wu et al. (2003) identify the cognitive outcome, the visual 

appearance, and the technical support as important factors for e-commerce success. Barki 

and Hardwick (1994) recommend focusing on the user acceptance, the user participation, 

the user interaction, and the user attitude to increase e-commerce success. Offering a 

money-back guarantee, a well-known brand, and a price reduction are mentioned by Robins 

et al. (2002) as an important success factor. The impact of order delivery on the success of 

e-commerce companies is measured by Van den Poel and Leunis (1999). 

 

2.3 Text Classification 

With text classification pre-defined classes can be assigned to textual patterns (Thorleuchter, 

Van den Poel & Prinzie, 2010d). Defining classes as e-commerce success factors leads to 

the identification of textual patterns that represent these factors. By implementing such a 

classification, aspects of meaning are more important than aspects of words (Thorleuchter & 
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Poel, 2011b). This is because textual patterns describe e-commerce success factors by use 

of different words. An example is the two textual patterns ‘A refund will be made if you are 

not satisfied’ and ‘We will return your money within the first 90 days’ as known from above. 

Thus, two textual patterns possibly represent the same success factor although they do not 

use one term in common. For a successful assignment, a text classification algorithm has to 

consider that the two textual pattern share no terms but they share aspects of meaning.  

 

Literature describes many well-known text classification algorithms based on knowledge 

structure approaches (Palmieri & Fiore, 2010; Herranza et al., 2010). These algorithms 

(Support Vector Machine (SVM), Naive Bayes Classifier, Decision trees, k nearest neighbor 

(k-NN) classification) do not consider the aspects of meaning because underlying semantic 

textual patterns from a document collection are not identified. 

 

To identify these patterns, a specific statistical technique based on a variation of 

eigenanalysis (eigenvectors) can be used. A semantic textual pattern does not only contain 

terms from one textual pattern but also further terms that are related to these terms 

semantically. Thus, this classification approach is able to assign e.g. success factors 

represented by semantic textual pattern to new textual patterns from a website even if the 

new patterns do not share terms with further patterns assigned to the same success factor. A 
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well-known representative for this statistical technique is latent semantic indexing that 

calculates a large number of underlying semantic textual patterns automatically and that 

reduces their number to facilitate further processing (Thorleuchter, Van den Poel & Prinzie, 

2012). 

 

Latent semantic indexing calculates the impact of each term (e.g. words occurring on e-

commerce companies’ websites) on each semantic textual pattern and it also calculates the 

impact of each document (e.g. content of an e-commerce company’s website) on the 

semantic textual pattern (Thorleuchter, Van den Poel & Prinzie, 2011). The calculated term 

impacts can be used to assign pre-defined classes (e.g. success factors) to semantic textual 

patterns. The calculated document impact can be used to assign document classes (e.g. the 

dividing of websites in two parts: in the Top 100 e-commerce companies’ websites and in the 

Top 101 to 500 e-commerce companies’ websites) to semantic textual patterns.   

3 Methodology 

3.1 Overview 

In this paper, we use textual information from existing e-commerce companies’ websites. 

Lists of the Top 100 and Top 500 successful e-commerce companies are used and the 

websites behind the companies are identified. For data collection, textual information from 
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these websites is crawled by use of methods from web mining and is stored in documents. 

Documents are divided in training set and test set and they are also pre-processed by use of 

text mining methods. A term-website matrix based on the training set is created and latent 

semantic indexing is used to identify the semantic textual patterns of the training documents. 

To evaluate these results, the test documents are projected into the same latent semantic 

concept-space. A logistic regression model is built on this concept-space matrix to show that 

this approach is successful in predicting the most successful Top 100 e-commerce 

companies. 

The semantic textual patterns are evaluated concerning their relation to e-commerce 

success factors. For this, each semantic pattern is compared to the existing success factors 

as described in background chapter. As a result, it possibly could be seen that some 

semantic textual patterns represent one or several success factors. For each of these 

success factors, we use the occurrence probability of its corresponding semantic pattern on 

a Top 100 e-commerce company’s website and on a Top 101 to 500 e-commerce company’s 

website. E-commerce success factors that mainly occur on websites of the Top 100 e-

commerce companies can be used as successful classifier while success factors that mainly 

occur on websites of the Top 101 to 500 e-commerce companies are successful in 

classifying the less-successful companies. Fig. 1 shows the methodology of this approach. 
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Figure 1: Different steps of the approach 
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3.2 Data collection 

The unstructured content information from e-commerce companies’ websites is collected by 

use of web mining methods. After identifying companies’ websites, it is considered that a 

website consists of several web pages. Crawling all textual information from all web pages 

(e.g. ‘sitemap’, disclaimer’, ‘data protection policy / privacy’) leads to a huge amount of 

information. Thus, only relevant information from companies’ websites is extracted by limiting 

the number of web pages per company to ten. To identify the ten most relevant web pages 

from a company’s website, the starting page is selected. Additionally, seven (sub) web pages 

are selected with the highest page rank returned by an internet search engine. Further 

relevant information might be descriptions about an e-commerce company’s history. This 

probably indicates company’s trustfulness. Additionally, relevant information also might be 

descriptions about its e-commerce certifications (e.g. the e-commerce certification program 

‘Trusted Stores’ as launched by Google). Thus, web pages that contain specific terms related 

to a company’s history or company’s certifications are identified and the web pages with the 

highest page rank each are selected if not already selected before. 

 

To identify the relevance of a web page concerning its page rank, Google is used as internet 

search engine because of the high quality of its page rank algorithm and because of the fact 

that all Top 500 e-commerce companies’ websites can be found in the Google index. For 
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each company, search queries are restricted to web pages of the respective company. They 

are automatically executed by web services (Carl, 2008) (web based advanced programming 

interfaces). The result data contain web pages from the company ordered by the page rank 

(Thorleuchter & Van den Poel, 2011a).  

 

By use of this web mining approach, a large amount of highly unstructured information is 

extracted from the companies’ websites. This information has to be pre-processed by use of 

text mining approaches to discover relevant features. 

 

3.3 Pre-processing 

 

To represent the extracted textual information as term vector of weighted frequencies, 

several methods from text mining are applied based on  

- a text preparation step,  

- a term filtering step,  

- a vector weighting step, and  

- a term vector aggregation step. 
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In a text preparation step, the raw text is cleaned (e.g. by deleting images, html-, or xml-tags, 

specific characters as well as scripting code). The punctuation is removed and a dictionary is 

used to correct typographical errors. Then, tokenization (Thorleuchter, Van den Poel & 

Prinzie, 2010a) where the term unit is word and case conversion (converting terms in lower 

case and capitalizing the first character) is applied.  

 

In a term filtering step, several filtering methods (Thorleuchter, Van den Poel & Prinzie, 

2010b) are used. Part-of-speech tagging is used to identify the syntactic category of a term. 

Stop word filtering is also used to identify terms with little or no content information 

(Thorleuchter, Van den Poel & Prinzie, 2008). With dictionary-based stemming, the basic 

form of words - where the same stem represents related words - is identified. Additionally, 

Zipf distribution (Zipf, 1949; Zeng, Duan, Cao & Wu, 2012) is used to reduce the number of 

terms by deleting rare terms. After this, the selected terms are checked manually (Gericke et 

al., 2009). 

 

Then, a term vector is built. The component values of a term vector are weighted frequencies 

instead of using raw frequencies (the number of term-appearance in a web page) because 

the use of weighted frequencies significantly improves retrieval performance (Sparck Jones, 
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1972). Terms with large weights frequently occur in a small number of web pages but they do 

not occur frequently in all web pages (Salton & Buckley, 1988). 

 

A well-known term weighting scheme is used (Salton et al., 1994) and described in formula 

(1). The term frequency tfi,j equals the absolute frequency of term i in web page j, the inverse 

document frequency idfi equals log(n/ dfi), the square root represents a length normalization 

factor, n equals the number of web pages, and m equals the dimension of the term vectors 

(Hotho et al., 2005). 

∑ =
⋅

⋅
=

m
1p

2
i

2
pji

iji
ji

p
dfntf

dfntf
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)/log(

,

,
,         (1) 

 

In a term vector aggregation step, all vectors representing web pages from a specific 

company are aggregated to build one term vector for each company’s website j (Coussement 

& Van den Poel, 2008). This is calculated by 

∑
1=

=
r

k
kiji wAw ,,           (2) 

where the weight of term i in web page k is represented by wi,k and where r equals ten (the 

number of web pages per company). Then, a term-by-website matrix with weighted 

frequencies is created. 
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3.4 Semantic textual pattern identification 

Normally, the term-by-website matrix is high dimensional and most of its weights are zero. To 

reduce the dimensionality, latent semantic indexing combined with singular value 

decomposition (SVD) is used. This method groups terms into concepts by forming semantic 

generalizations. If A is the term-by-website (m x n) matrix with rank r (r ≤ min(m,n)) then SVD 

of A is a transformation into a product of three matrices, the term-concept similarity (m x r) 

matrix U, the concept-website similarity (n x r) matrix V, and a diagonal (r x r) matrix Σ 

containing positive singular values of matrix A. 

 

A = U Σ Vt           (3) 

 

To reduce the rank r of A to k (k ≤ r), latent semantic indexing considers the first k singular 

values in Σ by retaining only the first k columns of U and V. Further singular values are 

discarded.  

 

An important decision to be taken is the choice of k. This critical parameter influences the 

predictive performance. To determine the value of the parameter k, several rank k-models 

are constructed, are evaluated concerning their predictive cross-validated performance 
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(Thorleuchter, Herberz & Van den Poel, 2012), and the most favorable rank-k model is 

selected. To calculate the predictive performance, a prediction model is used (see Sect. 3.5). 

 

The selected rank k-model is built on the training examples. The test examples are 

integrated into the same semantic subspace as created by the training examples 

(Deerwester, 1990). 

 

 

3.5 Prediction modeling 

Latent semantic indexing combined with SVD produces several semantic textual patterns 

standing behind the textual information provided by the content of e-commerce companies’ 

websites. These latent semantic patterns are classified concerning their above-chance 

frequent occurrence in the content of the Top 100 e-commerce companies’ websites 

(positive examples) or concerning their above-chance frequent occurrence in the content of 

the Top 101 to 500 e-commerce companies’ websites (negative examples). 

 

The predictive performance is measured by logistic regression as modeling technique where 

a maximum likelihood function is maximized (Allison, 1999; Inagaki, 2010). Advantages for 
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the use of logistic regression are the simplicity (DeLong et al., 1988), computational speed 

and robustness (Greiff 1998). It can be calculated by  

))(exp(
)|(

wxw1
1

x1yP
0 ++

==         (4) 

with )},{( ii yxT =  the training set, },...,,{ N21i = , nRx∈  the n-dimensional input vector (a 

concept-website vector), w the parameter vector, w0 the intercept, and },{ 10yi ∈  the 

corresponding binary target labels (company in Top 101 to 500, company in Top 100). 

3.6 E-commerce success factor identification 

Some of the semantic textual patterns represent e-commerce success factors while others 

represent semantic aspects that are not relevant for predicting e-commerce companies’ 

success. Based on the literature review concerning existing success factors in Sect. 2, the 

calculated semantic textual patterns are compared to these factors. A comparison is possible 

because each semantic textual pattern consists of terms (words) and of the calculated 

impact on the semantic textual pattern. Further, each e-commerce success factor also can 

be described in different terms (words). As a result, human experts are able to identify e-

commerce success factors standing behind a semantic textual pattern. 
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Based on the results of prediction modeling, we identify three groups of semantic textual 

patterns. Members of the first group significantly occur on the positive examples. This 

means, these semantic textual patterns often occur on the websites of very successful e-

commerce companies (Top 100). Members of the second group significantly occur on the 

negative examples. These semantic textual patterns can be used to predict e-commerce 

companies in the Top 101 to 500 list. Further patterns (third group) can not be used for 

prediction. Based on the first and second group, e-commerce success factors can be 

identified standing behind the textual pattern of the first group. Further, e-commerce success 

factors for the Top 101 to Top 500 companies can be identified from the textual pattern of the 

second group. 

 

3.7 Evaluation criteria 

This evaluation is done with the commonly used criteria: cumulative lift, precision, recall, area 

under the receiver operating characteristics curve (AUC), sensitivity, and specificity.  

Cumulative lift measures the increase in density concerning the number of Top 100 

companies relative to the density of the companies in total. This measure is most commonly 

used for business applications. Based on the results of prediction modeling, a list of e-

commerce companies can be created sorted from most profitable to least profitable. With 
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cumulative lift it is possible to show the density of the Top 100 companies in the top 10, top 

20, or top 30 percentile of this list. 

Prediction modeling uses a specific threshold to predict a company as successful or not. The 

precision measures the fidelity or exactness and the recall measures the completeness of 

the predicted results. The proportion of positive cases predicted to be positive is named 

sensitivity and the proportion of negative cases predicted to be negative is named specificity. 

To calculate these measures, the number of companies in the Top 100 list that are predicted 

as successful (TP) is calculated as well as the number of companies predicted as successful 

in the Top 101 to 500 list (FP) . Further, the number of companies in the Top 100 list that are 

predicted as non-successful (FN) is calculated as well as the number of companies predicted 

as non-successful in the Top 101 to 500 list (TN). Then, the sensitivity can be calculated by 

(TP/(TP+FN)), the specificity by (TN/(TN+FP)), the precision by (TP/(TP+FP)), and the recall 

by(TP/(TP+TN)). 

It is important to know that these measures based on the selection of a specific threshold. 

Selecting different threshold values for the classification decision lead to different values for 

the performance measures. A performance measure that considers different threshold values 

is the AUC. It represents the area under the receiver operating characteristic curve (ROC), a 

two dimensional plot of two performance measures: the sensitivity versus and the inverted 
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specificity (1-specificity). It can be used as performance measure for binary classification 

(Hanley & McNeil, 1982). 

4 Case Study 

4.1 Research data 

In this study, we use lists of the Top 100 and Top 500 successful e-commerce companies as 

published on the internet (www.welt.de and www.internetretailer.com). The corresponding 

websites behind these companies are manually identified. Normally, successful companies 

offer websites in several languages in the internet. However here, the selected websites are 

restricted to the English language to prevent the language translation problem. As a result, 

all 500 companies offer websites in English language. Thus, 500 textual documents are 

created that contain content information from the most relevant websites of each company in 

English. 

 

Table 1 provides summary information of the (randomly-selected) training and test set. The 

optimal SVD dimension is calculated using the training set and a regression model is 

estimated. The test set is used to show the success of the regression model compared to the 

frequent baseline as calculated from the relative percentage in Table 1. 
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Number of  

customer groups 
Relative percentage 

Training set:   

Top 100 companies’ websites  50 20 

Top 101 to 500 companies’ websites 200 80 

Total 250  

Test set:   

Top 100 companies’ websites  50 20 

Top 101 to 500 companies’ websites 200 80 

Total 250  

Table 1: Overview of website characteristics 

4.2 Optimal dimension selection 

The result of the pre-processing step is a term-by-website matrix with high dimensionality. 

The training set is used to calculate an optimal SVD dimension with a cross-validation 

procedure (see Fig. 2). The number of concepts is represented by the x-axis and the cross-

validated AUC is represented by the y-axis. The cross-validated AUC increases in the range 

of 2-17 concepts, it reaches a maximum at 18 concepts, and from 19 concepts on, it 

decreases. Thus, 18 concepts were selected as the optimal number for the SVD dimension. 
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The test set is integrated into the 18 semantic SVD dimension and prediction modeling is 

done. 
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Figure 2: Calculating an optimal SVD dimension 

 

4.3 Case study results 

4.3.1 Assigning SVD dimensions to e-commerce success factors 

For each of the 18 dimensions, human experts analyze the corresponding semantic patterns 

and compare them to terms that describe the e-commerce success factors as mentioned in 
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Sect. 2.2. As a result, human experts identify some semantic patterns that can be assigned 

to an e-commerce success measures. Further, they identify some patterns that are not 

related to an e-commerce success factor. Additionally, some patterns are identified that can 

be assigned to several e-commerce success factors. An example for this is a semantic 

textual pattern where the corresponding terms also can be found in success factors in the 

area of trusts e.g. internet vendor’s reliability and trustworthiness as well as web page 

security. Example results in detail are presented in Sect. 4.3.3. 

 

4.3.2 Identifying the successfulness of e-commerce success measures 

After logistic regression modeling, some semantic textual patterns are identified as 

representative for the positive examples. An above-chance frequent occurrence of the 

corresponding groups of terms in text patterns from the positive examples can be seen. As a 

result, the identified groups of terms occur frequently in the positive examples but rarely in 

the negative examples. Additionally groups of terms are identified that are representative for 

the negative examples. These groups occur frequently in the negative examples but rarely in 

the positive examples. 
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Thus, five objectives can be shown that are representative for the positive examples. The 

occurrence of textual information on companies’ websites describing internet customer 

relation by rating and providing services (Torkzadeh & Dhillon, 2002) is a good predictor for 

the Top 100 e-commerce companies. A second predictor is the human computer interaction 

(Heldal et al., 2004) based on textual information about an automatic recommendation for 

products, features, and services concerning user-given information. 

A further predictor is the internet vendor trustworthiness (Torkzadeh & Dhillon, 2002) based 

on textual information describing trusted financing possibilities for products. As 

trustworthiness occur together with internet vendor’s reliability and web page security in one 

semantic pattern, the two success factors (Webb & Webb, 2004) also can predict the 

successful e-commerce companies (Top 100).  

 

Additionally, three objectives can be shown as predictor for the negative examples. The 

refund of money (money-back policy / guarantee) is mainly described on web pages of the 

Top 101 to 500 e-commerce company list. A second predictor is a trusted order delivery that 

can be monitored by the user. A third predictor is to improve internet customer relation by 

use of newsletters.  
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4.3.3 Results in detail 

To show the important results in detail, groups of terms that are representative for the 

positive examples are presented below: 

 

A1. Service (including services, serviced, servicing etc.) and company (including companies 

etc.) are two terms that occur above-chance frequently in text patterns of the positive 

examples together with the following terms in stemmed form: Rate, provide, product, offer, 

user, exclusive, ecommerce, market, etc. The terms build a semantic textual pattern that 

describes the rating and providing of services for products in an e-commerce market to 

users. This is important to quality for sale and after-sale service and it leads to an improved 

internet customer relation. Thus, it confirms the corresponding success factor as mentioned 

in Torkzadeh and Dhillon (2002). 

 

A2. Product and finance are two terms that occur above-chance frequently in text patterns of 

the positive examples together with the following terms in stemmed form: Individual, offer, 

download, business, account, resource, asset, information, service, institute, call, 

competition, etc. The semantic textual pattern standing behind these terms deal with 

providing trusted financing possibilities for products. This is important to improve vendor 
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legitimacy and it leads to improved internet vendor trust. Thus, it confirms the corresponding 

success factors mentioned in Torkzadeh and Dhillon (2002) and in Webb and Webb (2004). 

 

A3. Search and recommendation are two terms that occur above-chance frequently in text 

patterns of the positive examples together with the following terms in stemmed form: System, 

feature, product, service, automatic, user, query, multiple, etc. The corresponding semantic 

pattern describes an automatic recommendation of products, features, and services based 

on user-given search queries. This is important to improve human computer interaction. 

Thus, it confirms the corresponding success factor mentioned in Plamer (2002). 

 

Furthermore, groups of terms that are representative for the negative examples are 

presented below: 

 

B1. Money and refund are two terms that occur above-chance frequently in text patterns of 

the negative examples (Top 101 to 500 e-commerce companies) together with the following 

terms in stemmed form: Price, order, replace, purchase, address, cancel, product, send, 

back, simplify, etc. This semantic textual pattern describes a refund of money (money-back 

policy of a company) as predictor for the negative examples. This means if a money-back 

policy of a company is mentioned on the company’s website then this company is probably 
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not in the list of the Top 100 e-commerce companies. This contradicts research results of 

Robins and Kelsey (2002) where money-back guarantee is a good predictor for successful e-

commerce companies. A potential reason for this could be that times have changed since 

1999, money-back guarantee is now quite natural, and very successful companies do not 

need to mention it separately. 

 

B2. Order and delivery are two terms that occur above-chance frequently in text patterns of 

the negative examples together with the following terms in stemmed form: Inbox, accurate, 

home, select, week, view, depart, monitor, product, etc. The corresponding semantic pattern 

describes a trusted order delivery that can be monitored by the user. This means if a trusted 

order delivery of a company is mentioned on the company’s website then this company is 

probably not a very successful e-commerce company. This contrasts order delivery as 

success factor as described in Van den Poel and Leunis (1999) because for a Top 100 e-

commerce company, a trusted delivery and a monitoring is also quite natural and it is also 

not necessary to mention it on the website. 

 

B3: Custom and newsletter are two terms that occur above-chance frequently in text patterns 

of the negative examples together with the following terms in stemmed form: Mail, cost, 

store, product, sale, subscribe, price, registration, coupon, etc. This semantic pattern 
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describes the internet customer relation by use of newsletters. This one-directional 

newsletter communication is probably dated because textual information about this internet 

customer relation only can be found on websites of the Top 101 to 500 e-commerce 

companies but not in the Top 100 e-commerce companies.  

4.3.4 Comparing predictive performance 

The predictive performance of the regression model is compared to the baseline by use of 

the following criteria: Cumulative lift curve, ROC curve, and precision/recall diagram. Fig. 3, 

Fig. 4, and Fig. 5 show the general success of the regression model compared to the 

baseline. Additionally, a three-fold cross validation is used to prevent overfitting. 

 

Fig. 3 shows that the cumulative lift curve lies above the baseline. Thus, the density 

concerning the number of Top 100 companies in each percentile is greater than the density 

from the baseline. The ROC curve of the test sets also lies above the random baseline. 

Thus, the AUC of the test set (61,16) is larger than that of the baseline (50,00) with a 

significant improvement (χ²=0.02 , d.f.=1, p<0.001). Additionally, the precision and recall 

diagram lies over the baseline at all recall values. These criteria show that the model is able 

to better distinguish Top 100 from Top 101 to 500 companies than the baseline. 
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Figure 3: Cumulative lift value of the test set and of the baseline 
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Figure 4: Sensitivity - specificity diagram of test set and baseline 
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Figure 5: Precision - recall diagram of test set and baseline 

 

5 Conclusions 

This work has analyzed the impact of textual information from e-commerce companies’ 

websites on their commercial success. Latent semantic indexing is used to identify the 

hidden semantic patterns on the website of the most successful Top 100 e-commerce 
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companies and on the website of successful Top 101 to 500 e-commerce companies. 

Existing e-commerce success factors standing behind the semantic patterns are identified.  

A logistic regression model shows that predicting the most successful Top 100 e-commerce 

companies is successful by using the calculated semantic patterns. Thus, e-commerce 

success factors standing behind the semantic patterns are also successful in predicting the 

Top 100 companies. 

Example results from the case study are that internet vendor trust, human computer 

interaction, and internet customer relation by rating and providing services are successful 

factors in predicting the Top 100 e-commerce companies and that money-back policy, 

trusted order delivery, and internet customer relation by use of newsletters are successful 

factors in predicting the Top 101 to 500 e-commerce companies. 

This contributes to the existing literature concerning e-commerce success factors for e-

commerce and these findings are valuable for e-commerce websites creation. 
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