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I. INTRODUCTION

With the ever growing amount of multimedia data available,

for example in broadcast archives, automatic information ex-

traction for efficient retrieval becomes an increasingly pressing

issue. Automatic speaker recognition is a valuable tool for

information retrieval in multimedia data, allowing for a search

of audio recordings from a specific speaker. In combination

with automatic speech recognition (ASR), this enables users

to find utterances of a query phrase from a specific person, for

example “What did Obama say about the financial crisis?”

However, due to the very heterogeneous acoustic conditions

of the domain, including varying environments and emotional

states of the speakers, reverberation, background talk, noise,

or music, there is often considerable acoustic mismatch be-

tween training and test data. This makes classical voice-based

speaker recognition with spectral / cepstral features [1], [2]

difficult; thus it is desirable to use more cues than voice for

recognition, just as humans do.

Especially in the last decade, so-called high-level features,

such as prosody, speaker-specific pronunciation, idiolect, and

dialogue structure, have been successfully investigated and

found to carry valuable speaker information [3], [4], [5], [6].

Fusion of the new high-level systems with each other and

with cepstral systems shows that these additional speaker in-

formation sources help improve the overall speaker recognition

rate [7], [8].

For example, phone n-grams, recognised with an open-

loop phone recogniser, can be used to capture speaker-specific

pronunciation [5]. Speakers are modelled through their phone

n-gram frequencies in the training data, and an equivalent

background model is built from background training data,

to represent unknown speakers. For recognition, speaker and

background models are then compared with the n-gram fre-

quencies in the test material and their scores are combined

into a likelihood ratio for the speaker. A drawback of this

method (as with other high-level approaches) is that it needs

more training data than a cepstral system to properly train all

relevant n-gram combinations, especially with larger n-gram

sizes. The required training data can be reduced significantly

by deriving the speaker models from the background model

through maximum a posteriori (MAP) adaptation [9].

Similarly, word n-grams can be used to identify speakers by

idiolect / word-usage, capturing stylistic phrases, such as “you

bet”, shown by Doddington in [6] with experiments on manual

transcriptions and later verified with ASR transcriptions, for

example in [8]. Again, a larger amount of training data is

needed to reach satisfactory results. In the Switchboard and

Mixer corpora used for these experiments, the conversation

topic was predetermined by the recording system [6], [10] and

not chosen by the speakers, so they were likely recognised by

stylistic patterns and not so much by their favourite topics.

However, Doddington mentions a residual content bias –

which may not be desirable in an access control speaker

verification system, but which may be exploited in a setting

where speakers can be expected to have favourite topics and

frequently talk about them. This is often the case with VIPs

talking in the media, for example with well-known politicians

shown in news broadcasts or giving interviews on TV.

This paper reports on experiments with topic-based speaker

recognition, done on German parliamentary speeches of minis-

ters. The test scenario was chosen because a) it is very similar

to the challenging material in the broadcast scenario of our

audio search application [11], and b) an evaluation corpus had

to be built from scratch, and the parliamentary data was readily

available and already structured by speaker.

Section II details the underlying method used for topic-

based speaker recognition, while Section III describes the
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data used in more detail. Section IV gives the experimental

results with the topic-based method, compares it with an

idiolectal system based on [6] and the cepstral GMM-UBM

approach from [1], and finally the topic-based and the cepstral

approaches are fused to yield an improved speaker recognition

system.

II. TOPIC-BASED SPEAKER RECOGNITION

A. Features

As, for example, Andrews [5] and Doddington [6] have

shown, speaker-specific frequencies of (phone or word) n-

grams, compared to frequencies in a background model, are a

viable method to capture high-level speaker information such

as pronunciation and idiolect. Thus, speakers’ word frequen-

cies in ASR transcriptions, compared with a background word

frequency model, seem a natural choice for capturing their

favourite topics through key term frequencies.

The necessary word frequencies are obtained in three steps:

First, automatic speech recognition is done on the audio

input files to get a word transcript. Second, the transcript

is normalised through stemming and stop word removal to

retain only the basic forms of semantically important words,

as is common in text mining [12, Section 2.1.1]. Then, the

occurrences of the remaining words are counted and used as

features for speaker modelling.

The speech recognition system employed for the first step is

based on the setup described in [13]. It uses the Julius1 engine

from ISTC [14] and Fraunhofer IAIS models for German with

triphone acoustic models, a 3-gram language model, and 200k

words in the dictionary2. For step two, the ASR output is

processed with the Snowball stemmer and stop word list for

German3.

B. Training Phase

A common problem for high-level speaker recognition ap-

proaches is that the amount of audio training material required

at high levels of abstraction is quite substantial and may not be

present for the desired speakers / domain. There are two ways

to tackle this problem: “Artificially” increasing the size of the

available training set and reducing the amount of training data

required.

To increase the size of the training set, text material by the

speakers, taken from their web pages, was used to build the

training set, thus considerably boosting the amount of available

data. It can be assumed that this approach works better if the

text training data closely matches the ASR output for the test

material in style and diction, so for our current experiments,

we retrieved text versions of speeches given by the speakers.

To reduce the necessary training set size, maximum a poste-
riori adaptation was chosen, as it was found to halve training

data requirements for phone n-grams in [9]. Analogous to the

approach taken in [1], speaker word counts Hi for speaker

1http://julius.sourceforge.jp/
2The large number of words is necessary because of the prevalence of

compounding in the German language.
3http://snowball.tartarus.org/

Si are used to adapt background word counts HBG to derive

new speaker word counts Ĥi. The influence of the speaker

training data depends on the adaptation coefficient α, with

high emphasis on the speaker data when α → 1 and high

emphasis on the background data when α → 0. The MAP-

adapted speaker count for word n is calculated as follows:

Ĥi(n) = α ·Hi(n) + (1− α) ·HBG(n) (1)

Using the adapted speaker word counts, the speaker infor-

mation carried by word n can then be modelled by the log

likelihood ratio λi(n) between the speaker word frequency

and the background word frequency,

λi(n) = log

[
Ĥi(n)

N̂i

]
− log

[
HBG(n)

NBG

]
, (2)

where N̂i and NBG are the total word count for speaker

Si and the background data, respectively. The log likelihood

ratios for all words in the training data form the speaker model.

C. Recognition Phase

Analogous to [5], for recognition, a speaker’s score si is

calculated by summing the speaker word scores λi(n) for all

words in the test data, weighted according to their number of

occurrences:

si =

∑
n

w(n)λi(n)∑
n

w(n)
, (3)

where the weighting factor w(n) is determined by the word

count in the test data c(n) and the discounting factor d:

w(n) = c(n)1−d (4)

The discounting factor determines the influence of the word

count, with equal weights for all words regardless of their

number of occurrences when d = 1 and weighting proportional

to the number of occurrences when d = 0.

As the score is a weighted average of log likelihood ratios,

a speaker is more likely than the background if si > 0 and

vice versa.

D. Fusion with Voice-based Approach

A simple method for fusion between topic-based speaker

recognition and a classical voice-based (cepstral) approach like

[1] would be to weight the cepstral score vi with the topic-

based score si by simply multiplying the average likelihood

ratios to yield a combined score ηi:

ηi = exp(si) · exp(vi) (5)

However, experiments revealed that both approaches have

different characteristics and may be combined in a more

advantageous way: While the cepstral system can be better

tuned to a high precision, rejecting impostors well (when

allowing a high number of false rejections), the topic-based
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system can be better adjusted to have a high recall, identifying

true speakers well (when permitting a high number of false

acceptances) – see Figure 1. This seems plausible: a favourite

topic is not as specific to a speaker as cepstral characteristics,

but it also is not as susceptible to the acoustic variation present

in the real-life test material.

Employing these characteristics in fusion, topic-based

speaker recognition can be used to narrow down the set of

potential speakers by preselecting only the speakers known to

talk about the subject of the test material at hand, that is where

si > 0. The final hypothesis is then based on these speakers’

cepstral similarity with the test material: Their voice-based

average likelihood ratio exp(vi) is weighted by a prior pi,

which depends on the topic-based likelihood ratio exp(si):

pi =

⎧⎨
⎩

0 si < 0
exp(si)P

sj>0
exp(sj)

si > 0 (6)

This yields the alternative fused score η′i:

η′i = pi · exp(vi) (7)

The performance of both methods is detailed in Section IV.

III. DATA

To our knowledge, there is no readily available German

speech corpus that allows us to test our hypothesis that

topic-based speaker recognition is possible and adds helpful

information when fused with a spectral/cepstral-based sys-

tem4. Thus, an evaluation corpus fitting the application of

recognising well-known persons in broadcast media had to

be assembled, without recording and annotating from scratch

a large amount of material.

The German government and parliament offer on their web

pages suitable material which could be transformed into a

corpus: video recordings of German parliamentary speeches

given by politicians (and searchable by speaker) are available

through the parliament’s “Web-TV” service5. Also, the federal

cabinet offers on its web page6 textual versions of speeches

from almost all federal ministers (sometimes from parliament

but mostly from other occasions).

This led to the selection of 14 federal ministers (6 female

and 8 male), for whom enough material was present from both

sources, as the 7 test speakers and 7 impostors.

As training material for the topic-based and the idiolectal

target speaker models, the textual speeches were used in order

to have enough data – between 60 and 144 speeches per

speaker. Audio from 5 video recordings of the target speakers’

parliamentary speeches was extracted, segmented, and used to

train the cepstral-based GMM-UBM speaker models, yielding

4The fact that speaker recognition corpora for English also seem to avoid
topic-bias may be a reason why this approach has not drawn so much research
attention so far.

5http://webtv.bundestag.de/iptv/player/macros/bttv/index.html
6http://www.bundesregierung.de/Webs/Breg/DE/Bundesregierung/

Bundeskabinett/bundeskabinett.html

at least 6 minutes of training data per speaker. The same

recordings were also processed with ASR to be added to the

idiolectal training material.

A subset of the politics news feeds from the German Press

Agency (dpa) from 2006, amounting to approximately one mil-

lion words, served as training material for the topic-based and

the idiolectal background model. Broadcast and parliamentary

recordings from other speakers, about 160 minutes, were

employed as training data for the cepstral-based background

model.

As test material, audio from 5 different videos of parliamen-

tary speeches per speaker (or impostor) were used, each video

between 10 minutes and 1 hour in length. Another 2 videos per

speaker and impostor were set aside for development purposes

in order to be able to optimise parameters. Great care was

taken to ensure that the textual transcripts of the speeches

used for training did not correspond to video recordings of

the same speeches in the test or development set.

For the topic-based and the idiolectal approach, word tran-

scriptions of the test material were produced by our ASR

system. In order to get an impression of the quality of the

speech recognition results, a small subset of the test set (2-3

minutes from 4 speakers, 10 minutes overall) was manually

transcribed in order to be able to measure the word error rate

(WER) with the NIST speech recognition scoring toolkit7. The

WER varied between 25% for the best speaker and 32% for

the worst, with the average WER at 28% — an estimate of

the WER to be expected for the whole corpus. By manually

checking the ASR output it became apparent that longer words

were recognised far more reliably than short words — which

is advantageous for the task at hand, because the important

keywords characterising a topic will most likely be long

words. This hypothesis is supported by the fact that application

of stemming and stop-word-removal (to both manual and

automatic transcripts) reduces the measured WER to 23%.

Thus, all training and test material for topic-based speaker

recognition was normalised with both techniques.

IV. EXPERIMENTS

For evaluation, all speaker and impostor test files were

scored against all true speaker models, and the resulting scores

were used to produce detection-error trade-off (DET) curves

using the NIST DET-curve plotting software7.

The MAP adaptation coefficient α and the discounting fac-

tor d for the topic-based speaker recognition (TBSR) system

were empirically determined on the development set to be

α = 0.98 and d = 0.45.

Figure 1 shows the results for the proposed topic-based

speaker recognition system with and without stemming and

stop word removal, compared with an idiolectal setup similar

to [6], and the classical cepstral GMM-UBM approach [1].

The idiolectal system used word bigrams and was trained on

the ASR transcripts of the audio training files and the textual

speeches. In contrast to [6], the speaker models were MAP

7http://www.itl.nist.gov/iad/mig/tools/
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Figure 1. DET-curves for the topic-based speaker recognition system (TBSR)
with and without stemming and stop word removal, for the idiolectal approach,
and for the cepstral GMM-UBM system

adapted (with Equation 1, α = 0.98) from a background model

based on the news feed background training material in order

to improve performance. As in Doddington’s work, n-gram

scores were weighted according to their number of occurrences

in the test material (corresponding to d = 0 in Equation 4).

The system had an equal error rate (EER) of 20%. Contrary

to Doddington’s experiments on the Switchboard corpus, with

the given data there certainly is a content bias, raising the

recognition performance above the level that could be expected

from recognition of style only.

However, the topic based system (α = 0.98, d = 0.45)

gives better results: an EER of 14.6% and 13.8% without and

with stemming and stop word removal, respectively. Using

stemmed words instead of word bigrams and removing the

stopwords – short, common words, which often form the char-

acteristical stylistic phrases in Doddington’s work – improves

performance. Apparently, in this scenario, it is better to focus

on topic instead of idiolectal mannerisms. This is plausible

because the underlying ASR system recognises word stems of

longer words more reliably than affixes and short words.

The GMM-UBM system had 512-mixture speaker models,

which were MAP adapted from the background model, and

used Mel-frequency cepstral coefficients, with 12 coefficients,

energy, deltas, and deltadeltas, normalised with cepstral mean

substraction.

When comparing the DET-curves, it becomes apparent that

the cepstral system is better suited to reject impostors when a

high number of misses is admissible, whereas the topic-based

approach finds more true speakers when a high number of

false alarms can be tolerated. This finding was used in the

second fusion method (Equation 6 and 7).
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Figure 2. DET-curves for the fused systems, with two methods for fusion:
multiplied likelihood ratios and TBSR-based prior

The results for the fusion methods in comparison to the

original systems are shown in Figure 2: Fusion by multiplying

likelihood ratios generally seems to improve on the original

systems’ performance, although it doesn’t lower the EER.

However, the topic-based prior fusion method yields far

better results, decreasing the EER to 8.6%.

V. CONCLUSION

It was confirmed that speakers’ favourite topics can indeed

be used to identify them in an appropriate scenario, where

they choose the subject themselves or can be expected to be

interviewed mostly about their areas of expertise, such as in

political speeches or more generally in the broadcast domain.

Speaker specific information can be represented by speaker

word frequencies in ASR transcripts, normalised with back-

ground word frequencies. The training data requirements can

be reduced by MAP adapting the speaker models from the

background model, and the training set can be successfully

increased by using text sources. Focusing on topic instead of

style yields improved results because of the ASR system’s

better performance on longer word stems, which carry seman-

tic information. Fusion with the topic-based system improves

the voice-based baseline, decreasing the Equal Error Rate

from 14.3% to 8.6%; so apparently a new level of speaker

information is added.

After these first experiments with the topic-based approach,

we plan to further evaluate the proposed method on our

German broadcast data corpus currently in development [15]
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in order to see how robustly the system copes with more

difficult material and what the specific training and test data

requirements are for that domain.

Also, a number of points for future research emerge, like

boosting of the training material with text automatically re-

trieved from the web, augmentation of the speaker models

with synonyms of their topics’ keywords, and better speaker

modelling through discriminative training. Possibly, the per-

formance of a fused system can be further improved by more

refined approaches to fusion, making use of information about

weak and strong points of the individual systems.
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