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## Abstract

Miniaturization is a driving force both for the performance and for cost reductions of semiconductor devices. It is therefore carried on at an enormous pace. Gordon Moore proposed and later refined an estimation stating that the minimization of costs would lead to a doubling of the density of integrated circuits every two years. And in fact, this time scale - known as Moore's law-is still aspired at by the major players in the industry. Photolithography, one of the key process steps, has to keep up with this pace. In the past, the introduction of new technologies, including a smaller wavelength of the illumination system or higher numerical apertures (NA) of the projector, has led to a relatively straightforward downscaling approach. Today, optical lithography is confined to argon fluoride excimer lasers with a wavelength of 193 nm and an NA of 1.35 . The introduction of next generation lithography approaches such as extreme ultraviolet lithography have been delayed and will not be applicable until several years from now. Further scaling hence leads to dramatically decreases process margins since patterns with dimensions of only a fraction of the wavelength have to be lithographically created.

In this work, computational methods are devised that are suited to drastically improve process conditions and hence to push resolution beyond former limitations. The lithographic process can be broadly grouped into the stepper components: the illumination system, the photomask, the projection system and the wafer stack. As shown in this dissertation, each element exhibits a number of parameters that can be subjected to optimization. To actually enhance resolution, however, a rigorous simulation and computation regime has to be established. The individual ingredients are discussed in detail in this thesis.

Accordingly, the models required to describe the lithography process are introduced and discussed. It is shown that the numerical and algorithmic implementation can be regarded as a compromise between exactness and computation time. Both are critical to obtain predictive, yet feasible approaches. Another complication is the multi-scale and multi-physics nature of the first principle process models. Although it is sometimes possible to derive individual optimization-tailored, reduced models, such an approach is often prohibitive for a concise co-optimization of multiple aspects.

In this work, we thus examine an approach that allows for a direct integration of first principle models. We investigate the use of evolutionary algorithms (EAs) for that purpose. These types of algorithms can be characterized as flexible optimization approaches that mimic evolutionary mechanisms such as selection, recombination and mutation. Many variants of related techniques exist, of which a number are considered in this dissertation. One chapter of this thesis is dedicated to the discussion of different representations and genetic operators, including motivations of the choices made for the following studies.

The lithographic process is characterized not only by a large number of parameters but can also be evaluated by a wide range of criteria, some of which may be conflicting or incommensurablesuch as figures of merits like performance and manufacturability. We therefore apply a multi-objective genetic algorithm (GA) that is specifically tailored to identifying ideal compromise solutions. The characteristics of multi-objective optimization, especially when performed with evolutionary algorithms, are discussed in this thesis.

There is no such thing as a universal optimizer. EAs, for example, can be considered highly flexible, but they fail to intensively exploit local information. In an attempt to get the best of both worlds, we combine evolutionary with local search routines. We thoroughly discuss our approach to these hybrid techniques and present a number of benchmark tests that demonstrate their successful applications.

The majority of optimization problems in lithography are characterized by computationally expensive fitness evaluations. The reduction of the number of candidate solutions is therefore critical to maintain a feasible optimization procedure. To this end, we devised a function approximation approach based on an artificial neural network. Specifically, the GA population constitutes the training pattern for the
network. The resulted output is the approximated fitness function. While the global search using the GA is still conducted on the exact search space, the local search is carried out on this approximation, leading to a much reduced runtime. The efficiency and feasibility of this approach is demonstrated by a number of benchmark tests.

The algorithms, frameworks and programs developed in the scope of this work are deployed as software modules that are available through the computational lithography environment Dr.LiTHO of the Fraunhofer IISB. The general software structure is briefly discussed. In order to achieve feasible optimization runtimes, rigorous distribution and parallelization techniques need to be employed. For this dissertation, a number of different approaches are devised and discussed in this thesis.

A variety of application examples demonstrate the benefits of the devised methods. In a first set of examples, source/mask optimization problems are formulated and solved. In contrast to related work, which is mainly aimed at developing models that are specifically tailored to the underlying optimization routines, the direct approach proposed here is capable of directly employing models that are typically used in lithography simulation. A multitude of results using different problem representations is presented. Additional model options including mask topography effects are demonstrated. It is shown that the approach is not restricted to simplistic aerial image-based evaluations but is able to take the process windows and thin-film effects into account. Moreover, an extension to future resolution enhancement techniques, for example, constructively using projector aberrations, is also demonstrated.
In another example series, three-dimensional mask optimizations are performed. There, the topography including the materials of the photomask absorber are subjected to optimization. Drastically improved configurations compared to both standard optical and EUV absorbers under various illumination conditions are obtained. In order to cover all aspects of the lithography process, the last section of this thesis is devoted to the optimization of the wafer stack. As an example, the anti-reflective coating applied at the bottom of the resist to reduce standing waves in the resist profile is optimized. Different configurations including single and bi-layer coating systems are examined and optimized for, especially for double patterning applications. Significant improvements in comparison to standard stacks are shown and discussed.

The thesis finally concludes with a discussion on the different optimization strategies and the optimization and simulation infrastructure developed for this work. Advantages and challenges of the methodology are highlighted and future directions and potentials are demonstrated.

## Zusammenfassung

Miniaturisierung ist sowohl für die Leistungssteigerung als auch für die Kostensenkung von Halbleiterbauelementen von großer Bedeutung und wird daher mit einer enorm hohen Geschwindigkeit betrieben. Gordon Moore leitete daraus eine Schätzung ab, die besagt, dass die Hersteller gezwungen seien, etwa alle zwei Jahre die Dichte der integrierten Schaltungen zu verdoppeln. Und tatsächlich verfolgen die Hauptakteure der Industrie dieses Ziel - bekannt als Moore's Law - noch heute. Photolithographie, einer der wichtigsten Prozessschritte, hat sich diesem Ziel unterzuordnen.

In der Vergangenheit stellte die Einführung neuer Technologiestufen, einschließlich kleinerer Wellenlängen der Beleuchtungssysteme oder höhere numerische Aperturen (NA) der Projektionsysteme, einen relativ einfachen Ansatz dar, Schaltungsstrukturen zu verkleinern. Heute allerdings muss sich die optische Lithographie auf den Einsatz von Argon-basierten Excimer-Laser mit einer Wellenlänge von 193 nm und einer NA von 1,35 beschränken. Die Einführung neuer Lithographie-Generationen, beispielsweiser unter Ausnutzung extrem ultravioletten (EUV) Lichtes, verzögert sich, so dass mit ihr erst in mehreren Jahren zu rechnen ist. Eine weitere Verkleinerung der Bauelemente führt so zu einer deutlichen Verschärfung der Anforderungen an den lithographischen Prozess, da Strukturen mit Abmessungen eines Bruchteiles der zur Verfügung stehenden Wellenlänge abgebildet werden müssen.

In dieser Arbeit werden deshalb numerische Methoden entwickelt, die geeignet sind, Prozessbedingungen signifikant zu verbessern und damit Auflösungen jenseits vorheriger Beschränkungen zu erzielen. Der Lithographieprozess kann in folgende Komponenten unterteilt werden: das Beleuchtungssystem, die Photomaske, das Projektionssystem und das Schichtsystem auf der Halbleiterscheibe. Wie in dieser Dissertation gezeigt wird, weist jede dieser Komponenten eine große Anzahl optimierbarer Parameter auf. Um tatsächlich eine Verbesserung der Auflösung zu erzielen, ist jedoch der Einsatz umfassender Simulationswerkzeuge unabdingbar. Deren einzelne Bestandteile werden in dieser Arbeit erörtert.

So werden die benötigten Modelle, die den Lithographieprozess beschreiben, vorgestellt und diskutiert. Es wird gezeigt, dass die numerische und algorithmische Umsetzung aus einem Kompromiss zwischen Genauigkeit und Rechenzeit besteht. Beide Kriterien sind entscheidend bei der Entwicklung eines prädiktive und praktikablen Ansatzes. Eine weitere Komplikation ergibt sich aus der Multi-Skalenund Multi-Physik-Eigenschaft prädiktiver Prozessmodelle. Obwohl es bisweilen möglich ist, reduzierte Modelle für ein spezielles Optimierungsproblem zu entwickeln, eignet sich ein solches Vorgehen im Allgemeinen nicht für die gleichzeitige Optimierung mehrerer Prozessaspekte.

In dieser Arbeit wird daher ein Ansatz untersucht, der die direkte Nutzung exakter Modelle erlaubt. Als Optimierungsverfahren werden dabei evolutionäre Algorithmen (EA) entwickelt und verwendet. EAs bezeichnen probabilistische Verfahren, die evolutionäre Mechanismen wie Selektion, Rekombination und Mutation imitieren und sich durch ein hohes Maß an Flexibilität auszeichnen. Da es zahlreiche EA-Varianten gibt, widmet sich ein Kapitel dieser Arbeit der Diskussion und Untersuchung verschiedener Darstellungsoptionen und genetischer Operatoren. Dabei wird insbesondere die für diese Arbeit getroffene Auswahl motiviert.

Der lithographische Prozess umfasst nicht nur eine Vielzahl an Parametern, sondern bedarf auch der Bewertung hinsichtlich verschiedener Kriterien, von denen nicht wenige wechselseitig unvereinbar oder unvergleichbar sind. So sind beispielsweise Herstellbarkeit und Leistungsfähigkeit im Allgemeinen inkommensurabel. Daher wird ein multikriterieller genetischer Algorithmus (GA), der speziell auf die Suche nach Kompromisslösungen zugeschnitten ist, implementiert und untersucht. Die Eigenschaften von Mehrzieloptimierung, insbesondere im Zusammenhang mit evolutionären Algorithmen, werden in dieser Arbeit eingehend diskutiert.

Genau so wenig wie andere Optimierer können EAs als universell bezeichnet werden: Sie zeichnen sich zwar durch hohe Flexibilität aus, sind aber anderen Verfahren bei der intensiven Ausnutzung lokaler Informationen oft unterlegen. Eine Kombination evolutionärer und lokaler Suchalgorithmen
bietet sich deshalb an. Ein entsprechendes hybrides Verfahren wird in dieser Arbeit entwickelt, und dessen Leistungsfähigkeit wird mit Hilfe einer Reihe von Benchmark-Funktionen demonstriert.

Die Mehrzahl lithographischer Optimierungsprobleme ist durch rechenintensive Güteauswertungen charakterisiert. Die Zahl der Auswertungen muss daher auf ein Minimum reduziert werden. Es wird zu dem Zweck ein Ansatz verfolgt, bei dem die Fitnessfunktion durch eine deutlich schneller auszuwertende Ersatzfunktion genähert wird. Dabei kommt ein künstliches neuronales Netz zum Einsatz, das die durch den GA erzeugte Population aus Lösungskandidaten als Trainingsinstanzen nutzt, um so ein Modell der Fitnessfunktion zu erzeugen. Dieses Modell wird dann für eine intensive lokale Suche verwendet, während die globale GA-Suche auf der ursprünglichen, exakten Funktion durchgeführt wird. Die Effizienz und die Machbarkeit dieses Ansatzes wird an einer Reihe von Vergleichstests nachgewiesen.

Die für diese Arbeit entwickelten Algorithmen, Frameworks und Programme stehen im Rahmen der Fraunhofer IISB Lithographiesimulationsumgebung Dr.LiTHO als Software-Module zur Verfügung. Der prinzipielle Aufbau der Recheninfrastruktur wird kurz diskutiert, insbesondere im Hinblick auf die entwickelten und verwendeten Verteilungs- und Parallelisierungsverfahren, ohne die praktikable Optimierungsläufe aufgrund der hohen Rechenzeiten nicht möglich wären.

Eine Vielzahl von Anwendungsbeispielen zeigt die Vorteile der entwickelten Methoden. In einer Studie werden Beleuchtungsquellen/Photomasken-Optimierungsprobleme formuliert und gelöst. Im Gegensatz zu vergleichbaren Arbeiten, die zumeist auf vereinfachten, effizienten Modellen beruhen, wird hier ein direkter Ansatz verfolgt, der es erlaubt, exakte, in der Lithographiesimulation übliche Modelle zu verwenden. Mehrere Darstellungsvarianten werden vorgestellt und anhand zahlreicher Ergebnisse diskutiert. Die Flexibilität des Ansatzes wird unter anderem durch die Berücksichtigung von Maskentopographieeffekten demonstriert. Es wird ferner gezeigt, dass das Verfahren nicht auf die Auswertung von Luftbildern beschränkt ist, sondern auch andere Komponenten wie Prozessfenster oder Dünnfilmeffekte einbeziehen kann. Weitere Ergebnisse demonstrieren die Erweiterbarkeit des Verfahrens auf zukünftige Techniken zur Verbesserung der Auflösung, zum Beispiel, der Ausnutzung der ProjektorAberrationskontrolle.

Ziel einer weiteren Reihe von Simulationsexperimenten ist die dreidimensionale Maskenoptimierung, in der zusätzlich zur Quellen/Maken-Optimierung auch die Topographie und die Materialeigenschaften der Photomaske optimiert werden. Dabei können deutliche Verbesserungen im Vergleich zu Standardkonfigurationen erzielt werden. Optimierungsergebnisse sowohl für optische als auch für EUVLithographie werden präsentiert und diskutiert. Um alle Aspekte des Lithographieprozesses abzudecken, befasst sich der letzte Abschnitt der Arbeit mit dem Schichtsystem auf der Halbleiterscheibe. Als Beispiel wird die antireflektive Beschichtung auf der Unterseite des Photolackes optimiert. Diese Beschichtung wird eingesetzt, um eine Interferenz zwischen einfallendem und rückreflektiertem Licht zu verhindern, die zu stehende Wellen führt. Verschiedene Anordnungen, darunter Einzel- und Zweischichtsysteme, werden untersucht und verbessert. Ziel dieser Studie ist es insbesondere, die Veränderungen des Schichtsystems unter heute häufig verwendeten Mehrfachbelichtungsverfahren exakt zu beschreiben und zu verbessern.

Die Dissertation schließt mit einer Diskussion sowohl der verschiedenen Optimierungsstrategien als auch der für diese Arbeit entwickelten Optimierungs- und Simulationsinfrastruktur. Vor- und Nachteile der Methodik werden hervorgehoben und mögliche zukünftige Anwendungen und Erweiterungen vorgestellt.
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## 1 Introduction

The semiconductor industry is among the most competitive sectors. This fact becomes most evident when considering the significant changes of the corporate landscape over the past decades, seeing a large number of companies either abandoning the integrated circuit (IC) business or even defaulting. But at the same time, there are massive concentrations with players successfully increasing their market share. One example for this development is also the phenomenon of companies going "fab-less," enterprises purely devoting their business to the design and marketing of IC products. Started in the mid-1980s, this trend continues and is paralleled by an emergence of large foundries that completely focus on manufacturing.

The demand for semiconductor products, such as microprocessors or memory, is steadily increasing, offering distinguished market opportunities. The participation in this market, however, is inhibited by high technological prerequisites, associated with both the requirement of a large investment and an elevated risk of failure. On the other hand, given a suited chip design and a well-adjusted fabrication process, an extremely high-volume manufacturing can be established, providing a high potential not only for revenue but also for claiming a significant share of the market. Since all participants follow this strategy, even the greatest demand is eventually saturated.

IC manufacturers are hence even more anxious to continuously improve their fabrication process, to increase their market share by offering a superior or cheaper product or, negatively put, not to fall behind their competitors. The semiconductor sector qualifies as cut-throat competition, after all. This is fueled by the specific quality of ICs for their customers, which in general is completely absorbed in quantitative measures such as speed (i.e., operations per time unit), storage capacity or power efficiency. ${ }^{1}$ From the perspective of design and production, these properties directly translate into two parameters: a progressive down-scaling of circuits and devices and an increase of devices (transistors) per circuit, to be achieved, of course, at the lowest possible cost per piece.

These goals are connected with both enormous investments and a huge technological effort. And their achievement entails the dependence on many parties including research and development facilities and component and equipment suppliers, many of which follow their own agenda, specifically, their own profit interests. Concerting all interdependent participants is hence a tremendous challenge, nevertheless inevitable in order for the endeavor to be substantially successful (which still does not necessarily turn it into economical success). The popularity of Moore's law is a vivid example for the demand for such a plan. In 1965, Moore, retrospectively assessing the past years of development, noted that the number of transistors had doubled every two years and speculated that this development would continue for at least another decade (Moore, 1965). This statement was of course derived from the achievements of successful IC companies. In other words, it was the marker for success at that time. The attempt to extrapolate this success ratio was instantaneously reinterpreted as the pace to which a manufacturer has to accommodate in order to be commercially successful. Consequently, nonetheless not lacking a certain absurdity, this rate is still understood as a law that companies have to comply with in order not to perish. In that sense, it also serves as a planning instrument by which different players mutually impose their commitment on each other. The need to comprehensively plan and synchronize research and development activities is further documented by the international technology roadmap for semiconductors (ITRS), an expertsdevised collection of recommendations for the achievement of anticipated future technological options, called technology nodes. The proposals of this roadmap target all aspects of semiconductor design and fabrication including lithography, the pattern duplication process step. Lithography can be considered one of the most critical steps since its resolution limit also defines the minimum feature sizes that

[^0]can be achieved in subsequent process steps. It is thus apparent that a considerable effort is made for lithography to meet the resolution requirements.

Enabling a high throughput, the lithographic pattern transfer is currently performed optically. We shall see in the next chapter that resolution of optical lithography is determined by a number of factors, such as the wavelength of the illuminator, characteristics of the projection system and the properties of the photosenstive material exposed by the lithographic system. In the past, meeting the size criteria was relatively simple since, for example, the employed wavelength was significantly smaller than the structures to be patterned. As shown in Figure 1.1, this situation has drastically changed over the past years. Now, lithography operates in a regime of target features significantly below the wavelength. This circumstance severely narrows the lithographic process margin. Beginning in the mid 1990s, photolithographers thus had to start to incorporate resolution enhancement techniques in order to guarantee for an acceptable image performance. Due to these measures, today the photomask (the pattern template) drastically differs from the design intent. Similarly, sophisticated developments had to be taken on the wafer side, leading, for example, to numerous innovations related to photo-chemical materials. As the scaling continues, photolithography reaches its ultimate physical limits, and the introduction of a successor is urgently needed but delayed due to technological issues. For example, one of the most promising candidates to replace the current exposure tools-using an Argon fluoride laser with a wavelength of 193 nm - is a jump to a wavelength of about 13.5 nm , termed extremeultraviolet (EUV). Under those conditions, however, refractive systems are infeasible, due mainly to a lack of suited materials. The catoptrics systems developed today are principally operable. A number of severe technological problems are still under investigation and their solution is still unclear.


Figure 1.1: Development of downscaling of semiconductor devices (shown as half-pitch node) and wavelength of lithographic light source over the past decades.

Originally intended as interim solutions, techniques in which the pattern transfer is decomposed into several steps and thus circumvent the resolution limit are currently being used and further developed. This, however, degrades the throughput capabilities of lithography and also drastically increases the cost of ownership of the lithographic process equipment, undermining the original goal of a low cost per product unit.

It goes without saying that IC manufacturing depends on a massive adoption of advanced computational techniques and machinery. This is of course also true for lithography. Early lithography
simulation programs were available as early as in the late $1970 \mathrm{~s}^{2}$ and turned into universal tools-not only for research and development but also with in-process applications-by the early to mid-1990s. Today, lithography simulation can be considered highly mature. The employed models are both accurate and efficient. Enormous advances in computing power due to the progress the semiconductor industry brought forward itself but also to algorithmic advances, for example, in exploiting parallel architectures or specialized hardware such as graphics processors, allow for an application of rigorous models also on larger scales. On the other hand, paying tribute to the inevitable limitations posed by the narrowing process margins, lithographic effects are taken into account by all major electronic design automation (EDA) software vendors, which provide optical proximity correction routines or even functions turning a layout into a "litho-friendly" one based on approximate lithographic models. But even that approach, already highly computationally challenging, is facing its limits because it does not account for novel resolution enhancement options and because the simplified assumptions are not valid in a regime close to the physical limits. The demands toward current lithography led to an increasing awareness of this fact over the passed years. A number of attempts to stringently optimize aspects of the lithographic process have consequently emerged.

In this thesis, we aim at identifying optimization problems and propose their direct solution. With the interaction of multiple influencing factors, all of which generally involve advanced numerical models, chances to gather a priori knowledge of the search space associated with such optimization problems diminish. Moreover, a number of properties, including multimodality, multiple, incommensurable objectives and non-linear constraints pose significant problems for their solution. Over the past decades a class of global optimization routines, termed evolutionary algorithms, have been successfully applied to such problems. Here, we have therefore explored their application to various lithographic process optimization problems.

The remainder of this thesis is organized as follows: The next chapter briefly introduces the state-of-the-art of lithography, specifically reviewing critical issues and their countermeasures such as resolution enhancement techniques, optical proximity correction and pattern multiplication. These techniques can be considered the toolbox of our optimization effort. Chapter 3 provides an introduction into the numerical models that are applied in this work to simulate the lithographic process. In Chapter 4, evolutionary and especially genetic algorithms are discussed, emphasizing some of their critical aspects including decision space representations, constraint handling techniques and multimodal search spaces. The last section of this chapter is devoted to the emerging field of multi-objective approaches. It comprises a brief introduction into the theory of multi-objective optimization and a comprehensive survey of its realization using evolutionary algorithms, which serves as a motivation for the selection of the specific approaches used in this work. Chapter 5 introduces our approach to hybridizing evolutionary algorithms and local search approaches. After a brief summary of related work, our design considerations are explained, and the resulting procedure is verified on a number of benchmark problems. In the last part of the chapter, an extension to the hybrid algorithm, using a neural-network-based function approximation technique is discussed, and benchmark results are shown. The software components involved in this work are demonstrated in Chapter 6. As a first example, the co-optimization of lithographic sources and masks is presented in Chapter 7. Several alternative problem formulations are proposed and compared. A different perspective on the lithographic process is taken for the optimization procedures demonstrated in Chapter 8. There, both photomasks and the wafer stack are rigorously optimized for ideal process conditions. The thesis concludes with a brief summary of the findings and an outlook on potential future directions (Chapter 9).

[^1]
## 2 Micro- and Nanolithography

The umbrella term lithography describes pattern transfer techniques, often used for mass reproduction purposes. The term is derived from the Greek words $\lambda i \theta$ os (lithos), stone and $\gamma \rho \alpha \dot{\alpha} \varphi \varepsilon ı v$ (graphein), to write. It originally refers to a printing method using a limestone or metal plate, which was invented in 1798 by Johann Alois Senefelder, a German playwright, and which is still widely used, for example, for high-volume print products in the form of offset lithography.

With the invention of ICs in the late 1950s, lithography (or more precisely, microlithography) was also established as the term describing the patterning techniques used in IC manufacturing. Depending on the application - especially on the size of the target patterns and the quantity of the manufactured components-, different lithography process options can be employed. The predominant approach applied in the semi-conductor fabrication process is photolithography or optical lithography. A template, called photomask, is optically imaged into a photosensitive layer on the wafer, called photoresist. After develop, the so obtained pattern on the wafer can be used as a mask for subsequent process steps, such as etching or deposition.

The individual steps involved in the lithographic pattern transfer are schematically depicted in Figure 2.1 and can be summarized as follows (cf. Levinson, 2001; Mack, 2007; Erdmann, 2010):
(a) Cleaning and Surface Preparation In a first step, the wafer must be prepared in order for the photosensitive substance, the photoresist, to adhere to it. For that purpose, the wafer is dehydrated in a heating step. Then an adhesion agent is applied. Very commonly, hexamethyldisilazane (HMDS) is used. The result is a hydrophobic film on the wafer.
(b) Resist Coating After application of the adhesion layer, the resist is spun onto the wafer: The liquid resist is dispensed on the wafer after which the wafer is rotated a several thousand revolutions per minute. Depending on the viscosity of the resist and on the spin speed, a more or less thin resist film remains. The designated thickness of the resist strongly depends on the process and the circuit layer for which it is applied. Critical layers, for example, require a thickness of some ten nanometers.
(c) Pre-bake and Alignment In a next step, the density of the resist is increased by a pre- or soft-bake step. An additional effect of this process step is the reduction of residual solvent, thus improving the adhesion of the resist and decreasing its sensitivity against contamination.
Since the manufacturing of modern integrated circuits consists of a number of different patterning steps, most of which start with lithography, the wafer has to be re-aligned in order to guarantee for a precise overlay of all layers.
(d) Exposure The previous steps prepare what can be said to be the most critical stage, the exposure step. Here, the photochemical property of the photoresist, previously coated onto the wafer, is exploited. A light pattern in the photoresist is created through an optical system (different options are discussed later), either changing the solubility of the exposed spots of the photoresist or, in chemically amplified resists, deprotecting the acid that acts as a catalyst during the subsequent bake step.
Photoresists can be classified according to their behavior upon exposure: (1) Unexposed areas of a positive tone resist exhibit a significant lower solubility than exposed areas in the presence of developer. (2) A negative tone resist shows the exact opposite behavior: While initially being highly soluble by the developer, it shows a drastically reduced solubility at exposed spots. Negative resists were commonly used in the era of contact and proximity lithography (see Section 2.1). However, higher resolution requirements and a number of disadvantages of the negative resist processincluding swelling because of solvent absorption by the resist, a high sensitivity to oxygen, and the
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Figure 2.1: Lithographic process steps
need for toxic organic solvents-led to a changeover to positive tone resists in the late 1970s: For many years, a photoresist consisting of a phenolic novolak resin, a diazonaphthoquinone (DNQ) type dissolution inhibitor, and an organic casting solvent were chiefly used in the emerging projection lithography processes, for which mercury g- and i-line source were utilized (see Section 2.2). Although the positive tone process has no principal advantage, the novolak-DNQ resists show superior properties both in terms of handling and resolution compared to the formerly used negative tone ones.

With the introduction of deep-ultraviolet (DUV) lithography, which initially meant a significant reduction of the exploitable dose because of weaker illumination sources, also a new resist type was required: Chemically amplified resists (CARs) contain photo-acid generators (PAGs) which produce acid upon exposure, which in turn cleaves protection groups from the base polymer. This reaction, which is often triggered by a heating process, as explained in the next paragraph, is catalytic - the acid is not consumed. Thus the same acid deprotects several polymer molecules. Compared to a non-chemically-amplified resist process, lower exposure doses can be applied to attain photochemical of the same magnitude in the resist. Positive tone chemically amplified resists still prevail in state-of-the-art projection lithography processes that employ excimer laser based DUV sources.
(e) Post-Exposure Bake (PEB) In most modern lithography processes, exposure is followed by a baking step, whose function strongly depends on the resist material. When applied to negative tone resists, the PEB step activates the cross-linking agent to reduce the solubility of the exposed areas of the resist. In the case of chemically amplified resists, the deblocking reaction is activated by the post-exposure bake. The photo-acid generated upon exposure does not itself change the solubility of the resist. Instead it serves as a catalyst by attacking the protection groups of the polymer.
Another important feature of PEB is its ability to counteract interference-induced artifacts, called standing waves, through diffusion. Standing waves are caused by the fact that light traveling through the resist may be reflected from any interface below, and hence interfere with the incoming light. The resulting interference patterns are photochemically materialized in the resist and may drastically degrade the quality of the target pattern. To reduce standing waves, the substrate is often coated with an additional antireflective layer, the bottom anti-reflective coating (BARC), before the resist is spun on. Although reducing the standing waves effect significantly, this coating does not eliminate it entirely. Diffusion, for example of the photo-acid in the case of chemically amplified resists, may be intentionally evoked by means of PEB to blur standing waves and to so reduce their impact on succeeding process steps.
Both the ideal baking temperature and its duration strongly depend on the used resist material and on the lithographic process. In state-of-the-art processes, hot plate heating with a temperature of about $375-400 \mathrm{~K}$ and a baking time of about 100 s are typically used.
(f) Develop During develop a solvent is applied onto the resist to remove unexposed resist areas in the case of a negative tone process or exposed areas of a positive tone resist. The paramount development technique used in modern clustered single-wafer processes is called puddle development. There, developer is sparsely applied onto the slowly spinning wafer. The wafer is then stopped for a defined development time, after which the solvent and with it the solute resist is rinsed off, leaving only the unexposed profile. In the case of a negative tone resist, the behavior is reversed. That is, the developer attacks the unexposed photoresist.
(g) Hard Bake The hard bake (sometimes also post-bake) step is applied to fortify the resist profile after develop for subsequent process steps such as etch or implant. Depending on the resist type, high temperatures of up to 475 K are used, leading to a cross-linking of the polymers and an evaporation of its organic materials. In addition to a solidification and an increase of the thermal stability of the resist profile, this is also a measure to prevent contamination in the following process steps, many of which are carried out in a vacuum environment.
(h) Process The so prepared resist profile can be considered a mask for the following pattern transfer steps such as etch, deposition or implant.
(i) Strip After the desired process step is performed, the resist profile is to be removed. Resist removal can be carried out in a wet process using organic or inorganic solutions, for example, using thermalassisted acid-based procedures, or by plasma stripping, which is the predominant technique in state-of-the-art projection lithography processes.

### 2.1 Contact and Proximity Lithography

Contact lithography, also called contact printing, is a lithographic pattern transfer technique that was used in the first years of IC fabrication (Lin, 1975; Heim, 1977; Henke et al., 1990). ${ }^{1}$ A photomask is brought into contact with the resist. Light, typically coming from a broadband UV source, exposes the unmasked areas of the resist. The minimum achievable feature size is in principal determined by the feature sizes on the mask. However, in addition to limitations attributed to the photochemistry in the resist, the near-field diffraction effects lead to a rapid contrast loss when the distance of the image plane from the photomask increases, for example, at the bottom of thick resists. The most critical problem of contact printing is the formation of defects on the mask and the wafer caused by the surface contact.

As a consequence, contact printing was soon replaced by proximity printing in which a small gap of 1050 m between the photomask and the resist is maintained. Although avoiding mechanical contact and therefore significantly increasing productivity compared to the defect-prone contact printing approach, the near-field diffraction effects impose a harsh resolution limit on this approach. However, early ICs incorporated features larger than 100 m . Moreover, with state-of-the-art mask aligners, features as small as $2-3 \mathrm{~m}$ can be achieved, thus portraying a cost-efficient alternative for applications with limited resolution requirements such as micro-electromechanical systems (MEMS) or optical devices (Meliorisz et al., 2008).

### 2.2 Projection Lithography

Projection lithography employs a lens system that images the template, the photomask, onto the wafer. It was introduced in the 1970s and quickly displaced the then common contact and proximity printing approaches because it resolved many of the issues associated with them. In particular, the achievable throughput could be drastically increased. Moreover, today's projection systems demagnify the projected mask by a factor-typically four; leading to the common term $4 x$ systems. This property greatly eases the mask manufacture and inspection procedure, and gives rise to a higher yield.

The components of a lithographic projection system are schematically depicted in Figure 2.2: Light from a finite source is imaged by a condenser lens system to provide an uniform illumination of the photomask, which in its simplest form is a binary pattern consisting of transparent and opaque areas. A projection system generates an image of the mask in the photoresist on the wafer.

Projection lithography makes use of quasi-monochromatic light sources, that is, illumination sources that emit light whose wavelength $(\lambda)$ varies only within a narrow bandwidth. The wavelength is one of the most significant variables for the resolution of the projection system. Table 2.1 gives a historic overview of illumination sources used in lithography and their wavelength. In early lithographic tools, a mercury arc lamp was employed as illumination source. At 436 nm , which is at the lower end of the visible spectrum, the mercury arc lamp shows a pronounced spectral power peak, termed $g$-line. This spectral line can be filtered and employed as a quasi-monochromatic source. Similarly, later tools applied another spectral line in the mid-ultraviolet (UV) regime, the $i$-line. In state-of-the-art lithographic systems, excimer ${ }^{2}$ lasers are used. These types of lasers emit quasi-monochromatic light in the DUV spectrum by a stimulated generation of excited complexes of an inert gas and a halogen. Upon disassociation
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Figure 2.2: Components of the lithographic projection system: $\lambda$ denotes the wavelength and $\sigma$ the extent of the illumination source. The aperture angle $(\theta)$ of the projection lens and the refraction index $(n)$ of the medium between the projection lens and the image plane define the NA.

Table 2.1: History of illumination sources in projection lithography (summarized from Mack, 2005). g-line and i-line denote the characteristic spectral lines at the lower visible and mid-ultraviolet end of the mercury arc lamp spectrum. The laser-induced plasma source listed at the bottom of the table will be used in EUVL, whose introduction is still uncertain.

| type | wavelength | introduction |
| :--- | :---: | :---: |
| g-line of mercury arc lamp | 436 nm | 1978 |
| i-line of mercury arc lamp | 365 nm | 1984 |
| KrF excimer laser | 248 nm | 1987 |
| ArF excimer laser | 193 nm | 1999 |
| laser-plasma (EUVL) | 13.5 nm | $? ? ?$ |

the excited complex (exciplex) emits laser light at a wavelength of 248 nm [Krypton fluoride ( KrF )] or 193 nm [Argon fluoride (ArF)]. Wavelengths below 193 nm lead to less feasible optical conditions. For example, the long-anticipated transition to 157 nm , using a molecular fluorine laser $\left(\mathrm{F}_{2}\right)$, has been canceled due to a large number of technical issues mostly associated with optical and photochemical materials. Also the introduction of extreme-ultraviolet lithography (EUVL), which requires an allcatoptrics system, has been long-delayed and is still uncertain.

In projection lithography, the wafer is exposed progressively rather than in a single step, as opposed to contact and proximity printing. The two procedures shown in Figure 2.3 have prevailed: (1) In a step-and-repeat process, the entire chip is imaged onto the wafer in one step. Thus for each exposure, the movable wafer stage has to be positioned accordingly. The shutter is then opened, exposing one chip at a time (Figure 2.3(a)). (2) Step-and-scan, currently the predominant option, takes a lightly different approach. Here, the die is progressively exposed through a slit (Figure 2.3(b)). Although this technique requires both the wafer and the mask stage to be movable, which significantly complicates the design and the manufacture of lithographic tools, the improvements of the image quality, especially in terms of critical dimension (CD) uniformity, outweigh this disadvantage. The reason for the enhanced image performance can be mainly attributed to an aberration averaging due to the scanning procedure, but also to the fact that only a fraction of the lens area is utilized, allowing to actually minimize aberrations.

The lithographic imaging system depends on an ideal projection from the photomask onto the image plane. Unfortunately, because of inherent imaging imperfections, this cannot be achieved with a single lens. For example, spherical lenses show a different focus behavior for two parallel points depending on their distance to the optical axis of the lens. This is often referred to as spherical aberration. In addition to such inherent imperfections, there are various sources of wavefront aberrations including design and manufacturing issues, imperfect materials, or a deficient assembly or mounting of the lenses, including: piston, a deviation of the phase mean value, tilt of the wavefront, defocus, coma, an orientation-dependent distortion of off-axis points, or astigmatism, an orientation-dependence of the focal position. Because of the wavelength-dependence of the index of refraction, refractive optics are also affected by chromatic aberrations. The impact of aberrations on the lithographic process performance has been widely studied (see, for example, Brunner, 1997; Flagello et al., 1997; Otaka et al., 1997; Smith, 2000; Lalovic, 2001). In order to still facilitate imaging with low aberrations, a complex system of lenses is employed for the projection optics. Figure 2.4 presents an example of a fairly simple lens system for a $248-\mathrm{nm}$ projection system with an NA of 0.8 (Ulrich et al., 2004, where also a historical overview on lenses is given; for a similar overview of another manufacturer see Matsuyama, 2006).

With these countermeasures, the lithographic projection system is indeed considered to be diffractionlimited. That is to say, diffraction is the most significant determining effect of the system. Although this assumption neglects all other actuating variables, it perfectly illustrates the main source for the resolution limit.


Figure 2.3: Exposure procedure of state-of-the-art projection tools: (a) Step-and-repeat: the entire die is exposed in one step; (b) Step-and-scan: the die is gradually exposed by a scanning slit.


Figure 2.4: Schematic set-up of a $248-\mathrm{nm}$ projection lens system with an NA of 0.8 (from Ulrich et al., 2004). This fairly simple example demonstrates a design that combines a photorepeater and a microscope lens system into a projector for a step-and-scan system.

### 2.2.1 Resolution

One of the important properties of the optical system is the range of emitting angles of the projection lens. In lithography, this is defined in the same way as in microscopy, using the numerical aperture (NA):

$$
\begin{equation*}
\mathrm{NA}:=n \sin \theta, \tag{2.1}
\end{equation*}
$$

where $\theta$ is the maximum collecting (half) angle of the lens (illustrated in Figure 2.2) and $n$ is the refractive index of the medium below the lens. Traditionally, the lens is surrounded by air, which has a refractive index close to 1 . The NA can be regarded as the "collection efficiency" of the projector. As such it is an important factor for the resolution limit of the projection system, which can be estimated through Rayleigh's criterion (Rayleigh, 2004), originally introduced to rate the resolving power of telescopes: Given two stars separated by a small angle (with respect to the observation point). These stars can be regarded as two mutually incoherent point light sources. Thus the total intensity can be obtained as a sum of the intensities due to the individual source points.


Figure 2.5: Airy disk diffraction pattern set-up. Diffraction due to a circular aperture with radius $a$; the distance between aperture and observation screen is $f$. An observation point can be defined by an angle $\phi$ and a radius $\delta$ on the screen or by the distance between the point and the aperture center $(R)$, and the angle $\theta$ between the optical axis and the line between aperture center and observation point.

The point sources can be regarded as circular apertures whose Fourier transform - which corresponds to the Fraunhofer (far-field) diffraction formula- ${ }^{3}$ is given by the Bessel function of the first kind and order. The resulting intensity distribution function is then

$$
\begin{equation*}
I(\theta)=I_{0}\left(2 \frac{J_{1}(k a \sin \theta)}{k a \sin \theta}\right)^{2} \tag{2.2}
\end{equation*}
$$

[^3]where $a$ is the radius of the aperture, $\theta$ is the angle between the optical axis and the line through the observation point and the center of the circular aperture, depicted in Figure 2.5, $I_{0}$ is the maximum intensity, and $k$ is the wavenumber, with
$$
k:=2 \pi / \lambda .
$$

The resulting distribution is called Airy pattern or Airy disk. It features a distinct intensity peak at its center and, moving outward, progressively declining fringes (see Figure 2.6).


Figure 2.6: Airy pattern.
The first root of the Bessel function - and hence of the Airy disk - occurs at an argument value of about $1.22 \pi$. According to Rayleigh's definition, the two stars are just resolvable if the maximum of the Airy pattern of one of them falls onto the first root of the other diffracted image. This situation is illustrated in Figure 2.7.


Figure 2.7: Airy pattern for two mutually incoherent point sources with an angular distance that, according to Rayleigh's criterion, renders them just resolvable in the far-field diffraction regime.

Therefrom, the resolution limit of two neighboring circular apertures is given by

$$
\begin{equation*}
\sin \theta=1.22 \frac{\pi}{k a}=1.22 \frac{\lambda}{2 a}=1.22 \frac{\lambda}{d}, \tag{2.3}
\end{equation*}
$$

where $d$ is the diameter of the aperture.

$$
\sin \theta=\frac{\delta}{R}
$$

with $R$ being the observation distance and $\delta$ the distance on the screen resulting from $\theta$ (cf. Figure 2.5). For small angles $\theta$, for which this analysis is performed, (2.3) a paraxial approximation can be applied:

$$
\frac{\delta}{f} \approx \frac{\delta}{R}=1.22 \frac{\lambda}{d}
$$

Because

$$
\frac{f}{d} \approx \frac{1}{2 \mathrm{NA}}
$$

for refractive indices close to one,

$$
\begin{equation*}
\delta=0.61 \frac{\lambda}{\mathrm{NA}} . \tag{2.4}
\end{equation*}
$$

For several reasons the Rayleigh resolution does not fully adequately describe the resolution limit of the lithographic process, including:
(1) For his criterion Rayleigh assumes point sources or circular apertures. The lithographic mask, however, consists of a multitude of different patterns with different sizes and characteristics.
(2) The properties of the photoresist and the related processing steps, none of which are captured in the Rayleigh assumption, significantly impact the behavior and thus the resolving capabilities of the overall lithographic process.
(3) Aberrations and other non-diffraction related variations are not considered.
(4) In contrast to immutable objects, as is the case with astronomic observations, lithographic illuminators and photomasks and can be altered to meet predefined characteristics (see Section 2.6).
(5) Subsequent IC process steps such as etching, deposition or implantation, are not taken into account. Despite these additional variables, the Rayleigh criterion serves as a viable qualitative estimation of the resolution limit of dense features and is frequently applied in lithography. Instead of a fixed factor that depends on the shape of the apertures, a variable factor, which incorporates technological aspects and which is hence called technology factor $\left(k_{1}\right)$, is introduced:

$$
\begin{equation*}
r_{\min }=\delta=k_{1} \frac{\lambda}{\mathrm{NA}} \tag{2.5}
\end{equation*}
$$

where $r_{\text {min }}$ denotes the minimum half-pitch between two features. This measure can be used in both directions: to estimate the achievable size of dense features for a given $k_{1}$ factor or to assess how close a specific feature size is in proximity of the theoretical limit.

The ultimate theoretical resolution limit for a dense pattern is given in the case of two-beam interference, that is, when two plane waves arise from oppsite propagation directions (achievable, for example, using off-axis illumination, which will be explained in Section 2.6.2). There, the minimum distance between features occurs for a path length difference between the two beams of half the wavelength, which in turn can be captured by the projection lens (of a given NA) for a $k_{1}$ value of 0.25 .

### 2.2.2 Depth of Focus

Another important criterion for the projection system is its depth of focus (DOF). A displacement of the image plane from the focal length of the projection system leads to blur and thus to contrast loss in the image. DOF provides a measure for the maximum displacement such that the image exhibits a minimum resolution. A large depth of focus is essential as it stabilizes the lithography process with regard to variations caused, for example, by mechanical tolerances of both the wafer and the mask stage. More importantly, however, the photoresist is exposed over its entire thickness, for which an approximately constant image quality has to be maintained. Similarly to the Rayleigh resolution, the following equation gives an approximation for the depth of focus:

$$
\Delta f:= \pm \frac{\lambda}{2 \mathrm{NA}^{2}}
$$

where the refractive index $(n)$ is supposed to be 1 .
Again, a technology factor, which takes the resist properties and resolution enhancement techniques into account, is introduced, giving:

$$
\begin{equation*}
\Delta f:=k_{2} \frac{\lambda}{\mathrm{NA}^{2}} \tag{2.6}
\end{equation*}
$$

Because (2.6) uses a paraxial approximation, it becomes increasingly inaccurate with high NAs, leading to an overestimation of DOF (Lin, 2002). In addition, it is not valid for immersion lithography, which we shall introduce in Section 2.2.8. There, the DOF is underestimated, as the refractive index (of the immersion fluid) is accounted for twice, since

$$
\lambda=\lambda_{0} / n \quad \text { and } \quad \mathrm{NA}=n \sin \theta_{0}
$$

Lin (2002) thus derived the following modified DOF formula, which he showed provides a more accurate estimate for high-NA and immersion lithography:

$$
\begin{equation*}
\Delta f:=k_{3} \frac{\lambda_{n}}{\sin ^{2}\left(\theta_{n} / 2\right)} \tag{2.7}
\end{equation*}
$$

where $\lambda_{n}$ is the wavelength in the imaging medium, and $k_{3}$ is a technology factor. The angle $\theta_{n}$ is the emerging angle from the lens corresponding to one pitch on the mask.

### 2.2.3 Lithographic Process Evaluation

The previous DOF considerations are suited for a general assessment of a given lithography option. In order to evaluate an actual process, a more practice-oriented methodology is commonly applied, which can be conducted experimentally or numerically. It relates variations of the focal plane to the CD of a given feature. In general, the CD is the size of a transferred pattern, for example, printed in the photoresist or obtained after subsequent process steps such as etch or deposition. The CD can also be measured in the aerial image (Figure 2.8(a)). There a threshold intensity at which the pattern prints is assumed. The CD in resist profiles can be evaluated at different height positions (Figure 2.8(b)). Most commonly, the bottom CD, which is measured at ten percent of the height of the resist profile, is used.

(a)

(b)

Figure 2.8: Critical dimension measured (a) using a threshold intensity ( $I_{\mathrm{th}}$ ) in the aerial image, or (b) at the bottom ( 10 percent of the height; $\mathrm{CD}_{b}$ ) or at the middle ( 50 percent of the height; $\mathrm{CD}_{m}$ ) of the photoresist profile.

Now the focal range in which the CD is still on target can be determined, e.g., by a brute-force simulation sequence. In order to account for acceptable size variations, a $\pm 10$ percent CD tolerance
is often allowed for. The obtained focal range then defines the depth of focus for one or more given features.

In a similar fashion, we can determine another factor that strongly impacts the stability of the lithographic process, the exposure latitude. For a plain aerial image analysis, the intensity threshold is varied such that the CD is on target, again allowing for a predefined (e.g, $\pm 10$ percent) CD tolerance. In case the photoresist is taken into account, the CD is measured at the according position in the resist profile. Typically, the exposure latitude is given as a relative value, i.e.:

$$
\Delta E:=\left|\frac{E(0.9 \mathrm{CD})-E(1.1 \mathrm{CD})}{E(C D)}\right|
$$

There are a number of different schemes to visually demonstrate the relation between CD, exposure latitude and depth of focus (Bossung, 1977). To determine the lithographic process window (PW), that is, the domain of a stable process, the following technique is well established (illustrated in Figure 2.9(a)): The maximum and the minimum admissible CDs are plotted as a function of both the focus and the dose - or, in the case of an aerial image analysis, the threshold intensity. ${ }^{4}$ A rectangle or an ellipse fitted into the area between both curves constitutes the feasibility region of the process for the given feature. A rectangle is used to account for systematic errors while an ellipse is suited to depict random errors. A similar, typical analysis is shown in Figure 2.9(b). There the dose latitude is depicted as a function of the maximum depth of focus, using either a rectangle or circle fit.


Figure 2.9: Lithographic process window: (a) Rectangle and circle fit into region encompassing $\pm 10$ percent of the target CD. (b) Dose latitude as function of depth of focus using either fit as demonstrated in (a).

It is often reasonable for process windows to be based on further parameters in addition to the CD. Common objectives are side-wall angles of the resist profile and the total resist height.

### 2.2.4 Illumination Properties

The previous analyses assume that the illumination source is totally spatially coherent. Given an incoherent light source, that is the case if the light incident on the mask originates from one point source. In

[^4]optical lithography, however, extended sources illuminating the mask from a range of different incidence angles are applied. The main advantages of this type of illumination source is its ability to image objects with higher spatial frequencies and a reduction of interference-induced sidelobes. To conveniently illustrate this property, the notion of diffraction orders is briefly introduced in the following paragraph. ${ }^{5}$

Given a periodic grid of slits, each of which has an infinite height and a small width compared with the wavelength. Let these slits be omitted (i.e., transparent) from an otherwise opaque plane. This pattern is coherently illuminated by a plane wave imaging it onto a screen in the diffraction far-field. Because of the infinitesimal width of the slits we can treat this problem as two-dimensional. The intensity function for a two-dimensional slit in the Fraunhofer approximation is given by (the Fourier transform of the rectangular function):

$$
\begin{equation*}
I(\theta)=I_{0} \operatorname{sinc}^{2} \frac{k s \sin \theta}{2} \tag{2.8}
\end{equation*}
$$

where $s$ is the slit width, $k$ is the wave number, $\theta$ is the angle between the optical axis and the line from the slit to the observation point, and $I_{0}$ is the intensity in the center of the imaged pattern. The interference function for a grating with $N$ slits is as follows:

$$
\begin{equation*}
I(\theta)=I_{0} \frac{\sin ^{2}\left(\frac{N k d \sin \theta}{2}\right)}{\sin ^{2}\left(\frac{k d \sin \theta}{2}\right)} \tag{2.9}
\end{equation*}
$$

where $d$ is the distance between two slits. The flux density distribution is thus obtained by a multiplying the intensity and the interference functions:

$$
\begin{equation*}
I(\theta)=I_{0} \operatorname{sinc}^{2} \frac{k s \sin \theta}{2} \frac{\sin ^{2}\left(\frac{N k d \sin \theta}{2}\right)}{\sin ^{2}\left(\frac{k d \sin \theta}{2}\right)} \tag{2.10}
\end{equation*}
$$

The graphs of the intensity, the interference and the flux density distribution function for a grating with seven slits, where the distance between the slits is $\lambda / 2$ and the slit width is $\lambda / 16$ is shown in Figure 2.10.

The interference function (2.9) -and hence the flux density distribution (2.10) exhibits maxima when

$$
\sin ^{2}\left(\frac{k d \sin \theta}{2}\right)=0
$$

Thus

$$
\frac{k d \sin \theta}{2} \stackrel{!}{\in}\{m \pi \mid m \in \mathbb{Z}\}
$$

yielding maxima of (2.10) when

$$
\sin \theta \in\{m \lambda / d \mid m \in \mathbb{Z}\}
$$

The integer $m$ is referred to as diffraction orders, since it can be considered the factor of the beam decomposition by the grating. Figure 2.11a illustrates the concept of diffraction orders.

By extending the source and thus by introducing additional incoherent point sources, additional light directions are propagated through the grating (see Figure 2.11b), which in the resulting superposed image leads to an increased contrast.

The extend to which the illumination source is either coherent or incoherent is termed partial coherence. It can be expressed as the ratio between the aperture angle of the source and the projection lens (see Figure 2.12):

$$
\frac{\sin \beta}{\sin \alpha}
$$

Thus a partial coherence factor of zero renders the illumination source fully coherent, whereas a factor of infinity would yield a totally incoherent source. In optical lithography imaging systems, extended sources are realized using Köhler illumination (Köhler, 1893). This method has been developed by
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Figure 2.10: Flux density distribution of a two-dimensional grating with seven slits, with a slit distance (d) of $\lambda / 2$ and a slit width $(s)$ of $\lambda / 16$. The intensities of the intensity function [(2.8); thin solid line], the interference function $[(2.9)$; dotted line] and the flux density distribution function (2.10) are normalized. Intensity peaks emerge at multiples of $\lambda / d$, called diffraction orders.

August Köhler in 1893, in order to eliminate deficiencies of former illumination sources in microscopy. The basic idea is to introduce a condenser lens which produces an image of the illumination source. Thus brightness irregularities, which in microscopy often led to filament images, are compensated for.

### 2.2.5 Mask Error Enhancement Factor

One of the main technical advantages of projection lithography is its demagnification potential, which allows for the use of larger photomasks, both facilitating the manufacture of reticles and hence reducing a key source of errors. Indeed, defects on a mask for an $M \times$ system (a system with a demagnification of factor $M$ ) lead to an $M$ times smaller imaging error. While a rather linear relation between mask line widths and printed CDs occurs in the scope of larger features, this property is not valid for smaller features, especially when close to the resolution limit. Figure 2.13 depicts this behavior. The same figure also shows the significant difference between the characteristics of a dense, periodic structure and an isolated line. The following simulation settings are applied: 193 nm wavelength, circular illumination with a partial coherence factor $(\sigma)$ of 0.6 and an NA of 0.8 . An intensity threshold approximately optimal for medium-sized dense lines/spaces is assumed.

A metric for the this non-linear impact of mask errors on the printed CD was first proposed by Maurer (1996) and often referred to as the mask error enhancement factor (MEEF). Later refined by Iba et al. (1995) by taking the slope of the proximity curve into account, the there called mask error factor (MEF) is defined at a fixed pitch as:

$$
\begin{equation*}
\mathrm{MEF}:=\frac{\partial \mathrm{CD}_{w}}{\partial \mathrm{CD}_{m}} \tag{2.11}
\end{equation*}
$$

where $\mathrm{CD}_{m}$ is the feature size on the mask (in wafer scale) and $\mathrm{CD}_{w}$ is the corresponding size on the wafer. According to this metric, features with a mask error factor close to one can be considered well-natured, whereas for large factors, a sound CD control is more intricate to achieve.


Figure 2.11: A two-dimensional regular grating, with a distance $d$ between the slits and a slit width of $s$. (a) A plane wave incident on the grating results the three diffraction orders ( $m$, separation angle $\theta)-1,0$ and 1 that are collectible with the given NA-illustrated by the collection half-angle $\theta_{\mathrm{NA}}$. (b) By introducing an extended source and thus a range of incidence angles ( $\theta_{0}$ ), the number of diffraction orders within the collecting angle of the lens is increased, thus extenuating the minimum resolution. (c) Using oblique illumination, the diffraction orders are shifted. In the depicted extreme case, an additional order is so shifted into the NArange of the lens.


Figure 2.12: The partial coherence factor (filling factor) is given by the size ratio between source extension and projection lens.


Figure 2.13: Printed line width as a function of the line width on the mask. For larger widths, target and mask CDs show a linear relation. This linearity is not maintained for smaller CDs. Moreover, dense and isolated features show a significantly different behavior for CDs close to the resolution limit.

Rigorous investigations on the causes of large MEEFs and metrics relating MEEF, defocus and exposure doses were presented by Wong et al. (2000). A matrix notation taking different mask pertubation senarios into account was developend by Granik and Cobb (2002) and applied to optical proxmity correction (also see Cobb and Granik, 2002).

### 2.2.6 Contrast and Modulation Transfer Function

When imaging dense features such as a lines/spaces pattern, the performance of the projection system can be adequately measured by evaluating its contrast, which is defined as:

$$
\begin{equation*}
C:=\frac{I_{\max }-I_{\min }}{I_{\max }+I_{\min }} \tag{2.12}
\end{equation*}
$$

where $I_{\max }$ and $I_{\min }$ are the maximum and the minimum intensities of the output image, respectively.
A more rigorous measure is constituted by the modulation transfer function (MTF), which correlates the spatial frequency of features and the obtained contrast, and additionally takes the partial coherence factor into account. The MTF can be directly derived from the transmission cross-coefficients of the Hopkins imaging formulation, which will be introduced in Section 3.2.6. For the extreme cases-full coherence or incoherence - the MTF is defined as follows:

$$
\begin{aligned}
\mathcal{M}_{\text {coherent }} & := \begin{cases}1 & \nu \leq \mathrm{NA} / \lambda \\
0 & \text { otherwise }\end{cases} \\
\mathcal{M}_{\text {incoherent }} & := \begin{cases}\frac{2}{\pi}\left(\arccos \frac{\lambda \nu}{2 \mathrm{NA}}-\frac{\lambda \nu}{2 \mathrm{NA}} \sqrt{1-\left(\frac{\lambda \nu}{2 \mathrm{NA})^{2}}\right)}\right. & \nu \leq 2 \mathrm{NA} / \lambda \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

where $\nu$ is the spatial frequency of features.
As shown in Figure 2.14, the coherent case ( $\sigma: 0$ ) provides a maximum contrast for isolated features (having a low spatial frequency), but becomes zero at frequencies larger than $\lambda / \mathrm{NA}$. In the incoherent
case ( $\sigma: 1$ ), on the other hand, a contrast is maintained up to normalized frequency values of two. For isolated features, however, the contrast is significantly lower in comparison with the coherent illumination. Compromise scenarios can be obtained by setting the partial coherence factors to values in between 0 and 1 .


Figure 2.14: Modulation transfer function for different partial coherence factors.

### 2.2.7 Normalized Image Log Slope

The image log slope (ILS) captures the gradient of the image at edges, that is, the transitions of a dark to a bright region-or vice versa. For a one-dimensional image, the ILS at a point $x$ is defined as the normalized intensity gradient:

$$
\begin{equation*}
L:=\frac{1}{I} \frac{d I}{d x}=\frac{d \ln I}{d x} . \tag{2.13}
\end{equation*}
$$

In order to relate this metric to the exposure latitude, it is often useful to scale the slope metric with the line width of the measured feature $w$ :

$$
\begin{equation*}
N:=w \frac{1}{I} \frac{d I}{d x}=w \frac{d \ln I}{d x} \tag{2.14}
\end{equation*}
$$

The so obtained measure, termed normalized image log slope (NILS), can be considered a local contrast metric, which is often applied to monitor the impact of dose variations on critical features.

### 2.2.8 Immersion Lithography

In immersion lithography, the medium between the projection lens and the wafer is changed from air to a fluid, thus increasing the achievable effective numerical aperture by the index of refraction of this immersion fluid (2.1). This allows for the exploitation of higher diffraction orders so that in turn both the resolution and the depth-of-focus of the projection system are greatly improved (Lin, 2004). The principle is demonstrated in Figure 2.15: In contrast to dry lithography, where the gap between the last lens and the top layer of the wafer (e.g., the resist or an anti-reflective coating) is filled with air, a fluid is constantly dispensed between lens and wafer, and recovered on the opposite of the wafer motion direction. This is done mostly to reduce the contamination load.


Figure 2.15: Schematic comparison of wafer stage for (a) dry and (b) immersion lithography. In the immersion case, a blob of purified and degassed water (or another immersion fluid) is applied between the last lens of the projection system and the resist.

Although immersion has been proposed and used in microscopy for more than 100 years (Abbe, 1873), it has only been recently introduced in lithography. The most critical technical issue is the wafer scanning motion in spite of which the immersion fluid has to be maintained between the last lens and the wafer. In addition, the fluid has to meet a number of opto-chemical requirements: While the refraction index of the immersion fluid should be maximized, in contradiction, a low absorbance is to be achieved at the same time. Furthermore, the fluid has to compatible with both the last lens and the resist material.

State-of-the-art projection systems employ purified degassed water as the immersion fluid (Smith et al., 2004), enabling the 32 nm HP node. ${ }^{6}$ At 193 nm , water has a refraction index of about 1.44. The practically achievable effective NA is about $1.35 .{ }^{7}$ A major concern with 193 nm water immersion (193i), is the immersion-specific defects (Okoroanyanwu et al., 2005). Especially water bubbles caused by the water dispensing at high scanning speeds (de Bisschop et al., 2004; Fan et al., 2004; Kawai et al., 2006; Kocsis et al., 2004; Switkes et al., 2005) and the interaction of the immersion fluid and the photoresist (Taylor et al., 2004) posed practical problems, all of which can be considered to be solved.

Although suited for the 32 nm process, even higher NAs could be conducive for succeeding nodes (Zhou et al., 2007). For that purpose, high-index immersion fluids (French et al., 2007; Peng et al., 2005), lens materials (Parthier et al., 2007; Burnett et al., 2005) and photoresists (Matsumoto et al., 2008) are required. In addition to material-related issues (Zimmerman et al., 2007; Sewell et al., 2007), the hyper-NA regime results polarization-dependent artifacts (Flagello et al., 2005; McIntyre et al., 2008) that need to be considered in the process design.

### 2.3 Extreme-Ultraviolet Lithography

Operating at a wavelength of 13.5 nm or below, EUVL uses all-reflective optics. Thus both the condenser and the projection lenses have to be realized as mirrors. In addition the photomask blank has to be highly reflective. Figure 2.16 demonstrates the principal set-up of a state-of-the-art EUV projection system. Commonly a laser-produced plasma is used. Alternatives including a discharge-produced plasma source have also been proposed. In contrast to the laser sources used in optical lithography, light emitted by

[^6]the source has to be focused before it can be propagated through all-reflective condenser system. A further mirror collects the light from the condenser and reflects it onto the reticle, which is composed of a substrate, a multilayer mirror and an absorber. The light reflected from the reticle is collected and transfered through projection system. In the example shown in the figure, a six-mirror system is depicted, which is suited for NAs up to 0.35 . In EUVL, all optical systems have to be placed in vacuum. In order to avoid mutual contaminations and to simplify the handling of the individual components, the stepper is typically divided into several vacuum chambers, for the illumination optics, the projection system, and the reticle and the wafer stage.


Figure 2.16: EUVL projection system employing all-reflective optical components. In this example, a six-mirror projection system suited for NAs of up to 0.35 is depicted. In order to reduce down-times in case of maintenance, condenser, projector, and the mask and wafer stages are placed into individual vacuum chambers.

Of course, also the plasma source, which is one of the critical components of an EUV system (Banine et al., 2000), is contained in a vacuum housing. It is moreover decisively isolated from the condenser optics to prohibit contaminations from the plasma. laser-produced plasma (LPP) source is one of the candidates for early production EUV steppers. Figure 2.17 illustrates the major components of tinfueled LPP source (Koay et al., 2003; Endo et al., 2007; Brandt et al., 2009): The primary source is a high-power laser, today commonly a $\mathrm{CO}_{2}$ laser. The laser beam is incident on a tin droplet - ejected from a droplet generator-producing the plasma. The emitted photons are collected and intermediately focused. The intermediate focus (IF) constitutes the interface between the source and the illumination optics. Solid plasma targets lead to a significant amount of debris. Especially the collector mirrorconstituting a Faraday cup-is highly affected by this debris, in that it drastically reduces the uptime and the lifetime of the collector. One countermeasure is the application of a magnetic field that serves as plasma guide (Niimi et al., 2003; Harilal et al., 2005). The use of ambient gas has also been proposed (Harilal et al., 2006). Using gaseous plasma targets such as xenon (Shields et al., 2002) reduces debris but also decreases the conversion efficiency (Koay et al., 2003), that is, the ratio of the input energy of the plasma producing source - e.g., the laser-versus EUV irradiance within a two percent bandwidth tolerance around the target wavelength (e.g., 13.5 nm$)^{8}$.

[^7]

Figure 2.17: Example of a laser-produced-plasma sourced used in EUVL: A high-power pulsed laser (e.g. $\mathrm{CO}_{2}$ laser) on a tin droplet target, which is ionized and so emits EUV photons. A mirror collects the photons and directs them towards an intermediate focus (IF). An electro-magnetic field is employed in order to mitigate the impact of debris on the collector mirror.

As an alternative to LPP sources, plasma that emits EUV light can also be produced by a gas discharge. One approach is to generate a gas jet of the plasma fuel-such as xenon-, which is preionized and finally ignited by a high-current pulsed power supply (e.g., see Stamm et al., 2003; McGeoch and Pike, 2003; Kishi et al., 2008). A high-speed gas curtain (e.g., using helium) is applied for debris mitigation. Although otherwise ideal as a plasma target, the EUV light emitted from xenon shows a peak at a wavelength of about 11 nm . Tin on the other hand has an EUV emission peak that is very close to the designated wavelength of 13.5 nm . Kishi et al. (2008) propose to trigger the discharge by an neodymium-doped yttrium aluminium garnet (Nd:YAG) laser. As an alternative, the plasma can also be triggered by a hollow cathode (Pankert et al., 2003). Other approaches employ a dense plasma focus (DPF) device (Partlo et al., 2000) or a capillary discharge (Klosner and Silfvast, 1998). Like in the LPP case, metallic targets such as tin can drastically improve the conversion efficiency but also increase the debris load (Teramoto et al., 2007).

With a conversion efficiency of less than 4 percent, seen in pre-production steppers shipped today, both the condenser and the projection optics but also the reticle blanks have to exhibit an extremely high peak reflectivity in order to render a viable next-generation lithography (NGL) candidate. This is achieved by a Bragg reflector (Figure 2.18 shows such an interference multilayer mirror underneath the absorber). More specifically, a 40-layer MoSi multilayer-with a layer thickness of approximately $4.11 \mathrm{~nm}(\mathrm{Mo})$ and $2.74 \mathrm{~nm}(\mathrm{Si})$, respectively - has proved to provide an high peak reflectance (of up to 70 percent) at the $13.5-\mathrm{nm}$ EUV wavelength. The performance of the multilayer mirrors strongly depends on the absence of defects. For example, defects that are buried in the multilayer or below on the substrate are of major concern, and their impact has hence been intensively studied (Pistor et al., 2000a; Ito et al., 2001; Gullikson et al., 2002; Evanschitzky et al., 2003; Stearns et al., 2004; Farys et al., 2005; Lam and Neureuther, 2005; Clifford and Neureuther, 2009; Huh et al., 2010). Several inspection (Tezuka et al., 2004; Barty et al., 2005; Hamamoto et al., 2005; Goldberg et al., 2006; Tanaka, 2006; Wurm et al., 2007; Lin et al., 2008) and repair (Yan et al., 1998; Mirkarimi et al., 2002; Barty et al., 2003; Liang et al., 2005; Liang and Gullikson, 2008; Clifford et al., 2010) approaches have been proposed.

In addition, the high absorbance of the multilayer mirrors at the EUV wavelength leads to a high heat load that in turn affects the stability of the MoSi mirrors. For example, at the interface between the molybdenum and silicon, an amorphous intermixing layer is formed. This effect is more severe under annealing condition similar to the heat load under EUV radiation (Stearns et al., 1990; Nedelcu, 2007).

It can be counteracted by interlayer barriers or by using molybdenum or silicon compounds instead of MoSi (Singh and Braat, 2000; Feigl et al., 2001; Braun et al., 2002; Bajt and Stearns, 2005; Yulin et al., 2006). Moreover, the thermal load also leads to topographic instabilities such as deformations (Chiba et al., 2002). Another issue is the oxidation of the surface layers of the mirror (Benoit et al., 2005). Protection layers, called capping layers, are commonly introduced to decrease the oxidation rate (Bajt et al., 2003). Especially the collector and the condenser optics are intensely subjected to heat and thus suffer higher damage than the components of the optical system.


Figure 2.18: EUV photomask with a substrate, a reflective multilayer consisting of molybdenumsilicon bilayers (typically 40-50), and an absorber. In order to decouple incident and reflected light, a small inclination angle $(\theta)$ of typically $6^{\circ}$ is applied. The dashed line in the sketch indicates the normal direction, the incidence due to the angle $\theta$ is shown by the solid line.

Figure 2.18 shows a schematic of an EUV mask. The MoSi multilayer mirror is placed on top of a low thermal expansion material (LTEM) substrate. Typically a silicon or ruthenium capping layer, mainly to protect the molybdenum from oxidation, is deposited between the multilayer system and the absorber. The absorber commonly consists of two layers: (1) The actual (conductive) absorber-for which a wide range of materials has been proposed (Yan et al., 1999; Mangat et al., 2000; Robic et al., 2002). (2) And, beneath, a buffer layer that has both the role of an etch stop layer and a protection layer for absorber repair processes (Yan et al., 1999; Lee et al., 2002). In order to decouple the incident and the reflected light, a small inclination angle $(\theta)$ of typically $6^{\circ}$ is applied. Thus telecentricity errors are inherent in EUV lithography and lead to a significant orientation dependence of the pattern placement and the line widths. Since these errors are focus dependent, they induce focus shifts and thus lead to process window asymmetries (Bollepalli et al., 1998; Otaki, 2000; Krautschik et al., 2001; Chen, 2003; Besacier and Schiavone, 2004). Yan (2002) proposed a phase-error interpretations of theses effects. Bollepalli further demonstrated a significant imaging bias between features on dark and bright field masks. Cerrina et al. (2000) showed that the telecentricity errors, also called shadowing effect, increase with higher NAs. Systematic simulation surveys of the impact of the EUV mask absorber properties have been performed by Schiavone et al. (2001); Robic et al. (2002); Erdmann et al. (2003a). Nakajima et al. (2008) studied EUV mask artifacts under the influence of scanner aberrations, employing a Zernike sensitivity analysis. Interpreting the mask artifacts as aberrations, the authors introduced the concept of an aberration budget for EUV. Elsewhere (Erdmann et al., 2010) we have presented a rigorous analysis of the wavefront diffracted from an EUV mask. Similarly to the former authors, we have incorporated an aberration analysis based on the Zernike formalism in order to quantify the impact of mask-induced artifacts on the imaging performance. When extended to higher order Zernike terms, such a technique could be applied to optical proximity correction (OPC) models or even become an integral component of future source/mask optimization approaches.

Another problem of EUVL is the availability of appropriate resist materials. On the one hand, the resist is to be highly sensitive in order to allow for a high wafer throughput - especially in view of the limited conversion efficiency of the source (Kozawa et al., 2006). On the other hand, due to shot noise, too
sensitive a resist is substantially more prone to line-edge roughness. This effect is additionally aggravated by low-energy secondary electrons that can lead to unintentional acid deprotections (Kozawa et al., 2007). The high absorption of the resist material in the EUV regime may also result pattern instabilities (Jouve et al., 2005; Chang et al., 2007). Moreover, the vacuum environment boosts outgassing of resist components, leading to contaminations (Hada et al., 2004; Kobayashi et al., 2008).
Because of the failure to be timely available, EUV has to aim at considerably smaller half pitch nodes than originally planned. Thus different strategies - including advanced resolution enhancement techniques but also even smaller wavelength (Otsuka et al., 2010; Sasaki et al., 2010; Wagner and Harned, 2010) - are currently evaluated in order for EUV to become the optical lithography successor.

### 2.4 Electron-Beam Lithography

Electron beam lithography (often abbreviate e-beam lithography) is a direct writing technique (Levinson, 2005 , chap. 7 , pp. 252; chap. 12 , pp. 398). That is, in contrast to most other lithography approaches it involves no template. Instead an electron beam is scanned over a resist coated surface. This operation is comparable with that of a scanning electron microscope (SEM), from which this technique is actually derived. Because of its high flexibility - due to the fact that it is maskless-and its superior resolution in the nanometer regime, e-beam lithography plays a very important role for prototyping applications and in the manufacturing of niche products. The significant lower throughput compared to other lithography approaches, which is caused by its scanning nature, renders e-beam lithography in general not suitable for high-volume manufacture (HVM) scenarios. Electron beam lithography still plays a very important role for IC fabrication, for example, to study the physical and electrical behavior of future IC generations. In addition, it is by far the predominant patterning option for photomasks in lithography techniques that involve masks.

Like photolithography, e-beam lithography makes use of photoresists, including positive and negative, and chemically amplified and non-amplified materials. In contrast to photonic lithography, e-beam lithography is not diffraction-limited. Proximity effects, which are also present under e-beam exposure, are conveyed by electron scattering, of which there are different mechanisms such as backscatteringeither from the substrate or through electron-nucleus interaction in the resist-and forward scattering through electron-electron interaction (Chang, 1975; Parikh, 1979). In addition, much like in EUV lithography, a major part of the resist exposure is by dint of secondary electrons, so contributing to proximity artifacts.

Further miniaturization will dramatically increase the cost of owner ship associated with lithography. One of the critical factors is the fabrication cost of reticles. A major improvement of throughput would hence render maskless techniques such as e-beam lithography an attractive NGL candidate. One approach is the implementation of projection e-beam lithography by utilizing beam shaping techniques (e.g., see Pfeiffer, 1978). An alternative solution is the use of parallel e-beams (Lischke et al., 1989). Advances in both fields have been currently reported (Petric et al., 2009; Gramss et al., 2010; Klein et al., 2010; Lam et al., 2010; Wieland et al., 2010; Yamada et al., 2010). In addition to aiming at an EUV or double patterning ${ }^{9}$ alternative, parallel or shaped e-beam approaches are of course also qualified to speed up the write time of photomasks, which would help to reduce the cost of ownership of EUV and especially of double patterning equipment.

### 2.5 Alternative Lithography Approaches

Similarly to e-beam lithography, focused ion beam (FIB) lithography is a direct write technique (Seliger and Fleming, 1974; Melngailis, 1993). Because of lower proximity effects and highly ion-sensitive resist materials, FIB provides a much improved resolution compared to e-beam lithography. Until now

[^8]though, ion-beam lithography lacks a durable and reliable source with a sufficiently high yield. Ionbeam lithography can also be implemented as a resist-less approach. In that case, it is applied as a direct sputtering approach, requiring an even higher ion yield, and has thus a reduced throughput. Another variant, ion beam projection lithography (IPL), makes use of a condenser optics. This technique allows for larger areas to be patterned in a single exposure. It can be implemented either using masks (Randall, 1983; Bartelt, 1986) or in a maskless approach (Stengl et al., 1987), which resembles the shaped-beam technique used in e-beam lithography. Multiple ion-beam techniques with an almost identical implementation as parallel e-beam approaches have been proposed recently (Platzgummer et al., 2007; Platzgummer, 2010).

Another mask-less approach is the direct laser writing lithography, in which a focused laser beam exposes a photosensitive material. This technique plays a role - albeit a secondary one compared to e-beam lithography - in the fabrication of photolithographic reticles (Mac Donald et al., 1984) ${ }^{10}$. Later, photomask repair techniques were also proposed (Lieberman et al., 1996; Haight et al., 1998). Like other direct writing techniques, direct laser writing suffers from slow throughput and is thus not well suited for high-volume chip manufacture; but it is a well-established technique for the fabrication of gratings, holograms and photonic crystals (e.g., see Mashev and Tonchev, 1981; Deubel et al., 2004, see) [also see references for holographic lithography below], with a wide range of applications including the generation of diffractive optical elements (Koronkevich et al., 1984; Björnängen et al., 2004), used, for example, in state-of-the-art lithographic illuminators (see Section 2.6.2). In addition, direct laser writing may present an economic alternative for tailored or low-volume products (e.g. Schomburg et al., 1997; Fleury et al., 1995). With the recently demonstrated employment of a continuous wave laser (Thiel et al., 2010), direct laser write may attain increasing popularity.

In nanoimprint lithography a template is brought into mechanical contact with a monomer or polymer (Michel, 1992). The pattern is hence virtually stamped into the resist, which is then hardened by heating or through UV radiation. Potentially, nanoimprint features a medium to high throughput and relatively low mask and tool costs. There are, however, several technological issues including defects, overlay issues and mask lifetimes that currently prevent nanoimprint from becoming an NGL candidate to be reckoned with. Still, nanoimprint may play a more important role in low-volume manufacture (LVM) such as the fabrication of lithographic masks or nano-electromechanical systems (NEMS) in the future.

Other alternatives include:

- Atom lithography (Berggren et al., 1995; Timp et al., 1992; Oberthaler and Pfau, 2003),
- $x$-ray lithography (Spears and Smith, 1972; Feder et al., 1977; Neureuther, 1980; Silverman, 1998)
- interference lithography (Hinsberg et al., 1998; Hoffnagle et al., 1999; Raub et al., 2004), interference lithography using (soft) x-rays (Solak et al., 1999, 2002), interference-assisted lithography (Fritze et al., 2005; Greenway et al., 2008), holographic lithography (Beesley and Castledine, 1970; Campbell et al., 2000; Moon et al., 2004; Xie et al., 2007),
- scanning probe lithography (McCord and Pease, 1986; Betzig and Trautman, 1992; Snow and Campbell, 1994; Salaita et al., 2006; Piner, 1999),
- near-field lithography (Pohl et al., 1984; Minne et al., 1998; Alkaisi et al., 1999; Ghislain et al., 1999; Goodberlet, 2000; Kik et al., 2001; Blaikie et al., 2006; Srituravanich et al., 2008), and
- zone plate array lithography (Gil et al., 2003).


### 2.6 Resolution Enhancement Techniques

The quest of the semi-conductor industry for increasingly small feature and pitch sizes prompts for a constant reduction of the resolution limit in lithographic projection systems. The most obvious means is the reduction of the wavelength or an increase of the numerical aperture of the projection lens (2.5). There are hard constraints to both of these methods: The introduction of new wafer steppers using a smaller wavelength involves an enormous technological effort. Not only the lithographic appliances have to be re-designed and produced, also materials such as lenses and photoresists have to be adapted to the new scenario. For example, the introduction of extreme ultra-violet light, which involves the conversion
${ }^{10} \mathrm{~A}$ comprehensive overview on direct laser writing was authored by Allen (2002).
to a reflective projection system, has been postponed several times due to technical issues such as the illumination source, mask blank defects and heating in the mirror (lens) system.

Just as well, the NA is subject to practical constraints including lens design issues. NAs close to the theoretical limit of 1.0 (in free space), which can hardly be realized, lead to extreme incidence angles that in turn compromise the lithographic imaging performance (Brunner et al., 2002). One way to overcome this limitation is the introduction of immersion lithography (see Section 2.2.8), whose NA increasing capability is again limited, by the index of refraction of the immersion fluid.

There are, however, a number of further actuating parameters that influence the lithographic imaging performance, most importantly related to photomask and illumination source settings. The involved techniques, which are called resolution enhancement techniques (RET), can be considered the foundation for further extensions of optical and EUV lithography beyond current limits.

### 2.6.1 Optical Proximity Correction

Due to the band-limiting property of the projection lens, the image produced by the lithographic system differs from the objective, the photomask, as high frequencies are lost. This effect increases with decreasing pitch sizes.

Image degradation caused by proximity can be classified into the following four different categories (Cobb, 1998; Wong, 2001):

- Iso/dense bias: The number of diffraction orders is determined by the pitch of elements on the mask. Dense arrangements lead to less orders than isolated ones. The number of contributing orders significantly impacts the image. Thus an identical feature will create a different pattern depending on its proximity characteristics. For that reason, Wong terms this effect proximity effect. Figure 2.19 portrays the CD of a line/space pattern as a function of the duty ratio, that is, the ratio between the line width and the width of the adjacent space. The target CD is 97 nm . A wavelength of 193 nm , an NA of 0.8 (dry) and an annular illumination (inner radius: 0.2, outer radius: 0.4 ) were used. The CD was evaluated at a threshold of 0.3 . The leap at the duty ratio of 1:1.25 and 1:1.5 can be attributed to additional diffraction order that then contribute.


Figure 2.19: Iso/dense bias for line/space pattern. The duty ratio denotes the ratio between the feature size (line width) and the space.

The iso/dense bias can lead to a vast intra-die variation of the CD. Therefore it has to be taken into account and counteracted when designing the photomask.

- CD non-linearity: As discussed in Section 2.2.5, mask features close to the resolution limit show a non-linear relation to their images on the wafer. This has not only to be taken into account for
the CD control, it also requires a more rigorous mask error treatment of features with a MEEF substantially greater than one.
- Line shortening and line-end rounding: The loss of high diffraction orders also leads to a rounding of the line-ends and to line shortening effects. That is, although the width of a line may be on target, its length is not. Since the impact of a diffraction order loss increases with smaller features, even more rigorous countermeasures have to be taken in a low $k_{1}$ scenario. Moreover, OPC corrections targeted at line shortening have to maintain the width of the feature. Figure 2.20 demonstrates line shortening. The target line width is 90 nm which is clearly met. However, the designated length of 500 nm is not reached.
This effect is critical as it degrades the overlay accuracy, leading, for example, to a misplacement of interconnects.


Figure 2.20: Line shortening due to line-end rounding. (a) Although the $C D$ is on target, the length of the line is not. Shortening can be corrected by (b) serifs or (c) hammer head assist features.

- Corner rounding: Similarly to line-end rounding, the filtering of diffraction orders also leads to noise at the corners of features. For example, contacts and contact holes are typically realized as rectangles on the photomask. Due to the corner rounding, the image, however, resembles a circle. Especially elbow structures as depicted in Figure 2.21 are highly sensitive to corner rounding effects.

The term OPC denotes photomask-design-related countermeasures to reduce optical proximity effects. Depending on the proximity effect to suppress, different techniques can be employed:

The two first proximity effects (iso/dense bias and CD non-linearity) impact the linewidth. They can hence be considered one-dimensional effects. An obvious correction is to bias the linewidth according to their context, for example, the pitch (iso/dense bias) or the absolute CD (non-linearity). Linewidth adjustment on the mask can only be performed within constraints presented by the design and the resolution of the mask writer. An alternative technique, termed half-tone biasing, has been proposed by Nakagawa et al. (1999). ${ }^{11}$ There the edge of a line is subdivided into segments with a period below the resolution limit of the projector. The elements are not resolved individually but an average intensity (and phase) is transmitted. Tuning the size and the period of the edge elements allows for a linewidth control below the resolution of the mask writer. Especially when aiming at equalizing the size of dense and isolated features, linewidth biasing is not ideal, as it is effective only for a narrow focal range. In order to maximize the common process window of dense and isolated features, another technique, using
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Figure 2.21: Corner rounding at an elbow structure: (a) With the original mask, both the convex and the concave corner show a pronounced distortion. (b) Applying a serif at the lower left convex and a "mouse-bite" (anti-serif) at the opposite concave corner, significantly improves the image.
sub-resolution assist featuress (SRAFs) (also called scattering bars (SBs)), can be employed (Prouty and Neureuther, 2004; Garofalo et al., 1993; Chen et al., 1997). The basic idea is to condition isolated features such that they behave similarly to dense ones. This is achieved by adding elements that do not actually print but that lead to a diffraction scattering behavior comparable with dense features. Figure 2.22 demonstrates the application of SRAFs in order to improve the process window overlap of dense and isolated features. There an array of scatter bars is placed to both sides of an isolated line, leading to an improvement of its DOF and the exposure (threshold) latitude. The latter can be attributed to the fact that off-axis illumination, which was also assumed in this example, strongly increases the dose latitude of dense features but only marginally affects isolated ones. By transforming the isolated element into a quasi-dense structure, it can profit from the same RET measures as dense features.

Finding ideal assist set-ups for multiple pitches is a strong optimization problem, especially when combined with other RETs such as off-axis illumination and phase-shifting masks (Mansfield et al., 2000; Smith, 2002). ${ }^{12}$ It is further complicated by the impact SRAF OPC has on design and manufacturability (Schellenberg et al., 2001; Liebmann, 2003).

The two remaining optical proximity effects, line shortening and corner rounding are strictly twodimensional. As shown in Figure 2.20, line shortening can be compensated by introducing assist elements such as (b) serifs (Saleh and Sayegh, 1981; Fu et al., 1991) or (c) hammer heads, a specific form of serifs. If design and manufacturing permit it, a simple lengthening of the lines is another viable option to correct shortening effects (Wong, 2001, chap. 4, p. 100). Moreover, also off-axis illumination reduces optical proximity effects such as line shortening (ibid.). Serifs are also suited to restore straighter corners that are subject to corner rounding, as shown in Figure 2.21(b). An anti-serif, sometimes called "mouse bite", is used in the opposite concave corner (c).

OPC is a key step when designing the chip as it is to appear on the photomask. Traditionally, it was performed on otherwise completed design data that have been generated under various nonlithographic aspects such as the electrical behavior, overlay and other manufacturability criteria. Today, lithographic process constraints are considered in earlier design stages, leading to "litho-friendlier" designs. Both scenarios prompt for computer-aided approaches that (semi-) automatically incorporate the lithography-specific corrections into the layout. They can be coarsely subdivided into two categories: rule-based and model-based OPC.

A rule-based approach makes use of look-up tables whose keys are design situations and whose entries are the due OPC modifications (Otto et al., 1994; Chen et al., 1997; Park et al., 2000). For example,
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Figure 2.22: Use of SRAFs to maximize common process windows of isolated and dense features: Here a mixed isolated/dense lines/space pattern is imaged (a) without and with (b) SRAFs. The CD extraction position is indicated by the white horizontal lines. In the uncorrected case, no feasible common process windows for the upper isolated and the lower dense situation can be achieved (c). The addition of scatter bars leads to a harmonization of the process windows and thus to a larger overlap (d). An optimization procedure for the SRAF sizing and placement would be required to further increase the PW overlap.
A 193-nm wavelength, an NA of 0.8 and an annular illumination (inner radius: 0.3 , outer radius: 0.5 ) were used in this example. A threshold of 0.3 was applied.
a table aiming at iso/dense bias corrections could contain as keys a number of edge-to-edge distances and linewidths, and as entries the edge displacement values that bring the respective CD on target (see Wong, 2001, chap. 4, p. 102). Such rules are, of course, strictly empirical. They have been found by experiment, simulation or simply by experience. Such a procedure is suited for situations in which only a limited number of simple corrections are required. Today, with an ubiquitous use of complex OPC schemes, a look-up table would require millions of entries, which not only have to capture the original proximity issues but also secondary effects caused by the OPC measures themselves. ${ }^{13}$ Especially the generation of the tables then poses an efficiency problem. Moreover, the tables are valid only under the same process conditions. Any change of illumination, NA, resist etc. immediately entails the compilation of a new set of rules.

Many OPC engines therefore use a more flexible model-based approach (Stirniman and Rieger, 1994; Cobb et al., 1996; Lucas et al., 2001; Kamat et al., 2002; Chen et al., 2007), consisting of a fast lithography simulator, ${ }^{14}$ capturing both optical and photochemical aspects (Patterson et al., 2005; Dolainsky et al., 1997) -often also a compact etch simulator - and algorithms for the layout manipulation. In most cases, model-based OPC is an iterative procedure in which an initial or intermediate layout is modified, aerial images and resists computations are performed, and the result is compared with a design intent. Schemes based on a Monte-Carlo approach (Kim et al., 2002), artificial neural networks (Huang et al., 2006), genetic algorithms (Li et al., 2008) and linear regression ( Gu and Zakhor, 2008) were proposed over the past years. Figures of merit may include a multitude of local and global criteria for the quality of both the image and the layout, as well as manufacturing considerations (Kahng and Pati, 1999; Cobb and Granik, 2002). The iteration loop terminates as soon as a predefined requirements are met. ${ }^{15}$

Despite the improved flexibility, model-based approaches exhibit a number of issues that can be moderate by combining them with design rules. On the one hand, the iterative modification/verification loop leads to a time-expensive procedure, which can be shortened by limiting the degree of freedom, for example, by introducing constraints in form of rules. On the other hand, the placement and sizing of sub-resolution elements such as scattering bars or serifs can be done in more or less straightforward and rigorous manner using models. But an algorithmic approach to the generation of such patterns "from scratch" can hardly be done without rules (Chen et al., 1997; Liebmann et al., 2001; Brist and Torres, 2003; Mukherjee et al., 2005). In that sense many OPC tools follow a hybrid approach.

### 2.6.2 Off-Axis Illumination

As discussed before, the extension of the illumination source determines the partial coherence or filling factor which in turn constitutes an effective way of influencing the image behavior. Large partial coherence factors increase the number of orders collectible by the pupil (cf. Figure 2.11(b)). They are hence beneficial for patterns - such as lines/spaces - with a high spatial frequency. On the other hand, for isolated features a contrary situation occurs: (1) The large inclination angles at the outer radii of the source may entail a truncation of higher diffraction orders that also carry higher intensity magnitudes. The so resulted imbalance can lead to a degradation of the exposure latitude. (2) In addition, different angles of incidence result different through-focus behaviors of the respective images. The larger the range of incidence angles, the larger the variation of the out-of-focus images. Consequently, in the case of large partial coherence factors, the superposed image shows a significantly higher degree of blur than for smaller filling factors.

In conclusion, the selection of an adequate filling factor strongly depends on the feature. Wong (2001, pp. 78,79 ), for example, suggests a selection procedure based on the modulation transfer function (cf. Section 2.2.6): Given features with a principal normalized pitch $\hat{p},{ }^{16}$ find the filling factor that maximizes

[^11]the contrast at frequency $1 / \hat{p}$. The inflection point between high and low partial coherence factors hence lies at a spatial frequency of one. However, only in rare scenarios, extreme filling factors are suitable: (1) Often, IC layers consist of a multitude of different pattern frequencies, prompting for a compromise between large and small $\sigma$ values, (2) practical considerations, such as robustness against aberrations and intensity fluctuations, or throughput maximization, limit the minimum partial coherence factor to values between 0.2 and 0.3 (Wong, 2001, p. 79), (3) additional resolution enhancement techniques such as OPC or phase-shifting masks strongly interdependent with the employed source.

Although large filling factors may under certain conditions improve the contrast of dense lines/spaces images, much of the effective source contributes only to their background intensity. The following example (adapted from Wong, 2001, p. 80) demonstrates this property: The target is to image a line/space pattern with equal line and space widths and a pitch of $5 / 8$ (of $\lambda / N A$ ), as shown in Figure 2.23(a). Using a large partial coherence factor of one, Figure $2.23(\mathrm{~b})$ illustrates the small portions of the source that are actually conducive to two diffraction orders and thus to the pattern formation. The remaining areas of the source solely increase the background intensity, impairing the contrast of the resulted image. As a counteraction, one can employ sources that omit regions where no interaction between diffraction orders occurs. Two examples for such types of illumination sources are depicted in Figure 2.23(c). On the left side of the source, the left pole of a di-pole set-up is demonstrated. The geometry of the pole is determined such that it approximates the region of diffraction order interaction in the source: the inner radius $\left(\sigma_{i}\right)$ is 0.6 and the aperture angle $(\alpha)$ is $60^{\circ}$. The right side shows the right part of a free-form source that exactly matches the interaction area. The bright dots indicate the source point sampling used for the following image computation. The performance of the different source types is evaluated by conducting an aerial image computation. Figure 2.24 shows the result for five different sources: (1) A circular illuminator with a partial coherence factor of $0.6,(2)$ a circular source with a $\sigma$ of 1.0 , (3) the previously motivated di-pole source, (4) the free-form source matched to the interaction region of the diffraction orders, and (5) the same free-form source with $y$ polarization. In addition to the best focus, images for a 400 nm defocus are presented. With the circular illuminator and a partial coherence factor of 0.6 , the pattern collapses completely since no appreciable interaction between diffraction orders occurs. A sigma of 1.0 slightly improves the situation. However, due to the large intensity offset resulted by the virtually superfluous regions of the source, a stable pattern is still not achievable. The pattern is drastically enhanced by the introduction of a di-pole illuminator which at best focus shows the same good performance as the unpolarized free-form source. Only at a large focus off-set of 400 nm the free-form source significantly outperforms the di-pole in terms of contrast. The ultimately best performance in this comparison is given by the $y$-polarized free-form source, for which a very stable pattern is obtained at best focus, and which still displays a low but distinct contrast under the large defocus. The previous example demonstrates the selection of off-axis illumination sources for one-dimensional line/space patterns. For patterns such as contacts that are intrinsically two-dimensional, similar considerations lead to quadrupoles as an ideal source geometry. Of course, in reality different pattern types have to imaged at the same time. Therefore, a compromise between different illumination set-ups has to be found. In addition, multi-pole illuminations are radially asymmetric and may so aggravate other resolution enhancement efforts (Kamon et al., 1991; Wong, 2001). For these situations, an annular illumination source, in which a disk in the center of a circular illumination is omitted, restoring radial symmetry but also re-introducing a level of background intensity. Typical illumination set-ups and their parameters are summarized in Figure 2.25.

Another important parameter of the illumination is its polarization. Especially in the regime of large NAs, the polarization state significantly impacts the image performance. For the discussion (and for modeling purposes, as will be shown in Section 3.2.2), it is convenient to decompose vibration directions of an electric field into two modes:
(1) The transverse electric (TE) component denotes the vibration direction perpendicular to the meridional plane (or plane of incidence) that is spanned by the propagation vector (k) and the optical axis $(z)$ :
(2) The transverse magnetic (TM) component describes vibrations that coincide with the meridional plane and that are orthogonal to the TE direction.

(a)

(b)

(c)

Figure 2.23: Comparison of different illumination settings for a lines/spaces pattern. (a) The pitch of the mask $(\hat{p})$ is $\frac{5}{8} \frac{\lambda}{N A}$, having equal line $\left(w_{l}\right)$ and space widths $\left(w_{s}\right)$. (b) The zeroth diffraction order $(m)$ lies in the center of the extended source, from which the $\pm 1 s t$ orders have a distances of $\frac{1}{\hat{p}}$. The dark-gray-shaded areas denote the regions of the source that contribute to two diffraction orders for a filling factor $(\sigma)$ of one. In (c) two examples of sources that omit regions not contributing to the pattern formation are demonstrated, depicting the left part of a dipole approximately encompassing the area of diffraction order interaction and the right part of a free-form source that exactly matches the interaction region - where the bright dots indicate the source point sampling used for the image computations below. The arrows symbolize optional polarization states of the source that will be explained below.


Figure 2.24: Intensity distribution under different illumination conditions (a) in-focus and (b) for a 400 nm defocus. The di-pole and the circular configurations are unpolarized, the free-form source has been evaluated for an unpolarized and an $y$-polarized state. The circular illumination scheme only provide a marginal contrast, already when evaluated in the focal plane. Without defocus, the unpolarized free-form and the di-pole show a similar intensity distribution. But under a 400 nm defocus, the freeform source exhibits a significant intensity advantage over the dipole. When applying $y$-polarization, the free-form clearly outperforms all other (unpolarized) configurations.


Figure 2.25: Parametric representation of typical illumination types: (a) Circular illumination, defined by its radius $\sigma$. (b) Annular illuminator, defined by outer and inner radii $\sigma_{o}$ and $\sigma_{i}$. (c) Traditional multi-pole set-up, where parameters are the number of poles, the radius of the circle on which the centers of poles sit $\left(\sigma_{o}\right)$, the blade angle by which this circle is rotated $(\theta)$, and the radius $\sigma_{p}$ of the individual poles. (d) State-of-the-art illuminators are commonly implemented using an aperture approach. There the poles are realized as segments of a circle, defined by the inner and outer radii ( $\sigma_{i}, \sigma_{o}$ ) of the segment, its aperture angle $\alpha$ and the blade angle $\theta$ describing the rotation of the poles.

The TE and TM contributions are also called s-polarization (from the German word senkrecht: perpendicular) and p-polarized (parallel), respectively.


Figure 2.26: Two-beam imaging. While the $p$ components strongly depend on the angle of incidence no such dependence occurs for the $s$ components.

To illustrate the impact of polarization, we shall consider the two-beam imaging case that is illustrated in Figure 2.26: The TE ( or $s$ ) components, pointing out of the figure, overlap independently of the incidence angle. In contrast, the interaction of the TM (or $p$ ) components decreases with growing angles, leading to decrement of their contribution to the pattern formation and hence to a degradation of the image. The previous example (cf. Figure 2.24) clearly demonstrated that even for NAs smaller than one, polarized illumination sources are suited to improve the image contrast, even more when considering out-of-focus images. There, the source was TE polarized, which in the one-dimensional case, that is, without consideration of the $y$-extent of the line/space pattern, is equal to a y-polarization state. The different polarization states are depicted in Figure 2.27. In addition, sub-figure (e) shows a segmented illumination source, in which the upper and lower partitions are x-polarized, and the left and right partitions are y-polarized. This set-up approximates the TE condition and is often employed because of technical feasibility (Jasper et al., 2006).


Figure 2.27: Common illumination polarization states.
Although the particular benefit of the polarization state of the source has to be evaluated in conjunction with both the photomask and the projection lens system - both significantly influence polarization, it is generally assumed that TE or $x$ and $y$ approximations thereof can be considered the beneficial polarization state. Figure 2.28 shows typical illumination geometries and corresponding polarization set-ups. Since the past recent years, off-axis illumination sources are commonly realized using diffractive optical elements (DOEs). DOEs are computer-generated holograms that re-shape the input light to form a desired intensity distribution (Himel et al., 2001). This is achieved by a grid structure consisting
of pixels with different phase levels. DOEs can be manufactured either in a direct-write process or, suited for high-volume production, in a modified projection lithography process (Leonard et al., 2008). The phase levels are realized by employing a sequence of exposure, develop and etch steps. Both the resolution of the grid and the number of phase levels strongly depend on the requirements of the application. Typical phase levels are 2,4 or 8 , and a grid resolution of 200 times 200 is common (Carriere and Hudson, 2009). Due to their light redirecting, DOEs exhibit a much improved light efficiency of up to $94 \%$ for the eight level design compared with formerly utilized aperture stops. Although this property increases the achievable throughput, it drastically elevates the risk of intensity peaks and consequently of damages of the condenser lens. In addition to the parameterized sources such as annular or multi-pole illuminators, DOEs allow for custom illumination set-ups, often termed free-form sources (see Figure 2.23(c) of the previous example). Due to the considerable gain in flexibility associated with DOEs, this technology can be considered a key enabler of source/mask optimization.

The main disadvantage of this approach is that each custom source requires the fabrication of a tailored DOE. In order to change the illuminator, the DOE has to be replaced and the condenser lens set-up has to be adjusted. An even more flexible approach, using an array of programmable micro mirrors, was recently proposed by (Mulder et al., 2010). The shape of the illuminator is determined by the tilt of the micro mirrors, whose number is in the order of several thousands. In order to guarantee the accordance of the actual state of the source with the target source, an in situ measurement and control mechanism is incorporated into the proposed approach. Switching of the illumination shape involves a control loop in which the mirrors are adjusted until the given target shape is achieved. Similarly to DOEs, there is no significant light loss: For each source shape, all mirrors, which have a coating that is highly reflective at a wavelength of 193 nm , are utilized. According to the authors, preliminary tests proved both the short-term reproducibility of the source shape and the long-term durability of the mirrors and the mechanical components.


Figure 2.28: Chart of typical illumination set-ups (taken from Jasper et al., 2006).

### 2.6.3 Phase-Shifting Mask

As discussed before, different mask patterns interact through interference in the lithographic image. The result of this interaction is determined by the incidence angle and the form of the individual wave trains. One way to improve resolution is to bias the phase of these wave trains. This can be done by utilizing phase-shifting mask elements. The three commonly used techniques are: alternating phaseshifting masks (AltPSM), attenuated phase-shifting masks (AttPSM) and chromeless masks that are used in chromeless phase lithography (CPL).

## Alternating phase-shifting mask

In alternating phase-shifting masks (AltPSMs), a phase shift between two bright areas encompassing a dark area is applied (Hänsel and Polack, 1976; Levenson et al., 1982; Shibuya, 1982; Wong, 2001). In the schematic shown in Figure 2.29, a binary chromium-on-glass (COG) mask (a) is compared with an AltPSM (b). While in the COG case both bright regions show the same phase, the AltPSM incorporates a phase shift of $\pi$ rad. for the right transmitting region.


Figure 2.29: Comparison of (a) chromium-on-glass mask (COG) and (b) alternating phase-shifting mask: While the bright features in the COG mask result the same phase ( 0 rad.), in the AltPSM, the right bright feature leads to a phase shift of $\pi \mathrm{rad}$.

The phase shift leads to a destructive interference of light transmitted through the bright regions, resulting in an intensity decline in the intended dark area in-between the clear regions. In other words, the light-blocking property of the opaque feature is amplified by the destructive phase interaction of the surrounding transparent regions. Figure 2.30 shows the intensity distribution under an AltPSM in comparison with a COG mask: a $97-\mathrm{nm}$ line and space pattern is imaged ( $\lambda: 193 \mathrm{~nm}, \mathrm{NA}: 0.8, \sigma: 0.5$ ). The contrast is significantly improved.

One of the reasons for the improved imaging behavior of AltPSMs lies in the fact that there is no transmission of the zero diffraction order. While - without off-axis illumination-COGs require three orders, the zeroth, and the plus and minus first orders, to be collected for a pattern to appear in the image plane, AltPSMs depend only on the two first orders, thus in an ideal case, allowing for a perfect two-beam imaging scenario. Figure 2.31 illustrates this property in the spatial frequency domain. It shows that in the AltPSM case not only the zeroth order but all even orders vanish. As in the COG case, the distance between the propagating orders is one divided by the normalized pitch $(p)$. However, the frequency shift results in a distance of $1 / p$ between the mandatory plus/minus first orders as opposed to $2 / p$ for COGs.

This is often referred to as frequency-doubling as it significantly increases the achievable process window (Figure 2.32) and consequently allows for denser patterns to be printed.

Another advantage of AltPSMs is the decreased mask error enhancement factor (MEEF; see Section 2.2.5). The destructive interference between the transparent regions render this mask type less sensitive to small size deviations in the opaque regions. Although less sensitive to mask errors, however, AltPSM complicate the detection and repair of mask defects.

The AltPSM manufacturing process is significantly more complicated than the production of COG masks as it involves an additional alignment and etch step in order to generate the phase shift. As shown in Figure 2.33, after the chromium absorber has been deposited, like in the COG manufacture process, an additional etch step is required, in which a trench in the silica substrate is generated. This trench


Figure 2.30: Intensity distribution under COG and AltPSM. The aerial image presented here was computed using a thin-mask approach, which does not account for rigorous effects such as intensity imbalances, discussed later.


Figure 2.31: Comparison of the amplitude distribution in the spatial frequency domain of a COG and an AltPSM. While the COG requires three orders to be collected by the pupil, AltPSMs do not exhibit even orders. Thus, in an ideal scenario, a two-beam imaging can be achieved. Moreover, the plus-minus first orders of the AltPSM have only half the distance to the DC order, compared with the COG-a phenomenon often referred to as frequency doubling.


Figure 2.32: Process Window for COG and AltPSM. The AltPSM shows a significantly improved exposure latitude.
generates the phase shift. For example, for a phase shift of $\pi$, a path difference of half the wavelength has to be attained. Thus,

$$
\begin{align*}
& n_{1, \lambda} d_{e}-n_{2, \lambda} d_{e} \stackrel{!}{=} \frac{\lambda}{2} \\
\Longrightarrow & d_{e}=\frac{\lambda}{2\left(n_{1, \lambda}-n_{2, \lambda}\right)}  \tag{2.15}\\
\stackrel{n_{1, \lambda} \approx 1.563}{n_{2,2} \approx 1} \Longrightarrow & d_{e} \approx \frac{\lambda}{1.126},
\end{align*}
$$

where $n_{1, \lambda}$ is the wavelength-dependent index of refraction of the substrate and $n_{2, \lambda}$ is the refractive index of the medium that surrounds the mask. For fused silica and a wavelength of 193 nm , the former has a value of about 1.563. The refractive index of air, the medium that comprises the mask, is about 1 , yielding an etch depth $\left(d_{e}\right)$ of about 171.4 nm .


Figure 2.33: Generation of phase shift in AltPSM mask. After a manufacture of a chromium-on-glass.

Despite the improved imaging behavior due to an improved depth of focus and exposure latitude, AltPSMs impose a number design problems. One of them is an intrinsic difference between the intensity resulted from the phase-shifted openings. This property can be numerically verified when applying an rigorous electro-magnetic field (EMF) mask near-field simulation to the AltPSM. Reflections from the absorber and from the sidewalls of the substrate lead to a significant amount of standing waves. The impact of these standing waves depends on the opening depth of the features. In fact, it can be shown that the deeper phase-shifting region more severely suffers from destructive interference due to backreflection (Wong and Neureuther, 1993). The intensity underneath this region is consequently lower than
the one of the nonshifted feature. This intensity imbalance leads to a CD difference between phaseshifted and nonshifted (bright) spaces, and more critically, to a placement error of the (dark) lines. Moreover, diffraction from the substrate and absorber edges may cause that the desired phase-shift of $\pi$ is achieved only in the nominal focal plane but is different from $\pi$ for out-of-focus positions. Various countermeasures to reduce intensity imbalances have been proposed, such as increasing the width of the phase-shift region (Wong and Neureuther, 1994), employing deep trenches, producing a $\pi$ and a $2 \pi$ phase-shift (Tanaka et al., 1996; Gordon et al., 1998), isotropic etching to obtain an underetched phaseshift region (Pierrat et al., 1992), and combinations of size biasing and isotropic etch steps (Ferguson et al., 1998).

Another problem is, coarsely speaking, to separate phase regions from each other in order to guarantee the manufacturability of the mask but also to avoid phase conflicts and resulted artifacts. Figure 2.34 demonstrates a situation in which an image of a bright-field AltPSM would show unintended intensity minima that are due to phase conflicts.


Figure 2.34: Phase conflicts with AltPSMs. In this bright-field lithography example, a phase shift is applied to improve the imaging behavior of for a line pattern. In addition to the intended destructive interferences in the image of the dark feature, low intensity artifacts occur wherever the background and shifted phase clash.

A common approach to cope with phase-conflict-induced issues is to apply a second exposure step. In the previous example, a second bright-field exposure using a binary mask could be applied to retroactively brighten up the unwanted dark regions. Such a procedure, however, dearly buys the artifact removal - at the price of a significant contrast degradation due to flare. Performing the trim exposure with a complementary COG mask-in the previous example, that is a dark-field COG mask, transmissive only in the regions where phase-shift errors are to be removed-drastically lowers the insertion of flare. The example in Figure 2.35 illustrates how this principal is pursued in state-of-the-art AltPSM processes (Rieger et al., 2001): The intended design is split into a less critical trim pattern and an AltPSM that is to generate the critical line widths. While the trim exposure is done with a bright-field COG mask, yielding an unexposed envelope of the pattern, the AltPSM step for the critical lines is conducted with a dark-field mask.

In addition to comparable double exposure techniques using trim masks, which have been proposed, for example, by Suzuki et al. (1999); Fritze et al. (2001); Levenson et al. (2001), phase conflicts can be reduced by incorporating softer phase shifts. Ohtsuka et al. (1992) have presented a technique, called conjugate twin shifter with three phase values: $0, \frac{1}{2} \pi$ and $1 \frac{1}{2} \pi$. The destructive interference for the dark regions is achieved by the $\frac{1}{2} \pi, 1 \frac{1}{2} \pi$ phase transition. Under well-behaved conditions, the phase shift from 0 to both $\frac{1}{2} \pi$ and $1 \frac{1}{2} \pi$ still generates a high enough intensity in the image. Therefore the


Figure 2.35: Double exposure for AltPSMs: (a) Target pattern; (b) a bright-field trim mask is used to produce the less critical envelope of the target pattern (e); (c) a dark-field phase-shifting mask is applied in a second exposure (f) to refine the pattern, i.e., to generate the critical aspects of the feature, yielding the final result (d). Example taken from Rieger et al. (2001).
mask can be designed such that no trim exposure is required. A side-effect of this technique, however, is the introduction of focus-dependent asymmetries (Ohtsuka et al., 1992; Wong, 2001), which in the extreme case may entirely foil the resolution enhancement purpose of AltPSMs.

A slightly different approach was proposed by Pfau et al. (1992). There the $\pi$-phase-shift region is surrounded by a gradual phase transition from $\pi$ to 0 at edges at which no destructive phase interaction is intended. Nistler et al. (1992) aim at achieving a similarly smooth phase transition by using a discrete number of phase region at the edges, each of which has a fixed phase value. In their original work, two such phase levels are proposed: $2 / 3 \pi$ and $1 / 3 \pi$.

Yet another technique - called self-aligned phase shifters (and later rim PSMs)- to eliminate the design issues associated with alternating phase shifting masks was earlier introduced by Nitayama et al. (1989); Terasawa et al. (1989); Yanagishita et al. (1991). There the dark regions of a COG mask are surrounded by phase-shifting elements. These elements lead to an edge contrast enhancement through destructive interference. Although derived from AltPSMs, rim PSMs are referred to as weak phaseshifting masks, since the mask design does not depend on the phase difference of adjacent bright features; rather the phase-shift is employed to amplify the intensity blocking intended by the opaque mask regions. Rim PSMs have been shown to be compatible with other resolution enhancement techniques such as off-axis illumination (Brunner, 1993). Mainly because of manufacture reasons and because of the popularity of another type of weak PSM, the attenuated phase-shifting mask-introduced in the next section-rim masks do not currently play a prominent role in lithography (Lin, 1992b).

Another issue arising from the utilization of AltPSMs is their sensitivity to projection lens aberrations (Wong et al., 2001; Slonaker, 2001; Mak et al., 2004). Therefore an even stricter aberration control of the projection system, especially in the high-NA regime, is critical for the successful application of AltPSMs. In addition, similar countermeasures as for the intensity imbalance issue can be applied to reduce potential placement errors (e.g., see Mak et al., 2005). There is also a strong sensitivity of AltPSMs on polarization (Flagello et al., 2004; Erdmann, 2005; Bubke et al., 2006; Gleason and Cheng, 2006). Whether and how polarized light can be applied in conjunction with AltPSMs is still subject to research. Bubke et al. (2006) conclude that no significant benefit is provided by employing polarized
light. Moreover, additional polarization-dependent balancing techniques have to be compassed (this observation was confirmed, for example, by Gleason and Cheng, 2006).

## Attenuated phase-shifting mask

Like the previous mask type, also attenuated phase-shifting masks (AttPSMs) utilize a destructive interference presented by a phase shift of adjacent elements in order to enhance contrast (Terasawa et al., 1991; Lin, 1992a; Wong, 2001). Neglecting other RET measures, the efficiency of the zeroth diffraction order-which, as shown before, does not contribute to the image modulation but rather leads to a contrast decline - is reduced by allowing a certain portion of light transmittance through the dark regions. These regions implement a $180^{\circ}$-phase-shift that leads to the desired destructive interaction. Since the amount of light through the dark areas is only a fraction of the fully transparent regions, the coincidence of the phase-different waves does not result in a complete cancellation but an intensity reduction. ${ }^{17}$


Figure 2.36: Comparison of the diffraction order efficiencies of a COG and AttPSMs (1:1 duty ratio): In contrast to the alternating PSMs, both mask types exhibit the same order distribution. ${ }^{a}$ Depending on the background transmission value ( $0.06,0.18$ and 0.7 ), the zeroth order can be attenuated while at the same time the higher diffraction orders are accentuate.
${ }^{a}$ For visibility's sake, the individual graphs are plotted slightly shifted in $x$ direction as they actually overlap each other.

Figure 2.36 demonstrates that AttPSMs qualitatively show the same frequency response as binary masks. However, while for conventional masks the maximum magnitude lies in the zeroth order, the background transmission of AttPSMs directs more energy into higher diffraction orders. At a transmission as low as 4 to 6 percent relative to the transmission through transparent regions, the zeroth and the first diffraction orders are already balanced. Higher values are suited to further diminish the zeroth order but may also lead to an unintentional print of dark regions. This type of artifacts is commonly called sidelobe printing. Background transmission values of 18-19 percent (high transmission AttPSMs)

[^12]constitute the absolute maximum for AttPSMs. The fictive value of 0.7 ( 70 percent) presented in Figure 2.36 would require additional exposure steps, similarly to AltPSMs. We shall see later (Section 2.6.3) that the CPL approach can be applied such that it can be regarded as an AttPSM with a background transmission of 1 .


Figure 2.37: Aerial image of a $120-\mathrm{nm}$ isolated bright feature, using a chromium-on-glass and an attenuated phase shifting mask with 6 percent transmission.

AttPSMs are well suited for imaging isolated bright features such as isolated lines or contacts. As shown in the example in Figure 2.37, in which the image of an isolated 120-nm bright feature under 193 nm illumination with a sigma of 0.3 and an NA of 0.8 is depicted, the edge between the dark area and the contact is sharpened by a pronounced intensity increase-decrease-increase succession. The steeper NILS, which it translates to, leads to a significant improvement of achievable process windows, as shown in Figure 2.38. However, the higher average intensity of the AttPSM and the brightened fringes surrounding the feature also increase the risk of sidelobe printing.

There are two types of attenuated phase-shifting masks (for a comparative study, see, for example, Yuana and Polb, 1995): (1) The non-embedded AttPSM (also alternating aperture AttPSM) in which the phase shift is realized through an etched trench in the fused silica substrate, whereas the transmission reduction of the dark regions is realized by a chromium layer and (2) the embedded AttPSM. Here both the phase-shift and the transmission reduction are implemented by a deposition of a film layer (for example, molybdenum silicide) with appropriate optical properties. Figure 2.39 demonstrates the different mask types, including a comparison with a conventional COG mask. The non-embedded AttPSM type presents numerous manufacture and inspection issues, mostly as it involves multiple etch steps: to thin the chromium absorber in order to adjust the transmission level, to obtain the transmissive apertures, and finally to apply the phase shift. While the implementation of the phase shift in the quartz substrate leads to similar issues as in alternating PSM case, including the requirement for a rigorous transmission and phase balance control, implementing a reproducible chromium thinning step-conducted mostly through wet etch - constitutes an even more severe technological challenge.

In contrast, the use of absorbers with embedded phase-shifting properties is suited to significantly reduce manufacture constraints. A wide range of absorber materials, have been proposed (Popa and Jonckheere, 1995; Jonckheere et al., 1994; Kalk et al., 1994; Ushioda et al., 1996; Matsuo et al., 1997;


Figure 2.38: Process window for COG and AttPSM for an isolated contact hole.

Reynolds et al., 1998; Lin and Loong, 1999; Loong and Lin, 2000). ${ }^{18}$ In addition to the appropriate optical material properties, specifically the $\pi$ phase-shift and the target transmission, the processing properties amount to the proper material selection. Especially durability, film stress, substrate adhesion, inspectability and the existence of suited resists are important criteria (Smith et al., 1996; Carcia et al., 1996). Moreover, well-behaved etch characteristics and the availability of suited etch processes have to be guaranteed (Peng and William J. Adair, 1998; Choi et al., 2002). As an alternative to a single layer approach, Becker et al. (2003) proposed the use of an absorber stack consisting, for example, of a bilayer.


Figure 2.39: Comparison of (a) chromium-on-glass mask (COG) and (b) AttPSM in which the dark regions exhibit a phase shift of $\pi$ and a low transmission, for example, of 7 percent. State-of-the-art AttPSMs typically use a molybdenum-silicide (often short MoSi) layer for the low transmission region.

Estroff et al. (2005) conducted a study on the polarization behavior of both COG and attenuated phase-shifting masks: While binary patterns act as TM polarizers only for deep sub-wavelength features, embedded AttPSMs can be said to filter out the TE polarized light regardless of pitch and feature sizes. This property leads to a degradation of the image contrast, which becomes even more severe in the regime of high projector NAs as employed in today's lithography. The authors conclude that any aspect of the mask, especially of the absorber, including thickness, material properties and side-wall angles, impact its polarization characteristics, the quest for a suited material should be carried on. Other comprehensive study on the impact of the optical material properties and the thickness of the absorber

[^13]both on the imaging performance and on the MEEF under a high NA and polarized off-axis illumination was performed by Yamamoto et al. (2006) and Sato et al. (2007). In another study, Yoshizawa et al. (2006) showed that the TM polarizing effect of AttPSMs can be drastically reduced by employing a bilayer stack in which the transmission reduction is achieved by a metal compound and the phase shift is realized through a transparent material.

An investigation on the impact of different feature types on the diffraction efficiency behavior of AttPSMs was conducted by Smith (2002). Figure 2.40 shows the magnitudes of the primary diffraction orders under varying feature densities. In this example, the ratio of a line/space pattern is varied and the diffraction efficiency for the primary orders is illustrated. Here the duty ratio is defined as space width versus line width. That is, given a fixed pitch, the relative space width is varied from narrow (isolated space) to wide (isolated line). An increase of the space width also elevates the amount of energy directed into the zeroth diffraction order (Figure 2.40(a)). Moreover, due to a greater destructive phase interaction, higher background transmission values lead to a lower phase-normalized magnitude. The situation is reversed for the first diffraction order, whose magnitude increases under higher transmission (b). The diminishing impact of AttPSMs on the zeroth order and the increase of the first order magnitude with larger space widths, leads to a decreased interference contrast and consequently to an intensity off-set. The so raised risk of sidelobe printability as can be demonstrated by the following sidelobe intensity $\left(I_{s}\right)$ estimation (Smith, 2002):

$$
I_{s}:=\left(A_{-1}+A_{1}-A_{0}\right)^{2}
$$

where $A$. denotes the magnitude of the respective diffraction order. Figure 2.40(c) depicts the corresponding graph. As shown, the sidelobe intensity is greatest at a semi-dense space duty ratio of about $1: 2$. Smith hence proposes the introduction of a forbidden pitch criterion for AttPSMs, stating that this mask type can be plainly applied only to certain feature layouts. Layouts with high sidelobe sensitivities require the application of additional RET or OPC techniques. Otherwise an AttPSM may even show a worse performance than COGs. Moreover, the study also illustrates that high transmissive AttPSMs bear a high risk of sidelobe printing for a wide range of duty ratios. State-of-the-art AttPSMs therefore utilize background transmission values of 6 or 7 percent. The problem of sidelobe artifacts may be aggravated in the presence of projector aberrations (Brunner, 1997; Otaka et al., 1997; Wong, 2001).

Because of their qualitative comparability with conventional binary masks, AttPSMs are compatible with the same type of resolution enhancement techniques such as OPC or off-axis illumination, which is in contrast to strong phase-shifting masks (Ronse et al., 1994; Ahn et al., 1995; Jonckheere et al., 1996; Wong, 2001). Of course, the sidelobe printing problem has be taken into account when applying RET. Moreover, the order balancing property (as depicted in Figure 2.36) may provide an additional benefit for off-axis illumination. If, for example, the illumination set-up leads to a shift such that only the zeroth and the first order are collected, the difference of diffraction order magnitudes in COGs prohibits an ideal two-beam interference scenario. Attenuated phase-shifting masks, with an appropriate background transmission, can then be applied to balance the respective orders and to hence recover two-beam imaging.

As the introduction of EUV lithography is drastically delayed, sophisticated resolution enhancement techniques are required at a very early stage. In addition to off-axis illumination, attenuated phaseshifting masks (Sugawara et al., 2003; Chen et al., 2004; Shin et al., 2009) or hybrid masks (Kang and Hwangbo, 2007) are potential candidates. Like binary EUV masks, AttPSMs for EUV make use of multilayer mirrors in order to maintain the required reflectance levels for the bright regions (see Section 2.3). Thus fabrications demands are considerably higher compared with optical AttPSMs (Ghandehari et al., 2001; Jung et al., 2009).

## Chromeless phase lithography

In contrast to the previously discussed phase-shifting mask types, CPL makes use of fully transmissive masks. To achieve low intensities, it therefore solely depends on the destructive phase interaction of phase-shifted regions on the mask (Toh et al., 1991b; Watanabe et al., 1990). This approach exhibits the


Figure 2.40: AttPSM diffraction efficiency of primary orders for different duty ratios and background transmission value ( $0.06,0.12$ and 0.2 ). (compare Smith, 2002). (a) Phase-normalized magnitude of zeroth order and (b) first order. (c) Sidelobe intensity for the same duty ratios. For all mask types, semi-dense spaces present the highest risk of sidelobes, rendering AttPSM better qualified for (semi-) isolated features. The high sidelobe intensity at a duty ratio of about $1: 2$ is due to a loss of interference contrast. The increased first order does not encounter a zeroth order with a corresponding magnitude, resulting an intensity offset and hence to artifact printability.
potential to decrease mask manufacturing costs since it completely eliminates the need for the chrome layer. Instead only $\pi$-phase-shifting regions are introduced on a transparent unshifted substrate. Since dark features in CPL can be generated only using destructive interference, the mask pattern may be significantly different from the target pattern. Figure 2.41 demonstrate two examples on how to create a dense line/space pattern using CPL. On the left, the dark features are generated at the edges of the shifted and the non-shifted phase regions. Each phase-shifted region can hence be said to produce two intensity minima, at its phase edges. As a consequence, the width of the line does not determine the width of the dark target. This property allows for imaging of considerably smaller line/space patterns compared to binary masks. Moreover, because of the pronounced intensity drop below the dark lines that is due to the phase interaction, a steeper intensity slope and thus a larger dose latitude can be achieved. In addition a slightly improved depth-of-focus has also been demonstrated (Toh et al., 1991a). In fact, this technique has a similar frequency doubling effect as the alternating phase shifting masks (see Section 2.6.3). It therefore also involves similar design issues, most importantly design issues attributed to phase conflicts.

Wider dark features cannot be produced with the phase-edge technique. For these features, a region between two phase-edges has to be defined that is small enough to completely inhibit the transmission of light. The right part of Figure 2.41 depicts a line/space pattern following this principle. Like the phase-edge technique, the phase-shutter regions have the potential to increase the dose latitude of the lithography process. For the same line/space pattern as before, a chrome-produced dark line on a COG would result a less pronounced intensity minimum. Because spill-over light resulting from higher diffraction orders of the adjacent bright spaces and a constructive phase interaction prevent the intensity to drop to values as low as in the dark-grating CPL case. The latter therefore shows a much improved dose-latitude. The phase-shutter CPL masks resemble attenuated phase-shifting mask (see Section 2.6.3) that have a background transmission of one. In contrast to the phase-edge approach, no design restrictions due to phase conflicts have to be taken into account.
Similarly as with AttPSMs, at first glance the lack of opaque (chromium) regions seems to be prohibitive, for example, for the generation of isolated bright spaces. But this can be made up for by small phase-shifted features that are arranged as small-pitch gratings or checkerboards. There the light is directed into the higher diffraction orders, which are not collected by the projection lens. As a result, only little light passes to the wafer. As an alternative, chromium shields can be added, albeit debilitating the advantage of lower manufacturing demands of CPL masks.

One of the problems of CPL using the phase-shutter technique is an extreme magnification of the dark phase-shifted features, which has to be dealt with by size-biasing these elements (Mack, 1991). However, such a size reduction of the dark features leads to a contrast loss in the aerial image. (Chen et al., 2001) report a much less pronounced magnification under high NAs. Moreover, they propose the application of strong off-axis illumination, with which distinctly larger process windows were achieved. In the same study, the authors demonstrated that CPL is amenable to OPC. In their example, line shortening was reduced using hammerheads. The authors also advance a technique they refer to as the binary half-tone principle. ${ }^{19}$ Comparably to the generation of dark areas using checkerboards, small phase-shifted elements are laid out in a pitch below the resolution capabilities of the projector. The elements then stop acting individually but collectively as one phase element, as the authors describe it. The background transmission can be adjusted by modifying the size and the pitch of the elements. This method can, for example, be applied as an alternate linewidth control mechanism Broeke et al. (see also 2002). Recently, a group of authors has proposed the use of pixelated CPL masks as variable high-transmission attenuated PSMs in conjunction with an inverse lithography approach (Borodovsky et al., 2008; Schenker et al., 2008; Singh et al., 2008). ${ }^{20}$ The background transmission is achieved through a sub-resolution arrangement of phase-elements, thus in a way extending the former authors' binary half-toning technique. Coarsely put, a dense sub-resolution pixel distribution leads to a lower transmission PSM while a sparser set-up increases the background transmission. The authors claim that even under defocus, no image shift compared to a traditional AttPSM occurs. In order to asses the
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Figure 2.41: Comparison of chromeless PSM techniques: (a) The wide ( 300 nm in this example) $\pi$-phase-shifted regions in a phase-edge technique allow for non-destructive transmission at their centers. Destructive interference only occurs at the edges of the phase transmission. (b) Phaseshutter regions employ significantly narrower phase-shifted features ( 75 nm in this example) such that due to the destructive interaction the intensity is completely nulled below them. In order to achieve a dense line/space pattern, a pronounced over-bias of the 0-phase-shifted transparent regions has to be implemented. Both examples were simulated for a 4 x system with an NA of 0.8 and a wavelength of 193 nm using a Kirchhoff mask approximation. For the phase-edge mask, the partial coherence factor was set 0.5 , whereas the shifter-shutter case uses a factor 0.4 . All mask dimensions are in wafer scale.

CPL performance, an extensive numerical study using an electro-magnetic field solver was conducted. One of the results was the determination of a mask resolution limit below which features perform a phase and transmission averaging. Based on this observation, the authors subdivided CPL imaging into three domains, which can be summarized as follows:

1. Resolved by mask and projector optics Standard imaging regime.
2. Resolved by mask but not by projector optics

Light is directed mostly in high diffraction orders, very little intensity is transfered into the farfield. Exploitable in form of sub-resolution checkerboard or gratings to implement (even large) opaque areas.
3. Resolved by neither mask nor by projector optics

An increase of the pitch frequency to even higher values, beyond the near-field resolution limit, leads to a redirection of light into the DC order. Although not leading to any modulation, these types of features can be used to enhance the image, for example, by its ability to introduce a background intensity.
Another finding was a much less pronounced overbiasing of the dark phase-shifted features in comparison to predictions using thin-mask simulations. Moreover, the severe contrast loss for dense line/space patterns previously suggested by Kirchhoff computations were not confirmed by results obtained with rigorous EMF solvers.

The work also impressively demonstrated why despite a number of appealing properties CPL does not yet enjoy a high popularity: It depends on a tremendous computational and design effort. In addition, novel fabrication and inspection facilities are inevitable (Cheng et al., 2008). In order to move (pixelated) CPL approaches to smaller features sizes, new masks materials will also be required (Schenker et al., 2008).

### 2.6.4 Pattern Doubling

As NGL approaches such as EUVL or parallel e-beam are far from production-ready, intermediate techniques are required to bridge the gap. Not even the use of aggressive OPC techniques in combination with immersion lithography allows for the realization of the 32 nm HP node and below. As shown before, the minimum $k_{1}$ factor for dense lines/spaces is 0.25 , which under water immersion translates to a minimum line or space width of about 35 nm . This limit, however, applies only to dense features. Smaller isolated or semi-dense features can be generated. ${ }^{21}$ Thus one solution to overcome the theoretical $k_{1}$ limit is to split a dense pattern into several patterns that then exhibit a much lower frequency. The so split patterns can then be individually exposed. Currently, pattern doubling techniques are employed or investigated. Depending on the introduction of NGL, some of the following approaches will have to be extended to triple or quadruple the pitch.

## Double exposure

Double exposure can be considered the most straight-forward of all double patterning approaches. The wafer stays in the exposure tool while the two successive exposures are performed. Unfortunately, the resist is said to have a "memory", that is, all intensity contributions of the first exposure have a correspondence in the concentration of photo-activated components of the resist (Byers et al., 2007; Lee et al., 2008). In other words, the resist shows a linear behavior with respect to the intensity. We can be illustrate this by representing the resist response by transfer function $(r)$ :

$$
r\left(I_{1}\right)+r\left(I_{2}\right)=r\left(I_{1}+I_{2}\right)
$$

[^15]where $I_{\{1,2\}}$ are the intensities obtained with the individual exposure steps. Under such a condition, the double exposure approach does not provide any advantage over a single exposure using the combined pattern. In order to attain a non-linear behavior with respect to the individual exposures, i.e.,
$$
r\left(I_{1}\right)+r\left(I_{2}\right) \neq r\left(I_{1}+I_{2}\right)
$$
alternative resist materials have to be applied. Four common approaches have been proposed:

1. Two-photon resists: Two-photon materials incorporate photo-acid generators (PAGs) that require the absorption of two photons for the acid generation (Wu et al., 1992; Yablonovitch and Vrijen, 1999). The response to the exposure intensity is thus proportionate to the squared intensity, yielding

$$
r\left(I_{1}\right)+r\left(I_{2}\right) \propto I_{1}^{2}+I_{1}^{2}
$$

for the double exposure process. Although such materials would indeed enable a double exposure process, their availability for $193-\mathrm{nm}$ lithography has not yet been demonstrated (O'Connor et al., 2008). In addition, high exposure rates would be required, degrading the throughput achievable with this technique.
2. reversible contrast enhancement layer ( $R C E L$ ): A contrast enhancement layer (CEL) is a bleachable dye applied on top of the photoresist (Oldham, 1987; Kim and Levinson, 2007). The initially opaque layer is bleached through continuous exposure until it finally becomes transparent. Only then the energy is incorporated into the resist to activate the photo-acid generation, thus rendering a non-linear behavior.
RCELs can be reset to the initial opaque state, for example, prior to the second exposure step. The resulting response may be stated as follows (Byers et al., 2007):

$$
r\left(I_{1}\right)+r\left(I_{2}\right) \propto I_{1} e^{\Delta \cdot I_{1}}+I_{2} e^{\Delta \cdot I_{2}}
$$

where the factor $\Delta$ is a product of the bleachable absorbance, the bleaching rate and the thickness of the CEL, and the exposure time. This clearly leads to a non-linear behavior. However, CELs pose several issues including the ability to deposit and remove the material without damaging the underlying resist layer. Moreover, recent studies have shown that for low $k_{1}$ factors and high NAs the failure of coupling higher spatial frequencies, which than occur in the RCEL, into the resist, render this approach problematic for double exposure (Shao et al., 2010).
3. Optical threshold materials: In optical threshold materials, photochemical occur only under the absorption of a threshold exposure (Byers et al., 2007; Lee et al., 2008; Gu et al., 2009). The non-linear response is given by the following relation: ${ }^{22}$

$$
r\left(I_{1}\right)+r\left(I_{2}\right) \propto\left(I_{1} \dot{-} I_{\mathrm{th}}\right)+\left(I_{2} \dot{-} I_{\mathrm{th}}\right)
$$

In comparative simulation studies (ibid.), it was demonstrated that this approach would exhibit a superior behavior. Although, however, this technique is available in thermoresists, currently no comparable optical materials are present.

## Double patterning

As an alternative, especially since double exposure materials are not currently available, double patterning processes are being developed. One of the early proposed techniques is termed litho-etch-litho-etch (LELE) (Ebihara et al., 2003; Maenhoudt et al., 2004). As shown in Figure 2.42, LELE constitutes the

[^16]most straight-forward approach: The initial stack (a) consists of the photoresist, two different hardmasks and the substrate or any pattern target layer, for example, poly-silicon. Hardmask materials differ depending on the application (i.e., the target layer). Options are poly-silicon, silicon dioxide, metal hardmasks such as Titanium Nitride, or carbon hardmasks. The photoresist is often coated on top of a bottom anti-reflective layer (BARC), which for clarity are not depicted in the sketch. In the first sub-sequence the resist is exposed (b) with the first photomask and developed (c). Then the pattern is transferred into the hardmask by etching (d). The resist strip (e) marks the end of the first step. The second sub-sequence begins with a resist (and BARC) re-coat (f), which is then exposed (g) with the second photomask and developed (h). Both the pattern of the first hardmask and the photoresist pattern are etched into the second hardmask (i). The first hardmask and the resist are stripped (j), finally leaving the second hardmask whose pattern then can be transferred further. Alternatives, using a single hardmask have also been proposed (Dusa et al., 2007). In that case, the second hardmask can be thought of as the final pattern target layer, for example, poly-silicon.


Figure 2.42: Double patterning scheme litho-etch-litho-etch (LELE).
In order to reduce the number of process steps, alternative approaches have been devised, such as litho-freeze-litho-etch (LFLE) (Hori et al., 2008) and litho-litho-etch (LLE) (Tarutani et al., 2008; Bekiaris et al., 2008; Ando et al., 2008; Nakamura et al., 2010; Maenhoudt et al., 2008). In both techniques, the first etch step is rendered obsolete, in the former case, by chemically protecting the photoresist profile, in the latter one, by stabilizing the resist, for example, by removing excessive solvent from the resist. Both approaches desensitize the first resist such that the profile stays intact after the second develop step. As shown in the litho-freeze-litho-etch schematic in Figure 2.43, after the first sub-sequence (a)(c), the resist profile is protected (d) so that after the second sequence (e) $-(\mathrm{g}$ ) both the first and the second profile can be transferred into the hardmask (h).

## Self-aligned double patterning

Another approach is called self-aligned double patterning (SADP) (Jung et al., 2006; Bencher et al., 2008) -sometimes also spacer-defined double patterning (SDDP). This approach is well suited for high density lines/spaces arrays, a common situation in memory fabrication. In contrast to the previous techniques including double exposure, it requires only a single lithographic process steps, thus significantly reducing alignment issues. Figure 2.44 shows the schematic process flow. After coat (a), exposure (b) and develop (c), a spacer material is deposited (d). ${ }^{23}$ In an successive etch step (e), the excessive
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Figure 2.43: Double patterning scheme litho-freeze-litho-etch (LFLE).
spacer material is removed from the top of the resist lines. As a side-effect, the horizontal thickness is also decreased. Thus only the sidewalls of the spacers are left over. Finally, the resist lines are removed (f), leaving only the spacer material, which is then used as an etch mask for the final etch (g). In many applications, a subsequent trimming steps is required, for example, to open up the lines of lines/space pattern.


Figure 2.44: Double patterning scheme self-aligned double patterning (SADP).

## Dual-tone development

Hinsberg et al. (1989) reported on dual-tone resist (DTR) materials that would incorporate both a positive and a negative respond. Such a material facilitates a self-alignment process. Later, mainly because of abysmal imaging characteristics of this approach, this technique was altered to use a standard
resist material but incorporate a dual-tone development step instead (Asano, 1999). Recent studies demonstrated the general feasibility of the dual-tone development (DTD) approach also for the 193-nm regime, using an aqueous base positive tone and an organic negative tone solvent (Fonseca et al., 2009). Similarly to the spacer-defined double patterning approach, this technique is well suited for lines/spaces layouts. Due to the lower number of process steps it is assumed to exhibit lower costs than SADP.

## Issues and challenges

All of the previous options still face numerous technological issues. Therefore, different variants are currently investigated. As many of them exhibit advantages for specific applications and drawbacks for others, it is not unlikely that a combination of options will be applied. Additionally, a combination of approaches, for example, by introducing alternative exposure techniques such as interference lithography have been proposed.

One of the major challenges these techniques entail is posed by their design requirements. Double exposure and double patterning strategies require two photomasks, each of which has to consist of printable features. This has to be considered in the design split. While for regular patterns such as lines/spaces this might be a straight-forward procedure, other components require a more complex treatment. In addition, the design split must not result additional issues, for example, overlay or alignment errors. The sensitivity to alignment errors is reduced with techniques such as SADP or DTD because of the second lithographic process step becomes obsolete. On the other hand, it significantly complicates the IC design. For all approaches, rigorous resolution enhancement techniques are required to reduce overlay and alignment errors and to hence increase the achievable design flexibility.

The cost of ownership associated with any double patterning or double exposure technique is enormous. Research into next generation lithography technologies such as EUVL or parallel e-beam is still conducted with great intense. Once an NGL technology proves its readiness for production, there is a great chance it will replace any operational double patterning approach.

## 3 Lithography Simulation

Already with its introduction in the 1970s, numerical modeling was an integral part of optical lithography. By the early 1980s, a number of research-oriented and commercial lithography simulators featuring optical and photochemical models were available. Today, lithography simulation is one of the most important tools for lithography process designers and engineers, and is also indispensable in order to incorporate manufacturablity considerations into the circuit design. The key role of simulation in lithography is reflected, for example, by the fact that of the technical papers concerned with lithography, only very few do not present simulation results, whereas there is a remarkable number of simulation-only contributions. In all lithographic technology fields, simulation plays an increasingly important role, not only because of an elevated demand due to higher technological complexities but also because the ever-growing computing power provides enhanced simulation potentials.

Lithography simulation can be considered multi-physics in that both the optical and the photochemical aspects of the process have to be taken into account. In this chapter, the optical simulation will be sub-divided into the following three sections:
(1) The diffraction spectrum resulted from the photomask.
(2) The transfer function, modeling the behavior of the projection system.
(3) Wafer-induced effects, including thin-film optics or topography-awareness.

The last section is dedicated to an overview on models for the photochemical processes.

### 3.1 Photomask Diffraction Spectrum

The diffraction behavior of the photomask can be described using different models with different accuracy domains. A fast approach is to directly employ the Kirchhoff-Fresnel (or Rayleigh-Sommerfeld) diffraction theorem (see Appendix B). This is often termed thin-mask or Kirchhoff approach. There, the mask is represented by an infinitesimal thin approximate. Consequently, the diffraction spectrum can be computed by a Fourier transform of the mask function. The photomask can be described, for example, by geometric functions that incorporate phase and transmission values. It is convenient to use primitive geometries such as rectangles or triangles, for which the analytic Fourier transform can be evaluated in a straight-forward manner. As an alternative, a raster-based description of the mask can be used in order to employ a discrete Fourier transform (e.g., the Fast Fourier Transform (FFT) algorithm).

There are a number of limitations that are due to the simplifications assumed when using this Fourier optics approach, most importantly, the underestimation of phase and polarization effects, especially when applied to the computation of phase-shifting masks (e.g., see Erdmann, 2005). In such a regime, the rigorous computation of the electro-magnetic field due to the photomask has to be computed by numerically solving Maxwell's equations (e.g., see Equation (A.1) in Appendix A), for which there are several techniques applicable to computational lithography, including:
(1) The Finite-difference time-domain (FDTD) approach (Yee, 1966),
(2) rigorous coupled wave analysis ( $R C W A$ ) methods (e.g., Nyyssonen and Kirk, 1988; Moharam et al., 1995; Lucas et al., 1996; Turunen, 1996),
(3) finite element methods (FEMs) (Urbach and Bernard, 1989; Bao, 1995; Monk, 2003; Wei et al., 2007; Foulkes and Blaikie, 2008; Burger et al., 2008)
(4) finite integration techniques (FITs) (Weiland, 1977) ${ }^{1}$,
(5) the boundary element method, sometimes also called method of moments (e.g., Karniadakis, 1989; Monk, 2003), and

[^18](6) the fast multipole method (Hafner, 1990; Yeung and Barouch, 1997).

None of the former approaches can be considered absolutely superior. For example, while FEMs are generally well qualified to handle complex geometries, their high memory requirements render it unsuitable for most large scale problems. FDTD approaches, although employing a simplistic geometry representation, are still very popular in lithographic applications because of their moderate memory requirements, the straight-forward fashion it which they allow the extraction of internal fields (a useful property, especially in the scope of rigorous wafer-side computations), and the inherently parallel update scheme. FITs could be considered a compromise between FEMs and FDTD in terms of consumption of resources and the ability to handle complex geometries. However, further thorough studies are required to evaluate their performance in the scope of computational lithography. More recently, RCWA approaches are becoming increasingly popular for computational lithography applications. There the main disadvantage of this approach, the limited ability to represent highly complex geometries, is not significant. Due to the different fields of applications, there are only a few comparative studies (Berger et al., 2004; Erdmann et al., 2006b; Burger et al., 2008; Rahimi et al., 2010), neither of which could clearly expose one approach over another.

In order to employ computational electro-magnetics approaches to large scale problems such as the field computation of large mask areas, the performance of either technique has to be drastically improved. In addition to domain decomposition techniques and parallelization techniques, hybrid approaches as, for example, proposed by Hugonin et al. (2008), may be an answer.
The two most frequently employed EMF solvers for the computation of the field of the photomask, FDTD and RCWA, are briefly discussed in the following paragraphs.

### 3.1.1 Finite-difference Time-Domain

The FDTD method was first proposed by Yee (1966) and significantly extended by Taflove and Brodwin (1975). It is one of the first solvers that were applied to lithography-specific EMF problems such as computations of the electro-magnetic field of the photomask or of the wafer topography (Wojcik et al., 1987; Guerrieri et al., 1991; Wong and Neureuther, 1995; Erdmann and Friedrich, 2000). The FDTD method makes use of a decomposition of Maxwell's curl equations [(A.1a) and (A.1b)] into the individual electric and magnetic field components. The simulation domain is represented by a equidistant Cartesian grid, where the electric and magnetic field components are staggered on the vertices, shown in Figure 3.1.


Figure 3.1: FDTD unit cell: electric and magnetic field components are staggered on the vertices (Yee, 1966).

In addition to the discrete spatial domain, discrete time steps are used. All functions of space and time are evaluated on the discrete spatial and temporal domain rather than on the continuous coordinates. In order to guarantee for a numerically stable exploitation of the dependence of the electric field components on the magnetic field components, a staggered update scheme is employed. In other words, in half a time step the electric field components are updated, whereas the updated magnetic field is computed after a full time step (or vice versa). For example, given a time step of duration $\Delta t$ and
a cell size of $\Delta x,{ }^{2}$ and cell coordinates, denoted by $[i, j, k]^{T}$, the $x$ component of the magnetic field $\left(H_{x}\right)$ is assumed to be constant in the spatial range $[i-1 / 2, i+1 / 2]$ and within the temporal range $[t-1 / 2, t+1 / 2]$. Consequently, the electric field component $\left(E_{x}\right)$ shows a constant behavior for $[i, i+1]$ and $[t, t+1]$.

As common to finite-difference approaches, the selection of the boundary conditions of the simulation area is a critical determinant. For example, to emulate an open region, absorbing layers have to be introduced. Various related techniques have been proposed (for a comparative study, see Blaschak and Kriegsmann, 1988), none of which, however, are fully suited to suppress reflections under oblique incidence angles. State-of-the-art FDTD implementations often employ a technique proposed by Berenger (1994), and which he termed perfectly matched layer (PML). In contrast to former matched-layerapproaches, both the electric and magnetic field intensities, and the electric and magnetic conductivities are sub-divided with respect to the incidence direction, consequently leading to an extension of Maxwell's curl equations. The additional degree of freedom allows the layers to be adjusted to behave neutrally in virtually all circumstances and hence to significantly reduce back-reflections.

The discretization both of the spatial and the temporal domains have to be selected according to the problem: Typically, the cell sizes have to be in the order of a fraction of the wavelength. Similarly, the time step size has to be chosen in accordance with the wavelength of the light and the spatial frequency of the structures. Another issue, especially in lithography, where the steady state rather than initial or intermediate states is of interest, is the determination of the number of time steps. Often, it can be determined by estimating the number of time steps required for a wave to be propagated through highly reflective or refractive regions.

Numerous extensions to the standard FDTD approach have been proposed, many of which are concerned with exploiting its inherent parallelism (e.g., Guerrieri et al., 1991; Adams et al., 2007)—all cells can be updated concurrently. In addition, other general finite-difference techniques such as the alternating direction implicit method have been successfully applied to FDTD (Namiki, 1999). Computation times and memory requirements inhibit the three-dimensional computation of large mask or wafer areas, even using state-of-the-art parallelization techniques. Adam (2001) has hence proposed a domain decomposition technique in which a three-dimensional problem is divided into multiple twodimensional sub-problems. The so obtained fields are then superposed, ${ }^{3}$ exploiting the linearity of the Kirchhoff-Fresnel formulation. With this approach, large-scale problems that were previously not computable can be solved. The obtained results are approximate solutions. The validity must therefore be considered on a case-by-case basis.

### 3.1.2 Rigorous Coupled Wave Analysis and The Waveguide Method

As an alternative EMF solver, the RCWA method, which is a Fourier modal technique, gains increasing attention in the scope of computational lithography (Nyyssonen and Kirk, 1988; Moharam et al., 1995; Turunen, 1996; Lucas et al., 1996). In this work too, EMF simulations are conducted using an RCWA approach, called the waveguide method (Nikolaev and Erdmann, 2003; Evanschitzky and Erdmann, 2005). In contrast to FDTD, both the electro-magnetic field and the permittivity profile are represented by Fourier series expansions.

An arbitrary 3-D photomask geometry (schematically shown in Figure 3.23.2(a)), which may consist of multiple absorbers and the mask substrate (or a wafer topography definition), is subdivided into layers that are homogeneous in the optical axis direction ( $z$-direction; Figure 3.23.2(b)). Because of the $z$ homogeneity, each layer can then be described by a two-dimensional geometry and the respective material properties (Figure 3.23.2(c)). The elimination of the $z$ dependence of the material properties plays a central role in RCWA approaches as it allows for the representation of the materials in only lateral dependence as a Fourier series. This property is sometimes referred to as the waveguide assumption. The selection of an appropriate layer decomposition strongly impacts the accuracy of the result. For a feasible numerical treatment, the layers are then decomposed into two-dimensional geometric
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Figure 3.2: Photomask representation of the waveguide method: (a) initial 3-D topography, (b) decomposition into z-homogeneous slices, (c) 2-D representation of one slice, (d) slice after rectangulation.
primitives, typically rectangles, which also allow for an optimized treatment of the TM polarization mode as proposed by Li (1996); Lalanne and Morris (1996); Granet and Guizal (1996). An example rectangulation is shown in Figure 3.23.2(d).

Both the material property distribution and the electric and magnetic fields are represented by Fourier series expansions up to a user-defined order $M$. For each layer, an eigenvalue problem for the material and field series is laid down, solving for both the propagating and evanescent modes inside the layer. The layers are then coupled utilizing appropriate boundary conditions (e.g., a scattering matrix approach), finally resulting in the plane wave distribution on top and at the bottom of the simulation domain (e.g., the photomask area).

Commonly, periodic boundary conditions are applied in the $x / y$ direction of each layer. Thus similarly to other approaches including the thin mask model, isolated features have to be emulated by defining the period such that a negligible cross-talk between periodic features occurs.

In addition to the top and bottom spectra, the spectra for the individual layers can be extracted. This is required, for example, to compute the light distribution inside inhomogeneous resist (and antireflective coating) layers; a task typical for pattern doubling applications.

The time complexity of RCWA methods is

$$
O\left(n \cdot m^{3}\right)
$$

where $n$ is number of layers into which the problem is sliced and $m$ is the product of the employed orders of the Fourier series in $x$ and $y$ directions. Like the number of layers, the required number of orders depends on the problem. For example, Evanschitzky et al. (2007) proposes the following estimation rule for optical

$$
M_{x}: \approx \frac{6 p_{x}}{\lambda}+1 \quad M_{y}: \approx \frac{6 p_{y}}{\lambda}+1,
$$

and similarly for EUV photomasks

$$
M_{x}: \approx \frac{p_{x}}{\lambda}+1 \quad M_{y}: \approx \frac{p_{y}}{\lambda}+1
$$

where $p_{x}$ and $p_{y}$ denote the respective $x$ and $y$ period.
In a similar fashion as proposed by Adam (2001) for the FDTD method, a domain decomposition for the waveguide method was employed by Evanschitzky et al. (2007) and later extended to a concurrent version by Shao et al. (2008). The three-dimensional domain is decomposed in the following manner:
(1) The simulation area is partitioned with cuts parallel to the $x$ axis. Each partition is to be homogeneous (with respect to the dielectric material properties) in $y$. A two-dimensional $x / z$ slice that represents the so obtained partition is stored.
(2) In the same way, $y / z$ cuts are generated.
(3) In addition, the one-dimensional intersections between the $x / z$ and the $y / z$ cuts are stored. For each of the so obtained slices, a 2-D or 1-D computation, respectively, is conducted. The resulted spectra are then used to reconstruct the 3-D spectrum. This is done in the frequency domain by expanding the 2-D cuts through appropriate filters and a subsequent superposition of the individual parts. Prior to that, in order to prevent double accounting for the intersections between the $x / z$ and the $y / z$ cuts, the 1-D cuts have to be subtracted accordingly. The drastic performance increase both in terms of time complexity and memory consumption compared to fully three-dimensional computations has been amply demonstrated, and in many applications, the results closely approximate those obtained with a full 3-D approach (Evanschitzky et al., 2007). However, exact validity constraints are yet subject to further research.

### 3.2 Imaging

In order to predict the image obtained by the lithographic projection system, its transfer function has to be determined. This can be done in a rigorous manner, for example, by optical design models. In most applications of lithography simulation, however, the projection lens system is regarded as a black box, shown in Figure 3.3.


Figure 3.3: Imaging system.
As presented in Appendix C, the scalar imaging equation under partially coherent illumination can be stated as follows:

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)= & J_{I}\left(\left(x_{1}, y_{1}\right),\left(x_{1}, y_{1}\right)\right) \\
= & \iiint \int_{-\infty}^{\infty} J_{C}\left(x_{0}-x_{0}^{\prime}, y_{0}-y_{0}^{\prime}\right) O\left(x_{0}, y_{0}\right) O^{*}\left(x_{0}^{\prime}, y_{0}^{\prime}\right)  \tag{3.1}\\
& H\left(x_{1}-x_{0}, y_{1}-y_{0}\right) H^{*}\left(x_{1}-x_{0}^{\prime}, y_{1}-y_{0}^{\prime}\right) \mathrm{d} x_{0} \mathrm{~d} y_{0} \mathrm{~d} x_{0}^{\prime} \mathrm{d} y_{0}^{\prime},
\end{align*}
$$

where $O$ is the object function-the field ${ }^{4}$ of the photomask in the lithography case - $H$ is the projector transfer function, and $J_{C}$ is the mutual intensity, a weight factor, of two points under extended source

[^20]conditions such as Köhler or critical illumination. A brief interpretation Appendix C can be stated as follows: The intensity at a point in the image plane is given by the propagation of the mutual intensity of all contributing points, that is, of all points that lay in the support of the projection system and the illuminator.

As we shall see later, it is often convenient to represent the former equation in the spatial frequency domain. This allows for a decomposition into a sum of incoherent source points (see Section 3.2.5), or for an encapsulation of the illuminator and projector contribution and its separation from the impact of the mask (see Section 3.2.6). By using the Fourier integral representation of individual components $J_{C}, H$ and $O$, we have:

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)=\iiint \iint_{-\infty}^{\infty} & \mathcal{F}\left(J_{C}\right)(f, g) \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right) \mathcal{F}(O)^{*}\left(f^{\prime \prime}, g^{\prime \prime}\right) \\
& \mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(H)^{*}\left(f+f^{\prime \prime}, g+g^{\prime \prime}\right)  \tag{3.2}\\
& \exp \left(-i 2 \pi\left(\left(f^{\prime}-f^{\prime \prime}\right) x_{1}+\left(g^{\prime}-g^{\prime \prime}\right) y_{1}\right)\right) \mathrm{d} f \mathrm{~d} g \mathrm{~d} f^{\prime} \mathrm{d} g^{\prime} \mathrm{d} f^{\prime \prime} \mathrm{d} g^{\prime \prime}
\end{align*}
$$

### 3.2.1 Aberrations

An ideal diffraction-limited lithographic projection system would yield a plane wavefront in the focal plane. As already argued in Section 2.2, however, there are no aberration-free projection systems. The deviation of the actual wavefront from the ideal one can be defined as a function $\Phi$, which can be expressed as a series of polynomials (Zernike, 1934):

$$
\Phi(\rho, \theta)=\sum_{i} c_{i} Z_{i}
$$

where $c_{i}$ are the coefficients of the individual polynomials $Z_{i}$, called Zernike polynomials. The parameters $\rho$ and $\theta$ are the normalized polar coordinates in the pupil domain. The Zernike polynomials can be considered a derivation of Jacobi's polynomials in the circular domain and are hence orthogonal over the unit circle (the pupil). They have the following form:

$$
Z_{j}(\rho, \theta):= \begin{cases}R_{n}^{m}(\rho) \cos (m \theta) & \text { if } j \text { is even or } m=0 \\ R_{n}^{m}(\rho) \sin (m \theta) & \text { if } j \text { is odd }\end{cases}
$$

The radial polynomials $R$ are defined as:

$$
R_{n}^{m}(\rho):=\sum_{s=0}^{\frac{n-m}{2}}(-1)^{s} \frac{(n-s)!}{s!\left(\frac{n+m}{2}-s\right)!\left(\frac{n-m}{2}-s\right)!} \rho^{n-2 s}
$$

For the integers $m$ and $n$, the following statements are frequently used (for example, in optics design software; see (Wong, 2005, chap. 7, p. 137))

$$
\begin{aligned}
& n \stackrel{!}{n} m \\
& n-m \text { is even } \\
& n:=\left\lceil\frac{1}{2}(-3+\sqrt{1+8 j})\right\rceil \\
& m:=n-2\left\lfloor\frac{1}{4}((n+2)(n+1)-2 i)\right\rfloor
\end{aligned}
$$

Depending on the application, different normalizations such as root-mean-squares can be additionally introduced.

### 3.2.2 Vector Imaging

In contrast to the previous assumption, light is a vectorial rather than a scalar entity. Especially for high numerical apertures, polarization effects have to be considered, and consequently the vector nature of light has to be taken into account. Since the photochemical reaction are due to the electric field, ${ }^{5}$ and because magnetic and electric fields are perpendicular to each other, it is convenient to restrict the formal analysis to the electric field. Furthermore, the extension of the scalar diffraction theory to a vectorial one is straightforward in that the respective equations apply to all components of the electric field.

Within the optical system, the propagation direction is along the optical axis, which we define as $z$. For the computation of the pupil function, the $z$ component can hence be omitted. ${ }^{6}$ Moreover, in the pupil domain the $x$ and $y$ components are identical to the $s$ and $p$ polarization components. Outside the pupil, the propagation direction is generally different from $z$ such that the field components have to undergo a transformation according to the new direction. We will refer to this transformation as polarization correction. Within the lithographic projection system, two polarization corrections are required (depicted in Figure 3.4):
(1) The incident plane waves have to be transformed to the normal direction in the pupil.
(2) At the exit pupil, the field components have to be reconstructed according to the newly arising propagation direction.


Figure 3.4: Polarization coordinates transform: Two polarization corrections are required when evaluating the wave propagation through the optical system: (1) when the light enters the pupil function (propagation direction vector $\widehat{\mathbf{k}}_{1}$ and (2) when the waves emerge from the exit pupil toward the output plane $\left(\widehat{\mathbf{k}}_{3}\right)$. Within the pupil, light propagation is assumed to be in the $z$ direction $\left(\widehat{\mathbf{k}}_{2}\right)$. Therefore the $x$ component is equal to the $p$ polarization mode, and the $y$ component coincides with the $s$ mode.

The extension of the scalar imaging theory to a vectorial one has been subject of numerous researches (for example, Yeung, 1988; Flagello and Milster, 1992; Gallatin, 2001; Flagello et al., 2005; Evanschitzky et al., 2009). For the description of the polarization correction we will use a formalism first proposed by Mansuripur (1986). Let us first consider the exit pupil case (2) in which a TE/TM field in the optical system is to be transformed into $x, y$ and $z$ components in the output plane. Given an electric field in the optical system

$$
\tilde{\mathbf{E}}=\binom{E_{x}}{E_{y}}=\binom{E_{p}}{E_{s}}
$$

[^21]and the unit propagation vector
\[

\widehat{\mathbf{k}}=\left($$
\begin{array}{l}
k_{x} \\
k_{y} \\
k_{z}
\end{array}
$$\right) \in \mathbb{R}^{3}
\]

The target is then to find a mapping $\mathbf{M}: \mathbb{C}^{2} \rightarrow \mathbb{C}^{3}$ that transforms the field components according to the new propagation direction,

$$
\mathbf{E}=\mathbf{M} \tilde{\mathbf{E}}
$$

In fact the following matrix $\mathbf{M} \in \mathbb{R}^{3 \times 2}$ provides the required property:

$$
\mathbf{M}=\left[\begin{array}{ll}
m_{x x} & m_{y x} \\
m_{x y} & m_{y y} \\
m_{x z} & m_{y z}
\end{array}\right]:=\left[\begin{array}{cc}
1-\frac{k_{x}^{2}}{1+k_{z}} & -\frac{k_{x} k_{y}}{1+k_{z}} \\
-\frac{k_{x} k_{y}}{1+k_{z}} & 1-\frac{k_{y}^{2}}{1+k_{z}} \\
-k_{x} & -k_{y}
\end{array}\right]
$$

where $k_{x}, k_{y}, k_{z}$ are the components of $\widehat{\mathbf{k}}$ (i.e., $\widehat{\mathbf{k}}_{\mathbf{3}}$ ). We shall refer to this matrix as Mansuripur matrix.
The first case (1), the transition from the incidence direction to the normal direction in the optical system, can be restricted to a $\mathbb{C}^{2} \rightarrow \mathbb{C}^{2}$ mapping since the mask spectrum is fully determined by its $x, y$ components. The transformation can hence be conducted using the inverse of the partial Mansuripur matrix whose last row (the $z$ transformation) is omitted:

$$
\mathbf{M}^{\prime}:=\left(\left(m_{i j}\right)\right)_{2 \times 2}
$$

The inverse of $\mathbf{M}^{\prime}$ does not exist if and only if the considered wave is evanenscent. ${ }^{7}$ That is, the propagation vector has to have a non-zero $z$ entry:

$$
\left.\left|\mathbf{M}^{\prime}\right| \neq 0 \Longleftrightarrow k_{z} \neq 0 \quad \text { (note, } \widehat{\mathbf{k}} \in \mathbb{R}^{3}\right)
$$

Because of the unity of $\widehat{\mathbf{k}}$, the $k_{z}$ component is given by:

$$
k_{z}=\sqrt{1-\left(k_{x}^{2}+k_{y}^{2}\right)}
$$

With the transformation matrix laid out, we can use the following relation for the coordinate system transformation:

$$
\begin{equation*}
\tilde{\mathbf{E}}=\mathbf{M}^{\prime-1} \mathbf{E}^{\prime} \tag{3.3}
\end{equation*}
$$

where $\mathbf{E}^{\prime}$ is the incident field and $\tilde{\mathbf{E}}$ is again the field in the pupil.

### 3.2.3 Jones Calculus

In addition, aberrations, especially polarization effects of the projection system, are commonly described using a calculus proposed by Jones (1941). ${ }^{8}$ As before, the light propagation is assumed to be along the $z$-axis. The amplitude and phase of the electric field can then be expressed as a vector $\mathbf{E}$ where the components constitute the $x$ and $y$ contributions-or, alternatively, the TE and TM modes. Polarization actions can then be modeled as a matrix $\mathbf{M}$ describing linear transformations:

$$
\begin{array}{r}
\mathbf{M}: \mathbf{E} \mapsto \mathbf{E}^{\prime} \\
\mathbf{E}^{\prime}=\mathbf{M E}
\end{array}
$$

[^22]with
\[

\mathbf{M}:=\left[$$
\begin{array}{ll}
m_{x x} & m_{x y} \\
m_{y x} & m_{y y}
\end{array}
$$\right]
\]

For example, given the electric field along the propagation direction as:

$$
\mathbf{E}:=\binom{E_{x}}{E_{y}}
$$

a linear horizontal polarizer (resulting a purely $p$-polarized state) can be expressed in terms of $\mathbf{M}^{\prime}$, with

$$
\mathbf{M}^{\prime}=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right]
$$

### 3.2.4 Stokes Parameters

An alternative representation has been developed by Stokes (1852). His parameters can be considered an implicit formulation of polarizing elements. In contrast to the Jones formalism, in which completely polarized light is assumed, the Stokes parameters stochastically capture electric field variations of quasi-monochromatic and partially polarized or unpolarized light. This formulation is hence well suited to incorporate measured data, for example, of the illumination source, into simulation. The Stokes parameters can be defined in the following vector form:

$$
\left(\begin{array}{l}
s_{0} \\
s_{1} \\
s_{2} \\
s_{3}
\end{array}\right)=\left(\begin{array}{c}
\left\langle a_{x}\right\rangle^{2}+\left\langle a_{y}\right\rangle^{2} \\
\left\langle a_{x}\right\rangle^{2}-\left\langle a_{y}\right\rangle^{2} \\
2\left\langle a_{x} a_{y} \cos (\delta)\right\rangle \\
2\left\langle a_{x} a_{y} \sin (\delta)\right\rangle
\end{array}\right),
$$

where $a_{x}$ and $a_{y}$ are the amplitudes of the $x$ and $y$ components of the electric field, and $\delta$ is the phase difference. In the lithography case, the time average is often omitted. That is, the waves are approximated as being time-harmonic. The first component expresses the total intensity, the last three components can be thought of as the intensity response to the following polarization states:

- $s_{1}($ also $Q)$ describes the preponderance of vibrations in $x$ direction over ones in the $y$ axis.
- $s_{2}$ (also $U$ ) describes the same preference as $s_{1}$, however, in a $\pi / 4$-rotated coordinate system.
- $s_{3}$ (also $V$ ) constitutes similar preference response as $s_{1}$ and $s_{2}$ in a polar coordinate system. It hence expresses the preponderance of the polarization to be either clockwise or counterclockwise. An equivalent polarization description can be derived from the polarization ellipse, shown in Figure 3.5. At a given locus, the electric field components can be illustrated as a function of time. For any polarization state, the graph describes an ellipse. Here a line - resulted in the case of linear polarization-is regarded as a deformed ellipse. The polarization ellipse is commonly specified by the azimuth angle of the ellipse (the polarization angle $\psi$ ), and the amplitudes of the wave components ( $a_{1}$ and $a_{2}$ ). Alternatively, the parameters of the ellipse can be given in spherical coordinates, as points on a Pointcaré sphere (see Figure 3.6). There, in addition to the polarization angle, the ellipse is defined by its ellipticity $(\chi)$ and the radius of the sphere, which corresponds to the degree of polarization $(p)$, i.e., the ratio of polarized as opposed to unpolarized light. A polarization state given in Stokes' parameters can be converted into the Pointcaré notation as follows:

$$
\begin{align*}
I & =s_{0}  \tag{3.4a}\\
p & =\frac{\sqrt{s_{1}^{2}+s_{2}^{2}+s_{3}^{2}}}{I}  \tag{3.4b}\\
2 \psi & =\arctan \frac{s_{2}}{s_{1}}  \tag{3.4c}\\
2 \chi & =\arctan \frac{s_{3}}{\sqrt{s_{1}^{2}+s_{2}^{2}}} \tag{3.4d}
\end{align*}
$$



Figure 3.5: Polarization ellipse: Any polarization state can be determined by an ellipse that is specified by the bounding box resulted from the amplitudes of the wave components ( $a_{1}$ and $a_{2}$ ) and its azimuth or tilt angle $(\psi)$. Alternatively, the ellipticity can be specified as the angle between the half-height and the half-width of the ellipse, conveniently determined in the tilted coordinate system of the ellipse $(\xi, \eta)$.


Figure 3.6: Pointcaré sphere: each point on the sphere corresponds to polarization state $P$. The radius of the sphere denotes the degree of polarization, that is, the ratio between polarized and unpolarized light. The points $s_{1}, s_{2}$ and $s_{3}$ define Stokes' parameters.

### 3.2.5 Abbe's Approach

The previous considerations lay the foundation for the simulation of aerial images, ${ }^{9}$ that is, the intensity distribution resulted at the pupil plane. In order to formulate an according algorithm, an adequate numerical representation of the former equations is required. In this section, the Abbe approach, which is the image formation method used in this work, and its extension to a fully vectorial imaging approach are presented. The following section introduces an alternative method-often called Hopkins' approach and traditionally used in OPC applications-and a comparison of both methods.

The Abbe approach makes use of the fact that illumination sources used in projection systems such as microscopy (and also lithography) can be said to consist of mutually incoherent source points (Abbe, 1873, Born and Wolf, 1999, chap. 8, p. 467). Mathematically this can be expressed as integration over the source (Wong, 2005, chap. 8, pp. 155-157). The arguments of the source integral are hence the coherent terms resulted from one source point and the field of the mask, imaged by the transmission function. In the scalar imaging case, this can be derived as follows.

Given the scalar imaging equation (3.2), the mutual intensity $\left(J_{C}\right)$ solely depends on the frequency $f, g$ and can hence be factored out, yielding,

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)=\iint_{-\infty}^{\infty} \mathcal{F}\left(J_{C}\right)(f, g)\left(\iiint_{-\infty}^{\infty}\right. & \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right) \mathcal{F}(O)^{*}\left(f^{\prime \prime}, g^{\prime \prime}\right) \\
& \mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(H)^{*}\left(f+f^{\prime \prime}, g+g^{\prime \prime}\right) \\
& \left.\exp \left(-i 2 \pi\left(\left(f^{\prime}-f^{\prime \prime}\right) x_{1}+\left(g^{\prime}-g^{\prime \prime}\right) y_{1}\right)\right) \mathrm{d} f^{\prime} \mathrm{d} g^{\prime} \mathrm{d} f^{\prime \prime} \mathrm{d} g^{\prime \prime}\right) \mathrm{d} f \mathrm{~d} g \tag{3.5}
\end{align*}
$$

The fourfold integral of (3.5) can now be separated into a double integral that depends only on $\left(f, g ; f^{\prime}, g^{\prime}\right)$ and one dependent only on $\left(f, g ; f^{\prime \prime}, g^{\prime \prime}\right)$,

$$
\begin{align*}
& I\left(x_{1}, y_{1}\right)=\iint_{-\infty}^{\infty} \mathcal{F}\left(J_{C}\right)(f, g)\left(\iint_{-\infty}^{\infty} \mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right)\right. \\
&\left.\exp \left(-i 2 \pi\left(f^{\prime} x_{1}+g^{\prime} y_{1}\right)\right) \mathrm{d} f^{\prime} \mathrm{d} g^{\prime}\right) \\
&\left(\iint_{-\infty}^{\infty} \mathcal{F}(H)^{*}\left(f+f^{\prime \prime}, g+g^{\prime \prime}\right) \mathcal{F}(O)^{*}\left(f^{\prime \prime}, g^{\prime \prime}\right)\right.  \tag{3.6}\\
&\left.\exp \left(i 2 \pi\left(f^{\prime \prime} x_{1}+g^{\prime \prime} y_{1}\right)\right) \mathrm{d} f^{\prime \prime} \mathrm{d} g^{\prime \prime}\right) \mathrm{d} f \mathrm{~d} g .
\end{align*}
$$

By setting

$$
A_{(f, g)}^{\prime}\left(f^{\prime}, g^{\prime}\right):=\mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right)
$$

and noting that the inner double integrals of (3.6) then constitute the Fourier transform (and the complex conjugate Fourier transform, respectively) of $A^{\prime}$, we obtain, ${ }^{10}$

$$
\begin{align*}
I\left(x_{1}, y_{1}\right) & =\iint_{-\infty}^{\infty} \mathcal{F}\left(J_{C}\right)(f, g) \mathcal{F}\left(A_{(f, g)}^{\prime}\right)\left(x_{1}, y_{1}\right) \mathcal{F}\left(A_{(f, g)}^{\prime}\right)^{*}\left(x_{1}, y_{1}\right) \mathrm{d} f \mathrm{~d} g \\
& =\iint_{-\infty}^{\infty} \mathcal{F}\left(J_{C}\right)(f, g)\left|\mathcal{F}\left(A_{(f, g)}^{\prime}\right)\left(x_{1}, y_{1}\right)\right|^{2} \mathrm{~d} f \mathrm{~d} g \tag{3.7}
\end{align*}
$$

Numerically (3.7) has to be solved for a discrete number of mutually independent source points. Regardless of the discretization technique, the source can hence be represented as a set of source points

[^23]$\left\{\left(f_{\sigma}, g_{\sigma} ; j_{\sigma}\right)\right\}$, where each source point defines a pair of spatial frequencies and its discrete magnitude. The total intensity in the image plane can then be written as,
\[

$$
\begin{equation*}
I\left(x_{1}, y_{1}\right)=\sum_{\sigma} j_{\sigma}\left|a_{\sigma}\left(x_{1}, y_{1}\right)\right|^{2} \tag{3.8}
\end{equation*}
$$

\]

where the amplitude of the coherent term, i.e., the object sprectrum and the transmission function, is given by:

$$
a_{\sigma}\left(x_{1}, y_{1}\right):=\mathcal{F}\left(A_{\left(f_{\sigma}, g_{\sigma}\right)}^{\prime}\right)\left(x_{1}, y_{1}\right)
$$

For clarity's sake, the Abbe approach - sometimes also referred to as source points integration methodis sketched here for the scalar imaging case. As shown earlier (see Section 3.2.2), it can be extended to vector imaging in a straightforward way. The frequency dependence of the amplitude of the coherent term then serves another purpose, additionally to the offset to be employed for the transmission function: it allows for the selection of an incidence-angle-specific object spectrum that has been evaluated, for example, through rigorous EMF simulation. This option provided by the Abbe approach constitutes a significant difference compared with the techniques presented later on. On the other hand, since the optical system consisting of the illuminator and the transmission function has to be re-evaluated even if only the object has changed, the computation time may, under certain conditions, be magnitudes larger than for alternative techniques. Particularly the computation time linearly depends on the number of source points used for the computation. The selection of the source sampling technique is thus a critical property that controls the trade-off between computation time and accuracy.

The impact of the polarization state of the illumination source can be decomposed into the $s$ (TE) and $p$ (TM) contributions. For that purpose all steps in the computation of the farfields are conducted separately for the individual polarization modes. In each step, the system is assumed to be fully TE or TM polarized, respectively. Of course, that also requires the input spectrum (or electro-magnetic field) to be given in a TE/TM component representation. The intensity in the image plane arising from the actual polarization setting of a single source point is then given as follows: While the individual ( $x, y$ and $z$ ) field components are incoherent, the amplitudes of the polarization components have to be superposed coherently. Moreover, the degree of polarization leads to two terms that have to be considered independently and combined into a weighted sum. Formally,

$$
\begin{align*}
I(x, y) & :=(1-d)\left(\sum_{\mathfrak{c} \in\{x, y, z\}} \frac{1}{2}\left|E_{\mathfrak{c}}^{s}(x, y) e^{i \delta}\right|^{2}+\frac{1}{2}\left|E_{\mathfrak{c}}^{p}(x, y)\right|^{2}\right) \\
& +\quad d\left(\sum_{\mathfrak{c} \in\{x, y, z\}}\left|E_{\mathfrak{c}}^{s}(x, y) e^{i \delta} \sin \psi+E_{\mathfrak{c}}^{p}(x, y) \cos \psi\right|^{2}\right) \tag{3.9}
\end{align*}
$$

where $d$ is the degree of polarization, $\delta$ is the polarization phase difference and $\psi$ is the polarization angle for a given source point. ${ }^{11}$ The superscripts $s$ and $p$ denote the respective polarization modes.

[^24]Equations (3.8) and (3.9), and the vector imaging considerations in Section 3.2.2 lead to the following Abbe imaging algorithm (Evanschitzky et al., 2009).

```
Algorithm 3.1: Schematic Abbe vector imaging approach.
    Data: \(\Sigma\); // set of source points
    Data: \(\left\{\mathcal{F}(\mathbf{O})_{\sigma}\right\} ; / /\) mask spectra, (single spectrum for Hopkins assumption)
    foreach source point \(\sigma \in \Sigma\) do
        \(\mathcal{F}(\mathbf{O})_{\sigma} \longleftarrow\) retrieve mask spectrum;
        foreach \(\mathbf{E}\left[f_{i}, g_{i}\right] \in \mathcal{F}(\mathbf{O})_{\sigma}\) do // e-field with \(x, y\) components for each polarization
        mode: \(\mathbf{E}[.,]=.\left[\mathbf{E}^{s}[.,],. \mathbf{E}^{p}[.,].\right] \in \mathbb{C}^{2 \times 2}\)
            if frequency \(f_{i}, g_{i}\) not collected by projector then
                continue;
            for \(\mathfrak{m} \in\{s, p\}\) do // for both polarization modes
                \(\mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \longleftarrow \mathbf{M}^{\prime-1} \mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] ; \quad / / \mathbf{M}^{\prime} \in \mathbb{R}^{2 \times 2}\) (mansuripur)
                if focus \(\neq 0\) selected then
                    \(\mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \longleftarrow \mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \phi ;\)
                // vectorial pupil aberrations (Jones matrix: \(\mathbf{J}[.,.] \in \mathbb{R}^{2 \times 2}\) )
                \(\mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \longleftarrow \mathbf{J}\left[f_{i}, g_{i}\right] \mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] ;\)
                // scalar pupil aberrations (e.g., Zernike \(\Phi[.,.] \in \mathbb{C}\) )
                \(\mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \longleftarrow \mathbf{E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] \Phi\left[f_{i}, g_{i}\right] ;\)
                \(/ /\) image plane spectrum ( \(x, y, z\) components) : \(\mathbf{E}^{\prime}[.,]=.\left[\mathbf{E}^{\prime s}[.,],. \mathbf{E}^{\prime p}[.,].\right] \in \mathbb{C}^{3 \times 2}\)
                \(\mathbf{E}^{\prime \mathfrak{m}}\left[f_{i}, g_{i}\right] \longleftarrow \mathbf{M E}^{\mathfrak{m}}\left[f_{i}, g_{i}\right] ; \quad / / \mathbf{M} \in \mathbb{R}^{3 \times 2}\) (mansuripur)
        // retrieve fields by performing Fast Fourier Transform (FFT) for each
            component for each polarization mode
        for \(\mathfrak{c} \in\{x, y, z\}\) do
            for \(\mathfrak{m} \in\{s, p\}\) do
                \(\hat{E}_{\mathrm{c}}^{\mathfrak{m}} \longleftarrow \mathrm{FFT}^{-1}\left(E_{\mathrm{c}}^{\prime \mathfrak{m}}\right) ;\)
        // superposition of individual polarization contributions and fields
            (amplitudes) [see (3.9)]
        \(I_{\sigma} \longleftarrow \bigoplus_{\mathfrak{c} \in\{x, y, z\}, \mathfrak{m} \in\{s, p\}} \hat{E}_{\mathfrak{c}}^{\mathfrak{m}}\)
    // incoherent sum over source points yields final image
\(17 I \longleftarrow \sum_{\sigma} I_{\sigma}^{\prime}\)
```

The first part of the input data in Algorithm 3.1 is the set of source points, obtained through an arbitrary sampling technique (e.g., a regular source grid). As before, each source point is defined by its spatial frequency, the intensity and phase, and the polarization state, for example, using Stokes' convention (see Section 3.2.4). The second input data set consists of the discrete photomask field in the spatial frequency domain. If the spectrum is assumed to be independent ${ }^{12}$ of the incidence angle of the light (Hopkins' assumption), a single spectrum, evaluated at the normal incidence, is provided. The Kirchhoff (thin-mask) approach implies this assumption. If spectra for multiple incidences are available - typically through rigorous EMF computations (see Section 3.1) - they are provided, for example, in form of a look-up table. Spectra for missing inclination angles can be complemented by inter- or extrapolation. In Algorithm 3.1, the spectrum corresponding to a source point $\sigma$ is denoted by $\mathcal{F}(\mathbf{O})_{\sigma}$.

The algorithm can be briefly characterized as follows:
(1) The outer loop (l. 1) iterates over the source points. The result of each step is a source-point-induced intensity field. The sum of all fields constitutes the total intensity distribution.
(2) Within a second inner loop (l. 3), the spatial object frequencies are propagated through the projection system. The $s$ and $p$ polarization modes are treated independently (here indicated as another

[^25]loop [1.6]). As a first step, the field components are converted from the angle of incidence to the normal incidence direction within the projection system, using the Mansuripur formalism. The actual pupil functions including de-focus, and scalar and vectorial aberrations are then applied. The field components are updated according to the propagation direction resulted from the light emerging from the exit pupil.
(3) The so obtained spectra are back-transformed into the spatial domain (l. 13), and the resulted fields are superposed [see (3.9)] to yield the source-point-induced intensity distribution (l. 15).
The Abbe approach does not depend on a specific representation (e.g., discretization) of the source, the pupil or the image plane. Common implementations employ rectangular grids on all three components. This is especially convenient if user data such as measured sources or pupils are considered. In addition it allows the accuracy to be adjusted a priori. Recently, we have proposed an alternative sampling technique, allowing for arbitrarily positioned source points and using a continuous projector coordinate system (Evanschitzky et al., 2009). We have demonstrated that with this technique, even with a relatively sparse sampling density a high accuracy can be maintained.

Another variant in which the pupil function is decomposed into kernels-each of which corresponds to one source point-was recently presented (Yamazoe, 2008; Chen et al., 2008; Lian and Zhou, 2009). ${ }^{13}$ Because the employed eigen-decomposition (using a singular value decomposition (SVD)) is performed on a matrix, this approach depends on a rectangular grid representation of the pupil. Moreover, the same number of Fourier transforms, which account for the major fraction of the total computation time, as in a conventional implementation is required. The approach still presents a number of advantages over conventional Abbe or Hopkins approaches:

- Once precomputed, the eigenfunctions present a numerically efficient alternative to the conventional computation of the pupil function: It is reduced to a plain multiplication of the object spectrum and the kernels. Moreover, the kernels can be re-used if illumination and projector conditions stay constant.
- In the example presented by Yamazoe (2008), eigenvalues rapidly decrease for high-order eigenfunctions. This property makes this formulation eligible for truncation. That is, omitting highorder eigenfunctions, and thus reducing the number of time-expensive Fourier transforms, leads to only a marginal loss of accuracy.
- In contrast to the sum of coherent systems (SOCS) approach (see next section), incident-angledependent mask spectra can be taken into account in a straight-forward manner. However, modifications of the mask also require the Fourier transforms to be recomputed.


### 3.2.6 Hopkins' Approach

An alternative reformulation of the partially coherent imaging equation (3.2) is proposed by Hopkins (1953). The main difference lies in an interchange of the order of integration, whose purpose is a separation of the influence of the object - the photomask, in the lithography case - and the imaging system including the pupil function and the illumination. The latter is often referred to as transmission cross-coefficient (TCC); it can be considered as a weight factor of the interaction between the two object frequencies $\left(f^{\prime}, g^{\prime}\right)$ and $\left(f^{\prime \prime}, g^{\prime \prime}\right)$. The Hopkins formulation can be stated as follows: ${ }^{14}$

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)=\iiint \int_{-\infty}^{\infty} & \mathcal{T}\left(\left(f^{\prime}, g^{\prime}\right),\left(f^{\prime \prime}, g^{\prime \prime}\right)\right) \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right) \mathcal{F}(O)^{*}\left(f^{\prime \prime}, g^{\prime \prime}\right)  \tag{3.10}\\
& \exp \left(-i 2 \pi\left(\left(f^{\prime}-f^{\prime \prime}\right) x_{1}+\left(g^{\prime}-g^{\prime \prime}\right) y_{1}\right)\right) \mathrm{d} f^{\prime} \mathrm{d} g^{\prime} \mathrm{d} f^{\prime \prime} \mathrm{d} g^{\prime \prime},
\end{align*}
$$

where $\mathcal{T}$ is the TCC given by:

$$
\begin{equation*}
\mathcal{T}\left(\left(f^{\prime}, g^{\prime}\right),\left(f^{\prime \prime}, g^{\prime \prime}\right)\right):=\iint_{-\infty}^{\infty} \mathcal{F}(J)(f, g) \mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(H)^{*}\left(f+f^{\prime \prime}, g+g^{\prime \prime}\right) \mathrm{d} f \mathrm{~d} g \tag{3.11}
\end{equation*}
$$

[^26]The TCC can also be thought of as four-dimensional linear filter resembling the response function (C.2) in the coherent imaging case (Wong, 2005, chap. 4, p. 70). Figure 3.7 illustrates this property: Each object point is band-limited by the pupil function. This is represented by the circles plotted around the spatial frequency points $\left(f^{\prime}, g^{\prime}\right)$ and $\left(f^{\prime \prime}, g^{\prime \prime}\right)$-assuming a circular aperture. An interaction of these points occurs only if they have a common (overlapping) frequency domain. Moreover, only where the support of the Köhler illumination, that is, the mutual intensity distribution $(\mathcal{F}(J))$ coincides with this overlap, the TCC is non-zero. In other words, the intersection of the frequency domain of the two points and the illumination support form the integration domain of the transmission cross-coefficient.


Figure 3.7: Transmission cross-coefficient. The support of the TCC is given by the intersection of the effective source ( $J_{C}$ ) and the frequency domain of the two object points under consideration $\left[\left(f^{\prime}, g^{\prime}\right)\right.$ and $\left.\left(f^{\prime \prime}, g^{\prime \prime}\right)\right]$. The frequency domain of the points is band-limited by the pupil, indicated by circles centered on the points.

For numerical convenience, the Hopkins formulation is often stated in terms of the spatial spectrum of the intensity in the image plane:

$$
\begin{align*}
& \mathcal{F}(I)(f, g)=\iint_{-\infty}^{\infty} \mathcal{T}\left(\left(f^{\prime}+f, g^{\prime}+g\right),\left(f^{\prime}, g^{\prime}\right)\right)  \tag{3.12}\\
& \mathcal{F}(O)\left(f^{\prime}+f, g^{\prime}+g\right) \mathcal{F}(O)^{*}\left(f^{\prime}, g^{\prime}\right) \mathrm{d} f^{\prime} \mathrm{d} g^{\prime}
\end{align*}
$$

The right-hand side of (3.12) exhibits a double integral as opposed to the quadruple one of (3.10) and thus drastically decreases the computational effort. On a discrete domain, the intensity spectrum $\mathcal{F}(I)$ can be efficiently transformed back into intensity values by means of a fast Fourier transform (FFT).

The TCC formulation allows for a feasible and effective way to analyze the imaging modulation of a partially coherent system and thus, for example, facilitates the selection of ideal filling factors for a given mask feature set (cf. Section 2.2.6). Besides, the separation of the object and the illumination/imaging system can be utilized to precompute and store TCCs and thus to further increase the computational efficiency of image calculations.

When applied for the design of circuits and photomasks, image computations have to be carried out on large (mask) areas. Computational efficiency plays hence a paramount role. For example, the comprehensive introduction of OPC software can be associated with the development of accelerated image models through approximations of the Hopkins formulation. Similarly to the Abbe approach, the partially coherent problem is decomposed into an incoherent sum of coherent images. In contrast to Abbe's method, however, the decomposition is not performed with respect to the source, but instead the Hopkins equation (3.10) is decomposed into a series of coherent kernels. A so-constructed infinite sum can in fact be shown to yield the same final image as the original Hopkins approach (Saleh and Rabbani, 1982). A finite, truncated sum can consequently be said to be an approximation whose error is to be minimized. A coherent decomposition based on an eigendecomposition was first proposed by
(Gamo, 1963) and later applied to lithographic imaging models by Pati and Kailath (1994). While the former authors' technique is based on the spatial-domain formulation shown in Equation (3.1), Cobb (1998, pp. 51-60) provides a derivation based on Hopkins' TCC formalism, ${ }^{15}$ making it amenable to traditional lithography simulation approaches. It can be summarized as follows: Let the image plane, the illuminator and the pupil function be represented by a discretization. The TCCs have a finite support, whose boundary can be given in terms of a maximum frequency (cf. Figure 3.7). Then the TCCs can be represented as Hermitian matrices. ${ }^{16}$ There exists an eigendecomposition-which can be numerical-efficiently conducted using an SVD-such that the TCC spectrum matrix can be written as:

$$
\begin{equation*}
\mathcal{F}(\mathbf{T})\left[\left(k_{f}, k_{g}\right),\left(l_{f}, l_{g}\right)\right]=\sum_{m} \lambda_{m} \mathbf{x}_{m}\left[k_{f}, k_{g}\right] \mathbf{x}_{m}^{*}\left[l_{f}, l_{g}\right], \tag{3.13}
\end{equation*}
$$

where $\mathbf{x}_{m}$ are the eigenvectors and $\lambda_{m}$ are the eigenvalues of the TCC spectrum matrix. The indices $(k, l)$ of the matrix $\mathcal{F}(\mathbf{T})$ correspond to discrete frequencies. The eigenvectors represent the coherent kernels of the system, the eigenvalues their weight. This becomes apparent when substituting the TCCs in the discrete version of the frequency form of Hopkins' approach [cf. (3.12)]:

$$
\begin{aligned}
\mathcal{F}(\mathbf{I})\left[k_{f}, k_{g}\right]=\sum_{l_{f}} \sum_{l_{g}} \sum_{m} \lambda_{m} \mathbf{x}_{m}\left[k_{f}+l_{f}, k_{g}+l_{g}\right] \mathbf{x}_{m}^{*}\left[l_{f}, l_{g}\right] \\
\mathcal{F}(\mathbf{O})\left[k_{f}+l_{f}, k_{g}+l_{g}\right] \mathcal{F}(\mathbf{O})^{*}\left[l_{f}, l_{g}\right] .
\end{aligned}
$$

This equation can be re-ordered such that the sum over $m$ becomes the outer summation (Cobb, 1998, pp. 54-55). Afterward the term of the then inner sums over frequencies is restated as a discrete convolution. By Fourier-back-transforming we then obtain the SOCS formula:

$$
\begin{equation*}
I\left[l_{x}, l_{y}\right]=\sum_{m} \lambda_{m}\left|\left(\mathcal{F}^{-1}\left(\mathbf{x}_{m}\right) * \mathbf{O}\right)\left[l_{x}, l_{y}\right]\right|^{2} \tag{3.14}
\end{equation*}
$$

Additionally both Pati et al. (1997) and Cobb (1998) propose to decompose the photomask into building blocks, i.e., basis functions that can be linearly combined into the mask pattern. Due to the translationinvariance and the linearity of convolution, each convolution term of (3.14) can be given as a linear combination of convolutions of the respective kernel and the mask basis functions. Furthermore, these individual convolutions can be precomputed and stored, commuting the intensity computation to a look-up/sum routine. This procedure also allows to locally update the image and hence to efficiently account for localized modifications of the mask that are, for example, due to OPC operations.

The decoupling of the illumination and projection system from the mask function that renders the Hopkins approach well suited for numerically efficient image computations necessarily constitutes a significant simplification: The field of the mask is assumed to be independent of the incident angle. For moderate NAs and feature pitches, especially when using a Kirchhoff mask model, only a marginal error results (Pistor et al., 2000b). However, state-of-the-art immersion lithography and mask types such as phase-shifting masks lead to a pronounced inclination-dependence (Erdmann et al., 2006a). As was shown previously (Section 3.2.5), the Abbe approach-also used in this work-presents a qualified method to include source-point-specific mask functions. Nonetheless, computation times requirements of (full-chip) OPC applications typically inhibit an exact treatment as provided by Abbe's method. Instead two type of approximations can be utilized:
(1) EMF and incident-angle-specific correction terms are included into the Hopkins approach, which is then regarded as a compact model (cf., e.g., Liu et al., 2007). The correction terms have to be determined empirically, for example, through experiments or rigorous simulations.
(2) As an alternative, a hybrid Abbe/Hopkins approach can be applied. Recently Adam et al. (2009) have proposed a method in which the illumination source is partitioned. For each partition, the mask spectrum is evaluated individually, for example, using a rigorous EMF solution. The intensity

[^27]contribution of a single partition is then computed using Hopkins' approach. Similarly to the Abbe method, the total intensity is obtained as an incoherent sum of the contributions of the individual partitions. The main assumption of this routine is that the EMF is approximately constant under small incident angle changes.
Although the focus of this work is on the improvement of lithographic process conditions and thus on small-area simulations that were conducted using Abbe's method, an application of the proposed optimization strategies to larger areas and using Hopkins' or a hybrid method will be discussed in the conclusions (Chapter 9).

### 3.3 Wafer Stack Light Propagation

The wafer stack consists of multiple layers. In addition to the photoresist, often anti-reflective coatings either below [bottom anti-reflective coating (BARC)] or, on top of the resist [top anti-reflective coating (TARC)] are used. While the former is mainly aimed at minimizing standing wave pattern that are due to self-interference with the back-reflected light, the latter is applied in order to reduce the impact of the resist thickness on the line width (often termed swing-curves). ${ }^{17}$ Therefore to compute the intensity distribution in the resist, the light propagation in all layers of the wafer stack has to be taken into account.

In the scope of non-planar wafer topographies, for example, for pattern doubling applications, a rigorous EMF computation has to be carried out. For each source point, the respective coupling spectrum has to be evaluated using a vectorial image computation. These spectra (or fields) are then supplied to the EMF solver [e.g., the waveguide method (or FDTD, respectively)], which in addition is provided with a representation of the wafer topography (e.g., see Shao et al., 2009).

For planar wafer topographies, less numerically complex approaches such as the scaled defocus method are applicable. There the focal plane is shifted according to the vertical position in the resist and the refractive indices of the stratified medium. Reflection is disjointly treated in the same manner (Bernard, 1988). Erdmann et al. (2006a) proposes a more rigorous approach using a beam propagation method, which is based on a finite-difference solution of the Helmholtz equation (A.15). Due to its formulation of boundary conditions, this approach can handle only small lateral variations of the material properties and offers thus a rather limited applicability to non-planar topography cases. Moreover, its time-complexity is only marginally lower compared to fully rigorous approaches using the waveguide method or FDTD.

In contrast, the transfer matrix method (TMM) is a numerically efficient formalism for the computation of the transmittance and reflectance in stratified media. ${ }^{18}$ It is an extension of Fresnel's equations. Contrariwise, it can also be considered a special case of RCWA approaches like the waveguide method: Each individual layer is assumed to be homogeneous in all directions. Thus in contrast to a general RCWA scenario, only the zeroth mode has to be evaluated, yielding a two-dimensional problem. In addition, the coupling of layers is significantly less numerically complex.

In order to apply the TMM to evaluate the intensity distribution in the resist, the wafer stack is represented by a stratified medium, consisting of homogeneous layers such as the incidence medium (i.e., air or water), the resist layer, an anti-reflection layer and a substrate, as shown in Figure 3.8.

Given the transmission coefficients for the entire stack $(t)$ and for the sub-stack $\left(t^{\prime}\right)$, the transmitted amplitude of the stack $\left(E_{t}\right)$ can be expressed both in terms of the incident wave in the zeroth layer $\left(E_{i}\right)$ and in the resist layer $\left(E_{i}^{k}\right)$ :

$$
E_{t}=E_{i} t=E_{i}^{k} t^{\prime}
$$

Thus

$$
E_{i}^{k}=\frac{t}{t^{\prime}} E_{i}
$$

[^28]

Figure 3.8: Wafer stack schematic: The goal is to find the electric field at any $z$ position in the photoresist. The transmittance of both the entire stack $(t)$ and the substack below the resist ( $t^{\prime}$ ) are given by the TMM. Furthermore, the reflectance of the sub-stack ( $r^{\prime}$ ) and the electric field incident on the stack are known $\left(E_{i}\right)$. This allows to determine both the incident field ( $E_{i}^{k}$ ) and the reflected field $\left(E_{r}^{k}\right)$ in the resist layer, which in turn can be used to evaluate the field at any $z$ position in the resist, as explained in the text.

For the reflected field $\left(E_{r}^{k}\right)$, we then have

$$
E_{r}^{k}=E_{i}^{k} r^{\prime}=\frac{t}{t^{\prime}} E_{i} r^{\prime}
$$

Let

$$
k_{0} h_{k, z}:=k_{0} n_{k} z \cos \theta_{k}
$$

be the phase shift, similar to (D.5), where $z$ is the relative position in the resist. The electric field in the resist can then be reformulated in terms of the wave functions:

$$
\begin{equation*}
E^{k}(z)=\frac{t}{t^{\prime}} E_{i} e^{-i k_{0} h_{k, z}}+\frac{t}{t^{\prime}} E_{i} r^{\prime} e^{i k_{0} h_{k, z}} \tag{3.15}
\end{equation*}
$$

In the TE case, ${ }^{19}$ only the $x$ and $y$ components of the electric field are modified through the stratified medium; $z$ contributions will only arise from the TM state. To conveniently integrate the intensity computation of the resist into the image formation formalism, Yeung et al. (1993) and Flagello (1993) propose a matrix notations that allows for a composition of the resist intensity distribution and the polarization correction from the exit pupil to the image plane (as explained in Section 3.2.2). The resulting flow can be schematically summarized as in Algorithm 3.2.

```
Algorithm 3.2: Resist image computation.
    set number of \(z\) layers in resist;
    foreach source point do
        foreach spatial frequency pair \(\left(f_{x}, f_{y}\right)\) do
            determine incidence angle on stratified medium;
            retrieve far-spectrum from imaging algorithm;
            evaluate transmittance and reflectivity using TMM;
            foreach \(z\) layer do
                retrieve \(E_{x}\) and \(E_{y}\) contribution arising from TE mode (3.15);
                    retrieve \(E_{x}, E_{y}\) and \(E_{z}\) contribution arising from TM mode;
                    perform polarization correction (exit pupil to image plane);
        foreach \(z\) layer do
            transform spectrum to field;
    foreach \(z\) layer do
        superpose fields;
```

During exposure, the resist properties undergo a modification known as bleaching. Although for thin resist types and especially CARs that are typically applied in state-of-the-art projection lithography, accounting for bleaching within the exposure kinetics models is often considered to be sufficient, a rigorous treatment, and an according intensity distribution correction has also been proposed (Yeung, 1985; Bernard, 1988; Erdmann et al., 2001).

### 3.4 Resist Modeling

Besides the optical system and its components, the photo-chemical reactions that the photoresist undergoes in each process step are a major domain of computational lithography. Due to the relative high numerical effort required for a rigorous simulation of the chemical resist properties, most resolution enhancement optimization routines employ only simplified models. In this work as well, a simple threshold model instead of a resist simulation is applied. In order to illustrate the relation between the simplification and the full simulation, and for the sake of completeness, the main considerations of resist modeling are briefly summarized.

[^29]
### 3.4.1 Pre-bake

Evaporation and diffusion kinetics during the pre-bake step can be given as follows:

$$
\frac{\partial M(z)}{\partial t}=-k M+\nabla\left(D_{M} \nabla M\right)
$$

where $M$ is the solvent concentration, $k$ is the evaporation rate constant, $D_{M}$ is the solvent diffusion coefficient. While by neglecting diffusion or assuming Fickian diffusion an analytic solution can be given (Mack, 1998), non-Fickian diffusion requires the application of numerical (most prominently, finite-difference) approaches (Byers et al., 2003).

### 3.4.2 Exposure Kinetics

A common model for the description of the exposure kinetics was introduced by Dill et al. (1975) and is hence often referred to as Dill's model. Its derivation can be briefly summarized as follows. According to Lambert's phenomenological law, the (time-dependent) intensity distribution in an absorbing medium is given by

$$
\begin{equation*}
\frac{\partial I(z ; t)}{\partial z}=-\alpha(z ; t) I(z ; t) \tag{3.16}
\end{equation*}
$$

where $I(z ; t)$ is the time-dependent intensity at a given position $z$, and $\alpha$ is the time- and positiondependent absorption coefficient. Beer's law states that for dissolute solutions (absorbing species in a non-absorbing fluid), the intensity in the resist is proportionate to the concentrations $C_{i}$ of the absorbing species, whose absorption coefficients are denoted by $a_{i}$ :

$$
\begin{equation*}
\alpha(z ; t)=\sum_{i} a_{i} C_{i}(z ; t) \tag{3.17}
\end{equation*}
$$

The typical photoresist species are given as follows: ${ }^{20}$
(1) M: photo-active compound (PAC), which in the case of CARs is a PAG. $M_{0}$ is the initial concentration prior to exposure.
(2) $P$ : exposure products due to reaction: $M \xrightarrow{\mathrm{UV}} P: P=M_{0}-M$.
(3) $S$ : solvent(s).
(4) R: resin.

Yielding the combined absorption coefficient

$$
\begin{equation*}
\alpha=\sum_{\mathfrak{S} \in\{M, P, S, R\}} a_{\mathfrak{S}} \mathfrak{S} . \tag{3.18}
\end{equation*}
$$

In order to separate (3.18) into a bleachable component $(A)$ and a non-bleachable one $(B)$, Dill proposes the following reformulation:

$$
\begin{equation*}
\alpha=A m+B \tag{3.19}
\end{equation*}
$$

where

$$
\begin{aligned}
A & :=\left(a_{M}-a_{p}\right) M_{0} \\
B & :=a_{P} M_{0} a_{R} R+a_{S} S \\
m & :=M / M_{0}
\end{aligned}
$$

> bleachable Dill $A$ parameter
> non-bleachable Dill $B$ parameter
> relative PAC concentration.

In addition to numerical resist modeling, the Dill parameters play a central role for the determination of resist properties as they allow for a simple measurement set-up in that only the fully exposed and the unexposed resist absorption coefficients need to be found. The third and last Dill parameter $(C)$ is given by the rate equation:

$$
\begin{equation*}
\frac{\partial m}{\partial t}=-C I m \tag{3.20}
\end{equation*}
$$

where $m$ is defined as before and $I$ is the absorbed intensity. This is to say that the PAC dissolution rate is related to the absorbed intensity and time-dependent availability of PAC (Kirchauer, 1998).

[^30]
### 3.4.3 Delay

The time that elapses between exposure and subsequent process steps, specifically post-exposure bake, is often referred to as delay time. During this inevitable delay, CARs are known to suffer from a premature acid loss, for example, as a result of evaporation on the resist surface and, more importantly, through neutralization of the acid and base contaminants. While typical models ignore the former effect, the latter, the acid/base neutralization, can be accounted for by approximating the alkaline contamination concentration as follows (Mack, 1998, 2007):

$$
\begin{equation*}
B(z, t)=B_{0} \operatorname{erfc}\left(\frac{z}{\sqrt{2} \sigma}\right) \tag{3.21}
\end{equation*}
$$

where $\sigma$ is the diffusion length (assuming constant diffusivity), $z$ is the depth coordinate and $B_{0}$ is the base concentration on top of the resist. It is assumed to be constant. The complementary Gaussian error function (erfc) is defined as:

$$
\operatorname{erfc}: x \mapsto 1-\operatorname{erf}(x)=\frac{2}{\sqrt{\pi}} \int_{x}^{\infty} e^{-t^{2}} d t
$$

Under the presumption that the entire base reacts with the typically strong acid, the acid concentration directly before the post-exposure bake step $\left(A^{\prime}\right)$ can be approximated by:

$$
A^{\prime}=A-B,
$$

where $A$ is the acid concentration directly after exposure and $B$ is the base concentration as in (3.21). A detailed derivation of diffusive acid loss both during the delay time and in the subsequent post-exposure step is also presented by Weiß et al. (1995).

### 3.4.4 Post-Exposure Bake (PEB)

When applied to CARs, the post-exposure bake induces the deprotection of polymers, catalyzed through the acid generated during exposure. In addition, diffusion has to be taken into account and coupled with the deblocking reaction.

In summary, the following processes have to be modeled (cf. Schnattinger, 2007, pp. 42-44, and Erdmann, 2010): ${ }^{21}$
(1) Acid/base neutralization: $A+B \longrightarrow X_{A B}$,
(2) Acid-catalyzed deprotection: $A+M \xrightarrow{\Delta T} X_{M}$,
(3) Non-catalyzed deprotection: $M \xrightarrow{\Delta T} X_{M}$,
(4) Acid decomposition: $A \xrightarrow{\Delta T} X_{A}$,
(5) Base decomposition: $B \xrightarrow{\Delta T} X_{B}$,
(6) Acid diffusion,
(7) Base diffusion,
(8) Indiffusion of alien species, and
(9) Outdiffusion of species,
where $A$ and $B$ are the base concentrations, respectively, $M$ is the concentration of the protected polymer sites, and $X_{\mathfrak{S}}(\mathfrak{S} \in\{A, B, A B, M\}$ denotes the respective reaction product. Thermally-induced reactions are denoted by $\xrightarrow{\Delta T}$.

Several authors proposed compact formalisms for the coupled reaction and kinetic processes above (see, for example, Capodieci et al., 1995; Henke and Torkler, 1999), featuring concentration-dependent diffusion terms. In addition to standard Fickian diffusion, they allow thus for other diffusion models

[^31]including linear and exponential diffusion. The following highly flexlible partial differential equations (PDEs) formalism was proposed by Henke and Torkler (1999):
\[

$$
\begin{align*}
\frac{\partial M}{\partial t} & =-k_{1} M^{p} A^{q}-k_{2} M  \tag{3.22a}\\
\frac{\partial A}{\partial t} & =-k_{3} A^{r}+\nabla\left(D_{A} \nabla A\right)-k_{4} A B  \tag{3.22b}\\
\frac{\partial B}{\partial t} & =-k_{4} A B+\nabla\left(D_{B} \nabla B\right)-k_{5} B \tag{3.22c}
\end{align*}
$$
\]

where $D_{A}$ and $D_{B}$ denote the diffusion coefficients of acid and base, respectively. The constant rate factors are given by $k_{i}$, and the species concentrations notation is as before. Equation (3.22a) represents the deprotection reaction. The parameter $k_{1}$ denotes the constant deprotection rate; $k_{2}$ is the constant rate of additional thermally induced deprotection, which is not fully avertable. Parameters $p$ and $q$ specify the reaction order of the respective species. The acid loss is given by $(3.22 \mathrm{~b}) ; r$ is the reaction order and $k_{3}$ is the constant acid loss rate. As Henke remarks, the base-acid neutralization described in (3.22c) could also be included in the acid loss term (3.22b). It is introduced, however, to account for a potential non-stability of the base concentration profile over time. Again $k_{4}$ is the constant rate factor, this time for the base-acid neutralization. The rate for the base loss is denoted by $k_{5}$. This model can be further generalized to include diffusion terms that may depend on combinations of concentrations of several species (Matiut et al., 2003).

The coupled PDEs (3.22a)-(3.22a), with the initial condition being the acid concentration after exposure, can be numerically solved using a finite-difference technique. Different boundary conditions can be applied, for example, using periodic boundary conditions (examples of numerical schemes are given by Li, 2001; Fuhrmann et al., 2010).

### 3.4.5 Develop

In order to obtain the final resist profile, the topography change due to the development has to be computed and represented appropriately. For that purpose, the development rate is evaluated that is then used in a geometric representation of the resist.

All models employed to compute the rate of coupled reaction and diffusion processes of lithographic processes are of semi-empirical nature. ${ }^{22}$ They depend on a number of parameters, either physical or non-physical, that need to be determined externally, i.e., through experimental measurements. An entirely empirical model was proposed by Dill et al. (1975). Their model depends on three (non-physical) parameters that are determined through a fit with experimental data. Kim et al. (1984) developed a similar approach in which the dependence to fit parameters is attenuated by introducing two measurable parameters (the rates in the unexposed and in the fully exposed resist case). In that model, another effect, known as surface inhibition, is also accounted for: In the vicinity of the resist surface, there is a significant decline of the dissolution rate. The exact reason for this phenomenon is still subject to research Burns et al. (2001). In contrast to Kim et al., who describe surface inhibition as a $z$-dependent (exponential) factor of the development rate, Weiß et al. (1995) proposes the concept of an effective acid concentration. There the $z$-dependent function is a factor of the acid rather than the development rate. The actual development rate in the Weiß model is then a function of the effective acid concentration and measured parameters obtained with a development rate monitor (DRM).
Earlier Mack (1987) developed a slightly different development rate formulation, today known as the Mack model. It is based on the following mechanisms:
(1) Diffusion of the developer to the resist surface. The rate $\left(r_{D}\right)$ is given by:

$$
\begin{equation*}
r_{D}=k_{D}\left(D-D_{s}\right) \tag{3.23}
\end{equation*}
$$

where $D$ is the developer concentration in the resist bulk, $D_{S}$ is the same concentration at the surface of the resist and $k_{D}$ is the rate constant.

[^32](2) The reaction of the developer with the resist. If $P$, as before, is the concentration of deprotected inhibitors, $n$ is the number of inhibitor sites that protect the resin polymer from dissolution, and $k_{R}$ is the rate constant, the reaction rate $r_{R}$ can be described by:
\[

$$
\begin{equation*}
r_{R}=k_{R} D_{S} P^{n} \tag{3.24}
\end{equation*}
$$

\]

(3) Diffusion of the dissolved resist back into the solution. This process is assumed to be approximately instantaneous; thus no rate function is employed.
In addition to these considerations, Mack argues that since the reactions, (3.23) and (3.24), take place serially, they result in a steady state, i.e., $r_{R}=r_{D}=: r$. By equating the former formulae, one can solve for $D_{S}$, yielding the following original Mack model:

$$
\begin{equation*}
r=r_{\max } \frac{(a+1)(1-m)^{n}}{a+(1-m)^{n}}+r_{\min } \tag{3.25}
\end{equation*}
$$

Here $m$ is defined as the relative inhibitor concentration [see (3.19)], and the parameter $a$ is set to be constant with:

$$
a:=\frac{M_{0}^{n} k_{D}}{k_{R}}
$$

The value of the maximum rate $r_{\text {max }}$ is given by:

$$
r_{\max }=\frac{D k_{D}}{a+1}
$$

Finally the parameter $r_{\text {min }}$ is the dissolution rate of unexposed resist, which has been experimentally shown to be unequal to zero.

Several extensions for the specifics of CARs, to account for high resolution resists and to fit to facilitate calibrations to experimentally obtained data were proposed, leading to an enhanced Mack model (Mack, 1992), the notch model (Mack and Arthur, 1999) and an enhanced notch model (Robertson et al., 2001).

With the local development rates, obtained from any of the above models, the resist profile can be evaluated. Due to their numerical stability, two methods are predominantly used in state-of-the-art lithography simulators:
(1) The cell removal (Henke et al., 1991; Hirai et al., 1991) method can be regarded as a cellular automaton. The resist layer is represented by a three-dimensional equidistant cubic grid, in which each cell is characterized by its rate, depending on the previous process steps (specifically exposure and post-exposure bake) and the corresponding local development rate. In addition, each cell is assigned a counter to with an initial value of $v$, representing its volume. Cells with a volume of zero are treated as dissolved. ${ }^{23}$ The total develop time is partitioned into discrete time intervals. With each time step, all cell counters are modified simultaneously, using the following update scheme: If a cell that represents an exposed portion of the resist has neighbors representing developer, its counter is decremented according to its local dissolution rate and the number of adjacent developer cells (and, of course, the duration of the time interval). As a result, the final resist profile is given after the last time step by the non-dissolved cells.
(2) The level set method (Osher and Sethian, 1988) takes a significantly different approach, using an implicit representation of the advancement of fronts - or similarly, the regression of resist due to dissolution (Sethian and Adalsteinsson, 1997). Given a family of simple closed curves $\gamma(t)$ in $\mathbb{R}^{n}$, where $t$ is the time at which the curve is to be considered. Additionally, a function $v$, yielding the velocity in the normal direction of each point on $\gamma$, is to be defined. This function may depend on local, global and independent properties such as development rates. The level set function is then

[^33]a function that relates all points of interest $\mathbf{x}$ to its distance $d$ to the curve (or more precisely, a hypersurface) at a given time:
\[

$$
\begin{align*}
& \phi:\left(\mathbb{R}^{n} ; t\right) \rightarrow \mathbb{R} \\
& \phi(\mathbf{x} ; t)= \begin{cases}+d & \text { if } \mathbf{x} \text { is inside of } \gamma(t) \\
0 & \text { if } \mathbf{x} \text { is on } \gamma(t) \text { (the zero level) } \\
-d & \text { if } \mathbf{x} \text { is outside the } \gamma(t)\end{cases} \tag{3.26}
\end{align*}
$$
\]

The initial condition is given by laying down the level set function at $t=0$, for which the initial front, for example given by deprotected polymer sites, is known. With this initial condition, the velocity function $v$ and the time derivative

$$
\begin{equation*}
\frac{\partial \phi}{\partial t} v|\nabla \phi|=0 \tag{3.27}
\end{equation*}
$$

we obtain a (Hamilton-Jacobi) differential equation of dimension one higher than the original problem. For practical reasons, curves and level set functions are commonly defined on a discrete grid. This approach also allows for the application of numerical approximations such as finite differences. In the lithography development case, resist is dissolved; thus the front only moves in the negative direction. This property leads to significant speed-up as it allows for a formulation using a stationary-time eikonal equation and is solvable with an algorithm called fast marching method (Sethian, 1996).
As indicated, both methods are typically carried out on a Cartesian grid. In order to use the obtained topological data from either method, a geometrical post-process step is often required. The so obtained profile can be used to conduct metrology operations similar to the aerial image evaluation described before, but under the influence of the photochemical resist kinetics. In addition, measurements of threedimensional properties such as side-wall angles or fluctuations such as linewidth roughness (LWR)global variations of the CD - and line-edge roughness (LER) - local, often high frequency, variation at one edge - can be performed. ${ }^{24}$

For a more rigorous treatment of LER and LWR and especially to account for the stochastic nature of reaction and diffusion processes, mesoscopic resist models have been proposed (Mülders et al., 2005; Schnattinger, 2007; Biafore et al., 2009). There, concentrations and rates of the continuous formulations have to be represented as probability chains. Stochastic resist models are especially useful to study the electron trajectories observed in NGL options (see, for example, Kotera et al., 2008).

Both continuous and stochastic resist models depend on a multitude of physical and mathematical parameters that need to be adapted in order to closely resemble real conditions. While some of these parameters can be measured, others can only be determined through calibrations. For example, a calibration technique based on evolutionary algorithms has been proposed elsewhere (Tollkühn et al., 2003). Rigorous resist models are numerically expensive and hence time-consuming. As an alternative, non-physical, simplified models are often applied whenever fast computations are a concern, such as in OPC or source/mask optimization. Especially in light of the calibration efforts required to fit parameters of "physical" models to real-world situations and the resulted uncertainties, well-calibrated simplistic models are not less predictive per se. Of course, care has to be taken as to their scope of validity. Examples of simplified resist models include a lumped resist model (Mack, 1994) - a three-dimensional extension was later proposed by Byers et al. (2002), who later added a CAR model (Byers et al., 2004) , the diffused aerial image model [DAIM] (Ahn et al., 1998) and the acid dose diffusion threshold model [ADDIT] (Van Steenwinckel and Lammers, 2003). ${ }^{25}$

As we shall see in Section 7.2.2, in this work, a further simplification, an aerial-image-based threshold model, is employed. This technique is often applied to save additional computation time and for non-resist-specific OPC or optimization approaches (cf., e.g., Cobb, 1998). An extensive study comparing the errors of different threshold-based models was conducted by Fuard et al. (2002).

[^34]
## 4 Genetic Algorithms

An optimization goal aiming at improving the lithographic process can be considered to be fairly general and hence arbitrary. In fact, such an abstract problem definition opens up a vast field of diverse subproblems all of which may exhibit entirely different properties. But even without considering a specific problem, the previous chapters already suggest that any task in this setting will involve a multitude of physical and chemical aspects, leading to a large number of both optimization variables and criteria with nonlinear interrelations. The complexity is further increased under the assumption that in general search spaces will be neither continuous nor convex and additionally feature multiple local extrema and incommensurable figures of merit. One could argue that because of these expected properties no optimization algorithm will prove suitable. And indeed, a general approach is not foreseeable. On the other hand, the actual formulation of the problem presents an important degree of freedom and ultimately determines the class of the problem and in turn whether it is amenable to a specific optimization approach or not. Examples on how to adapt lithographic problems to numerical optimizers are given in Section 7.1.

In this work, we have investigated the application of a meta-heuristic, population-based approach, termed evolutionary algorithm (EA) to several lithographic optimization problems. In contrast to conventional numerical optimizers, these types of algorithms do not exploit any search-function-specific information such as derivatives. Rather the search space is adaptively sampled as the algorithm proceeds. Improvement is achieved solely by an evaluation and comparison of the search function values. Thus the only requirement is the ability to obtain the function value for any parameter configuration that lays within the predefined optimization variable domain

Evolutionary algorithms have become very popular over the last three decades, although the basic idea, the utilization of mechanisms observed in the process of natural evolution, has been introduced far earlier, in the late 60s. A multitude of different variants have been proposed, all of which use operators such as selection, recombination and mutation, mimicking their natural role model (Darwin, 1998). After a brief outline of related work, this chapter will focus on the critical aspects of genetic algorithms, which were used in this work. The last section discusses the application of genetic algorithms to multi-objective optimization problem formulations.

### 4.1 Related Approaches

Metaheuristic search approaches can be coarsely subdivided into single solution and population-based techniques. A popular example for the former is the simulated annealing (SA) approach (Kirkpatrick et al., 1983), in which the states (candidate solutions) are distributed according to the Boltzmann distribution, constituting a thermal equilibrium at a certain temperature. By decreasing the temperature, the distribution changes so that it strongly favors low energy states. This temperature decrease is to be performed slowly in order for the distribution to be accurately and precisely sampled.

Another metaheuristic approach, specifically aimed at solving combinatorial problems, is called tabu search (TS) (Glover, 1986). Broadly speaking, this method can be considered a globalized descent method through dynamic adaptation of (local) feasibility conditions. The rationale behind this procedure is to allow the optimizer to continue its search even if a local optimum has been found, which conventional descent methods would yield as a final solution. Permitting the optimizer to proceed further, however, easily leads to a cyclic behavior, with local optima constantly being revisited. In tabu search, this is prevented by storing previously visited candidates (or moves) into a list, called tabu list: New solutions in the neighborhood of the current solutions are valid only if they are feasible with respect to this tabu list. For efficiency reasons, it is common practice to store the moves that lead to
candidate solutions rather than the actual visited candidates. This may, however, lead to an unintentional tabuing of admissible solutions. To relax this so-caused exceedingly restrictive behavior, tabu search also maintains a list of aspiration conditions, for example, allowing for globally best observed candidates to be visited despite their not being feasible according to the tabu list. Another feature of TS is its introduction of two additional search stages, dedicated to an intensification of the local search and a diversification, a wider spread, of solutions. This is achieved by modifying the objective function to reward new candidates that are in close vicinity to the current solution or far off, respectively. Commonly, each of these two stages is executed alternately with the third, the regular search phase, in which the unaltered fitness function is employed. Each stage and the entire flow can be bound to either standard - maximum number of iterations or an insufficient improvement of solutions-or tailored termination criteria. Tabu search has been successfully applied, especially in the field of routing and scheduling problems (e.g. Hertz, 1991).

Another heuristic approach is the down-hill simplex method proposed by Nelder and Mead (1965). It heuristically exploits local zero-order information of the search space. Since we have used it in the scope of a hybrid global/local search approach, more details will be presented later in Section 5.4.2.

The remainder of this section is devoted to population-based techniques, often subsumed under the term artificial evolution.

### 4.1.1 Evolution Strategy

One of the pioneering works in the field of artificial evolution with a strong emphasis on engineering applications was conducted by Rechenberg (1973) and later implemented and extended by Schwefel (1977). In evolution strategy (ES) approaches, optimization variables are typically represented as real numbers. Each of these variables, often referred to as objective variables $\mathbf{x}$, is supplemented by a strategy parameter $\mathbf{s}$, which can be interpreted as an internal parameter that determines the interaction between the current variable value and the environment - for example, the step length or standard deviation of modifications in subsequent iteration steps. This strategy parameter may consist of a single element, which is applied to all object parameter components, or a vector of the same rank, allowing each object parameter to have a dedicated strategy counterpart. Formally, for the latter case, we have that,

$$
\mathbf{x}, \mathbf{s} \in \mathbb{R}^{n}
$$

Similarly to conventional numerical optimizers, the objective vector $\mathbf{x}$ serve as the argument for a merit function $\left(f: \mathbb{R}^{n} \rightarrow \mathbb{R}\right)$ to be minimized (or maximized):

$$
\begin{aligned}
\underset{\mathbf{x}}{\arg \min } & f(\mathbf{x}) \\
\text { subject to } & x_{i}^{l} \leq x_{i} \leq x_{i}^{u} \quad(i=1, \ldots, n),
\end{aligned}
$$

$x_{i}^{l}$ and $x_{i}^{u}$ denote optional lower and upper variable bounds, respectively. ESs are iterative approaches. That is, candidate solutions (individuals) are iteratively modified in order to achieve improvements that eventually lead to a convergence toward the desired extremum. Since ESs are probabilistic approaches, thus lacking an exact measure for the accomplishment of an optimum, a termination criterion for the iterative procedure has to be predefined. This may include a maximum number of steps, a certain merit threshold or a number of iteration steps with no (significant) improvement.

Individuals are modified through mutation, a random, minor variation of the original candidate solution, which can for example be achieved by adding normally distributed random numbers, where the strategy parameters denote the standard deviation. Given the objective variables $\mathbf{x}$ and the strategy parameters $\mathbf{s}$, the modified objective vector is obtained by,

$$
\mathbf{x}^{\prime}:=\mathbf{x}+\mathcal{N}_{0}(\mathbf{s})
$$

where $\boldsymbol{\mathcal { N }}_{0}(\mathbf{s})$ denotes a vector of normally distributed random numbers with mean 0 and standard deviations $s_{1}, \ldots, s_{n},{ }^{1}$ i.e.,

$$
\boldsymbol{\mathcal { N }}_{0}(\mathbf{s})=\left[\mathcal{N}\left(0, s_{1}\right), \ldots, \mathcal{N}\left(0, s_{n}\right)\right]^{T}
$$

[^35]With the outlined approach, the standard deviation, which determines the mutation strength, has to be preset prior to optimization. Alternatively, the mutation strength can itself also be subjected to adaptation. Rechenberg (1973), for example, proposed what is known as " $1 / 5$ th success rule:" After a number of generations, the success of the current mutation rates is evaluated in terms of the percentage of improved offspring solutions. If $1 / 5$ th of the offspring solutions excel their parents, the mutation rate is decreased; if $1 / 5$ th perform worse, it is increased; in all other cases, the rate is left unchanged. This scheme is typically applied to the scalar strategy parameter case, but can be extended to strategy vectors in a straightforward manner. Schwefel (1977) observed that this simple adaptation may lead to a premature convergence by a collapse of step sizes and a consequent reduction of the search space to only a subset of the original dimension. He therefore introduced an adaptation scheme in which the standard deviations are correlated such that the resulted distribution eventually follows the search direction (Schwefel, 1987). In other words, with this technique not only the step size but also the search direction is evolved according to (local) search space properties.

In its simplest form, termed $(1+1)$, a single individual is maintained and improved throughout the entire ES run. There, an update step is given as follows: First, the current individual, whose pay-off value can be assumed to have been previously evaluated, is cloned. The duplicate is then modified through a mutation operator, yielding two individuals, the original candidate solution (parent) and the mutated variant (child). Finally, the child's pay-off is evaluated, and only the individual with the higher merit is kept. This scheme leads to a hill-climbing behavior quickly converging to local extrema. Moreover, since like any artificial evolution approach, ES does not evaluate local information such as gradients, the search direction implicitly resulting from the child individual may not be optimal in that it directs the subsequent steps toward a suboptimum. This situation is depicted in Figure 4.1(a), where a modified solution performs better than its parent, but worse than potential alternative ones. By generating not only one but multiple ( $\lambda$ ) mutated variants, a broader search radius is obtained, increasing the exploration power. (Figure $4.1(\mathrm{~b})$ ). This scheme is called $(1+\lambda)$. Another variant of this scheme $(1, \lambda)$ discards the parent from selection after mutation. This scheme can be used to further slacken convergence to a local optimum, which may occur in the presence of so-called super-individuals that exhibit a pay-off so high (in case of maximization) that they prevent offspring solutions to replace them - and in turn prohibit an exploration of other regions of the search space.


Figure 4.1: Evolution strategy convergence comparison of two selection scheme: (a) Using a $(1+1)$ selection scheme, that is, the best of the parent and one mutated child is selected, may lead to a suboptimal search direction. (b) By generating multiple offspring individuals chances are that one of them exhibits a merit that eventually directs convergence toward a better path. The iteration step is denoted by $k$, individuals $(A)$ resulting from mutation are indicated by primes ${ }^{\prime}$, ${ }^{\prime \prime}$.

To better adapt ES to multimodal search spaces, it can be transformed into a population-based approach by maintaining multiple individuals per iterative step. The obtained schemes are $(\mu+\lambda)$ and $(\mu, \lambda)$. Out of a given population of $\mu$ evaluated individuals, $\lambda$ individuals are randomly selected and mutated. The $\mu$ best solutions including $(\mu+\lambda)$ or excluding $(\mu, \lambda)$ their parents then form the new population. The size of both the population $(\mu)$ and the selection pool $(\lambda)$ strongly depend on the problem. In general, they can only be determined empirically. Two of the most important actuating parameters are the number of optimization variables and the number of local optima in the search space.

Using a mutation-only approach, early ES variants can be considered hill-climbers with adaptive step lengths, applied in multiple regions in the $(\mu+\lambda)$ or the $(\mu, \lambda)$ cases. Similarly to genetic algorithms, explained later, ES can also be extended to incorporate recombination operations. The motivation for their application can be broadly summarized as follows: With proceeding iterations, individuals can be expected to possess parameter configurations that have been assessed superior compared with other solutions. Intermixing these solutions may eventually generate individuals that combine conducive parts and thus lead to an improvement. It should be noted that this procedure is a probabilistic one and hence depends on a large number of recombination operations. ${ }^{2}$ Recombination in evolution strategies can be performed on an arbitrary number of individuals, that is, two, three or more individuals can be selected to mate. The recombination procedure can be classified according to the level of intermixing it provides, namely:
(1) With discrete recombination, each parameter (both objective and strategy) takes the value of one of the parents, determined randomly. The following example demonstrates a simplistic case in which two individuals are recombined to form one offspring solution:

$$
\begin{aligned}
& \left.A_{1}: \quad\left[\begin{array}{lll}
3.5, & 2.7, & -8.9
\end{array}\right]^{T}, \quad\left[\begin{array}{lll}
1.2, & 2.2, & 2.3
\end{array}\right]^{T}\right] \\
& \left.A_{2}: \quad\left[\begin{array}{lll}
1.3, & 3.3, & -10.5
\end{array}\right]^{T}, \quad\left[\begin{array}{lll}
1.6, & 2.4, & 0.7
\end{array}\right]^{T}\right] \\
& \left.A^{\prime}: \quad\left[\begin{array}{lll}
1.3, & 2.7, & -10.5
\end{array}\right]^{T}, \quad\left[\begin{array}{lll}
1.2, & 2.2, & 0.7
\end{array}\right]^{T}\right] .
\end{aligned}
$$

(2) Intermediate recombination is a continuous recombination approach in which the average of the parent variable values yield the offspring. For example,

$$
\left.\left.\begin{array}{rl}
A_{1}: & {\left[\begin{array}{lll}
3.5, & 2.7, & -8.9
\end{array}\right]^{T},}
\end{array} \begin{array}{lll}
1.2, & 2.2, & 2.3
\end{array}\right]^{T}\right] ~\left[\begin{array}{llll}
A_{2}: & {\left[\left[\begin{array}{lll}
1.3, & 3.3, & -10.5
\end{array}\right]^{T},\right.} & {\left[\begin{array}{lll}
1.6, & 2.4, & 0.7
\end{array}\right]^{T}}
\end{array}\right] .
$$

Many variants of this approach exist. Typically the average is weighted by a uniform random variable that determines the influence of either individual:

$$
\mathrm{x}^{\prime}:=\mathrm{x}_{1}+\mathcal{U} \circ\left(\mathrm{x}_{1}-\mathrm{x}_{\mathbf{2}}\right),
$$

where $\mathbf{x}_{\mathbf{1}}$ and $\mathbf{x}_{\mathbf{2}}$ are the objective parameters of the parent solutions, $\boldsymbol{U}$ is a vector containing uniformly distributed random numbers $[\mathcal{U} \in[0,1](i=1, \ldots, n)]$ and $\circ$ denotes a component-wise multiplication (Hadamard product).
Evolution strategies have been successfully applied to a variety of different problems, especially in the regime of numerical optimization.

### 4.1.2 Evolutionary Programming

Almost simultaneously with Rechenberg's and Schwefel's work on evolution strategies, a closely relate approach-albeit aimed not at numerical optimization but at automatically evolving finite state machines to predict input sequences - was proposed by Fogel et al. (1966). ${ }^{3}$

[^36]Like in ES, the decision space in evolution strategy (EP) is typically represented by real-numbered vectors, where each component corresponds to one optimization variable. After a random initial population with size $\mu$ has been generated and its candidates evaluated according to a fitness function, each parent produces one mutated offspring solution, yielding a selection pool double the size of the population $(2 \mu)$. All new individuals in the selection pool are evaluated. To reduce the number of individuals to the original population size, selection is performed in the following way: In a first step, each solution receives a score representing its fitness. For that, the respective solution is compared with $q \geq 1$ individuals randomly drawn from the selection pool. The $\mu$ individuals with the highest score then constitute the next population. This process is repeated until the termination criterion is met. Originally using a static Gaussian mutation operator, controlled by user-provided strategy parameters, a great variety of dynamic, adaptive and self-adaptive mutation schemes have been later devised. There, strategy parameters similar to the ES approach are typically used to subject the mutation strength to evolution (Fogel et al., 1991). Similarly, due also to the mutual inspiration of the different artificial evolution communities, numerous alternative selection operators have been proposed. ${ }^{4}$

In contrast to other evolutionary algorithms, EP does not use recombination. Fogel et al. (1966) argued that candidate solutions resemble species representatives rather than individuals, and there is not inter-species information exchange through crossover. According to Fogel and Atmar (1990) an introduction of crossover even degraded the convergence behavior of EP. Their study was based on rather simplistic test functions. Because this observation strongly contradicting other findings, Schaffer and Eshelman (1991), for example, conjecture that the reason for the abysmal crossover performance in that study could also be attributed to the decision space representation. ${ }^{5}$ Later Fogel and Stayton (1994) extended the former analysis to a larger test bed and compared it with different GA versions, one specifically with a tailored representation for numerical optimizations (Schraudolph and Belew, 1992). ${ }^{6}$ The conclusion the authors drew from their experiments, stating that the success of evolutionary function optimization does not depend on recombination, can definitely be said to be correct (as for example later proved by the no free lunch (NFL) theorem of Wolpert and Macready, 1997). It does not, however, reveal any insight into the benefits or drawbacks of either crossover or the employed decision space representation.

Like other artificial evolution approaches, EP has a proven history of numerous successful applications in the field of combinatorial and function optimization approaches.

### 4.1.3 Differential Evolution

Differential evolution (DE) has been developed by Storn and Price (1997) and quickly gained attention and recognition as it proved to be highly competitive for a number of (numerical) test problems (Price, 1996). The flow of DE is illustrated in Algorithm 4.1: A fixed-size population is randomly initialized. In one iteration step, new candidate solutions are created for each slot of the population. First, an intermediate solution is obtained by adding a difference vector of two solutions, which can be scaled by a user-defined differential weight $(F)$, and a third solution (l. 5). Thus a total of three individuals are combined, all of which are randomly selected such that they are mutually different and do not correspond to the former solution of the target slot in the population. Despite its involving a combination of candidates, the authors refer to this step as mutation. It is considered the most important operator in differential evolution. In their theoretical study on the convergence of DE, Dasgupta et al. (2009) suggest that this procedure can be regarded as a stochastic approximation of the gradient of the objective function. This hypothesis is also consistent with the original DE author's observation that a premature convergence toward a local extremum can be slowed by additionally employing a crossover operator (ll. 6), which recombines the intermediate solution obtained from mutation with the previous agent of the target population slot. This procedure is very similar to the discrete recombination of evolution strategies. In addition to uniformly randomly selecting values either from the intermediate or the former solution-whose proportion can be user-adjusted by a crossover probability parameter

[^37](CR) - at least one component has to originate in the newly create intermediate solution in order to prevent stagnation. The so-composed agent then replaces the former solution if and only if it exhibits a higher pay-off (ll. 11). In analogy to other evolutionary algorithms, this operation is commonly referred to as selection.

```
Algorithm 4.1: Basic Differential Evolution Algorithm
    \(k \leftarrow 0\); // iteration number
    randomly initialize \(\mathbf{x}_{i}^{(0)} \in \mathbb{R}^{n}(i=1, \ldots, m)\);
    while not termination criterion met do
        for \(i \in[1, m]\) do in parallel
            // Mutation
            \(\mathbf{v} \leftarrow \mathbf{x}_{\sigma(1)}^{(k)}+F\left(\mathbf{x}_{\sigma(2)}^{(k)}-\mathbf{x}_{\sigma(3)}^{(k)}\right) ; / *\) where \(F\) is the user-provided differential
            weight---typically \(F \in[0,2]---a n d ~ \sigma\) is a uniform random permutation of
            \(\{j \mid 1 \leq j \leq m \wedge j \neq i\}\)
                        */
            // Recombination
            \(r \leftarrow\) uniform random number with \(r \in[1, \ldots, n]\);
            for \(l \in[1, n]\) do /* all parameters (i.e., vector components) */
                if \(\mathcal{U} \leq \mathrm{CR} \vee r=l\) then \(/ *\) uniformly drawn number \(\mathcal{U}\) smaller than crossover
                rate or random component hit */
                    \(x_{i, l}^{(k+1)} \leftarrow v_{l} ;\)
                else
                    \(x_{i, l}^{(k+1)} \leftarrow x_{i, l}^{(k)} ;\)
            // Selection
            if \(f\left(\mathbf{x}_{i}^{(k)}\right)>f\left(\mathbf{x}_{i}^{(k+1)}\right)\) then
                // Former solution better: recject new individual
                \(\mathbf{x}_{i}^{(k+1)} \leftarrow \mathbf{x}_{i}^{(k)} ;\)
        \(k \leftarrow k+1 ;\)
```

Many variants of this algorithm have been proposed, for which the original authors use the following notation:

$$
\mathrm{DE} / x / y / z:
$$

$x$ is the origin vector which is modified by the weighted difference. It can take values like "rand", in which case this vector is randomly selected from the preceding population, as has been demonstrated in Algorithm 4.1. Alternatively, the solution showing the highest pay-off in the former population can be used, "best." Other settings, including the previous solution of the target slot, have also been proposed. The second configuration parameter, $y$, denotes the number of difference vectors. While the original implementation-demonstrated above - used only a single difference " 1 ," it was later shown that by employing the sum of two difference ( $y$ : " 2 ") vectors, a stabler search direction can be achieved. The last parameter, $z$, specifies the crossover operator, for which there are two common variants: The uniform implementation as shown in the former algorithm, denoted "bin" (as it involves independent binomial experiments), and "exp," a scheme based on an exponential random experiment, which is comparable to the two-point crossover of genetic algorithms, explained later. In the "exponential" scheme, a crossover point is uniformly randomly selected. The length is determined by a Bernoulli process starting from the crossover point and terminating at the position where the Bernoulli trial fails. The expected value for the trial is again the user-defined crossover rate (CR). The solution vector is considered cyclic in
this process so that if the crossover section exceeds the vector length, it continues at the beginning of the vector. One explanation for why this scheme is called "exponential" can be given when examining the probability of the crossover length $l$, which has the following probability of being equal to $n,{ }^{7}$

$$
P(l=n)= \begin{cases}\mathrm{CR}^{n-1}(1-\mathrm{CR}) & n \in[1, N] \\ \mathrm{CR}^{n-1} & n=N\end{cases}
$$

where $N$ is the size of the population and, as before, $\mathrm{CR} \in[0,1)$ is the crossover rate. For the expected length, we have that

$$
E(l)=\frac{1-\mathrm{CR}^{N}}{1-\mathrm{CR}}
$$

The success of differential evolution strongly depends on a proper choice of its control parameters, the mutation strength $(F)$ and the crossover rate (CR) (Liu, 2002; Gämperle et al., 2002). Similarly to other evolutionary algorithms, numerous alternative schemes for mutation, recombination and selection, and also adaptive and self-adaptive variants have been proposed. Additionally, different approaches for alternative problem formulations, for example, incorporating constraints and multi-objective methods, have been developed (for a detailed discussion on related topics, see, for example, the contributions in Chakraborty, 2008).

### 4.1.4 Genetic Programming

Similarly to evolutionary programming, genetic programming (GP) is a technique to evolve programs rather than optimizing functions (Koza, 1992, 1994; Jacob, 2001; Poli et al., 2008). Its main application is hence for machine learning problems, in which it can, for example, be used for the evolution of hypotheses or programs. Consequently, the search space is given by objects that reflect the flow of these programs. In its classical form, GP uses trees, exploiting the fact that any program can be principally so represented. GP uses the same class of operations found in other evolutionary algorithms, including mutation, recombination and selection, all of which have to be designed to operate on trees. This is schematically demonstrated in Figure 4.2; the programs in this example are terms consisting of binary arithmetic operators. In general, any operator, function, relation or control statement with any input arity (but commonly limited to a one-dimensional output) can be applied, leading to an arbitrary tree morphology. In the GP terminology, all expressions taking arguments are called functions. The set of terminals, that is, expressions that do not take arguments and that are hence not expandable, can include numbers, variables or words. GP expressions hence consists of functions whose arguments are terminals or again functions. In order for genetic programming to evolve valid programs or structures, the used symbols must meet two conditions (Koza, 1992, pp. 81): (1) Type consistency: Input parameter types and function return types must correspond for all permitted combinations and contexts. (2) Evaluation safety: The evaluation of all terms must yield a well-defined state. Especially, no uncaught exception, errors or infinite loops may occur. These conditions, termed closure can be ensured implicitly (for example, using implicit type conversions or penalties for terms yielding errors) or explicitly (e.g, by restricting the symbol set to only yield consistent expressions or by the use of strict typing). Another requirement is that the symbol set must be sufficiently "complex" so that there exists a combination of these symbols that is a solution to the approached problem (Koza, 1992, pp. 86). The crossover operation illustrated in Figure 4.2, termed subtree crossover, ${ }^{8}$ mixes two expressions in the following way: In each parent solution, a crossover point, a node in the tree, is randomly selected. The subtrees defined by the selected crossover nodes are then exchanged, resulting in two offspring individuals.

A number of alternative crossover operators have been suggested (for an overview, see Poli et al., 2008, pp. 44-46). In the one-point crossover (Poli and Langdon, 1997), crossover points are selected
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(+(-\mathrm{AB}) \mathrm{C})
$$
$$
(-(\times \mathrm{DE})(+\mathrm{F} G))
$$


(b)

$$
(+(-(+F G) \mathrm{B}) \mathrm{C})
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( $-(\times \mathrm{D}$ E) A$)$
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Figure 4.2: Genetic programming crossover operation. Parent individuals (a) and (b) are recombined to form two offspring solutions (c) and (d). As crossover points, nodes are randomly selected in the parent individuals. The subtrees spawned by these nodes (highlighted in gray) are then interchanged. In this simplistic example, the functions are the binary operations "+"," -" and "." (written as " $\times$ ", for better readability), with arguments denoted as capital letters. The arithmetic expressions the tree representation correspond to are shown in polish notation (which, for example, corresponds to functional programming language as LISP) above and below, respectively.
such that the donated subtree of one parent is located at a similar position as the subtree to be replaced in the other parent. The rationale behind this and other related operators is the reduction of bloat, the non-productive growth of trees. A higher degree of mixing is achieved by employing uniform crossover (Poli and Langdon, 1998), which, similarly to the correspondent operator in genetic algorithms (see Section 4.6.2), traverses the tree and randomly exchanges subtrees with a uniformly distributed probability.

In his original work, Koza (1992) dispensed with the use of any mutation operator. This is opposed to EP, where initially mutation was the only genetic operator. Nevertheless, today a multitude of different mutation operators have been proposed and are commonly used in practice (Poli et al., 2008, pp. 42-44). A straightforward approach is to randomly select a subtree in the parent individual and replace it with a different, randomly generated subtree. In the "headless chicken" operator, an individual is randomly created, and the mutation operation is implemented as a crossover between the parent and this random candidate (Angeline, 1997). Point mutation is performed in a similar way as in genetic algorithms (see Section 4.7): The parent's tree is traversed, and with a pre-defined probability, each node is replaced with a compatible random symbol.

In contrast to other evolutionary approaches, where often crossover and mutation are executed consecutively, GP normally uses only one operator - either mutation or recombination - at a time. Traditionally GP makes use of the same selection schemes as GAs (Section 4.5).

The fitness function is strongly problem-specific. It is often implemented as a test that executes the candidate program and infers and evaluates its results.

In comparison with other evolutionary approaches, the random initialization of candidate solutions is less straightforward, since it involves the construction of trees with potentially unlimited depths. It is common practice, however, to limit the depth of initial trees to a predefined size and randomly construct full or incomplete trees with or up to this size. Two alternatives, specifically aimed at reducing bloat, have been proposed: uniform initialization (Langdon, 2000) and Lagrange initialization (Dignum and Poli, 2007).

The nonlinearity and the unbound length of the tree or graph representations used by GP allows for a considerably higher flexibility compared to other evolutionary algorithms. On the other hand, this property also poses a severe problem in that it prohibits unique solutions and may lead to computationally expensive structures. This has been partly addressed by an alternative linear chromosome representation devised by a number of authors (e.g., see Banzhaf, 1993; Nordin, 1994). The authors argue that the so-modified representation does not actually impose any restriction when applying GP to the automatic generation of programs, which are predominantly stored in an automaton in a sequential fashion.

Although long identified, the cause of non-functional growth of GP chromosomes, called bloat, present especially when using tree representations, is still a subject of intensive research (Poli et al., 2008, pp. 101-104). Different techniques have been proposed to reduce bloat (Poli et al., 2008, pp. 104108), including the incorporation of size-reducing operators such as deletion, constraining the depth of trees, for example, by adding a fitness bias toward shorter programs or by employing tailored operators preventing bloat. ${ }^{9}$

Another common approach to reduce the time and space complexity of evolvable programs is to encapsulate common subtrees. Angeline and Pollack (1992) and similarly Rosca and Ballard (1994) devised a routine to automatically detect and store such subtrees in a common data base. Specific mutation operators were provided to insert a corresponding subroutine call into a parent's program. A similar approach, called automatically defined functions was proposed by Koza (1994), albeit storing the subtrees with the candidate solutions instead of in a central data base.

Comparably to other artificial evolution approaches, GP depends on a number of control parameters, including population sizes and operator probabilities. A number of adaptive and self-adaptive strategies have been proposed (Angeline, 1996; Teller, 1996; Edmonds, 2001, for example, ). In addition, the

[^39]same control parameter adaptation strategies as in other evolutionary algorithms can be employed; see Section 4.8 and Appendix E for details.

In addition to computational intelligence applications, GP has been successfully applied to a number of structural optimization problems as found in design tasks, for example, for integrated circuits. ${ }^{10} \mathrm{~A}$ comprehensive, yet of course non-exhaustive, overview was compiled by (Poli et al., 2008, pp. 111130). A noteworthy specific class of applications is the developmental genetic programming approach in which programs are evolved that themselves produce the actual goal structures. GPs can, for instance, be used to identify rule sets for cellular automata (Andre et al., 1996) or evolve L-systems (Lindenmayer, 1968a,b) simulating the growth of plants (Jacob, 2001, pp. 449).

### 4.1.5 Artificial Immune System

An artificial immune system is an approach aimed at learning and memorizing responses to entities or properties that it is exposed to, typically employing simple agents (Dasgupta and Niño, 2008). Although a number of variants have been proposed as early as in the late 1980ies, there in the field of machine learning (e.g., Farmer et al., 1986; Bersini and Varela, 1991), it became popular also for optimization applications with the introduction of an algorithm based on the clonal selection operator, proposed by De Castro and Von Zuben (2000) and later, using a slightly different approach, by Cutello and Nicosia (2002). This variant makes use of two populations: an antigen population and the antibody population, which is evolved to exhibit an adequate response to the antigens. The fitness of an antibody candidate is determined by its antigenic affinity, that is, its ability to respond to the antigens. In each iteration, a number of clones of antibodies are generated. Each antibody is replicated with a proportion reflecting its fitness. The so selected solutions undergo hypermutation, with a mutation rate reciprocal to the affinity a candidate exhibits. When applied to optimization, the antigen population is typically replaced with the function to be optimized. Affinity can then be defined as the function value resulted from the decision variables represented by the antibody.

### 4.1.6 Swarm Intelligence

Swarm intelligence ${ }^{11}$ summarizes approaches that mimic the social behavior observed in species such as fish, birds or insects. In the context of computation, it typically describes systems employing populations of simplistic entities, called micro-agents or sometimes "boids" (Reynolds, 1987). Each agent follows a small set of simple rules. The collective, however, through interactions of their agents with the environment and with each other, can be employed to solve large-scale, for example, optimization problems. Although based on a different role model or analogy, swarm intelligence optimization approaches have a number of concepts in common with evolutionary algorithms. Recently, a vast number of optimizers following the swarm intelligence paradigm have been proposed, a selection of which are briefly summarized in the following:

One of the successful attempts to employ swarm intelligence for optimization is the particle swarm optimizer (PSO) approach (Kennedy and Eberhart, 1995). Similarly to evolution strategies and differential evolution, the decision space consists of $n$-dimensional vectors, where each component denotes one decision variable. The agents or candidate solutions are often referred to as particles, "living" in the corresponding hyperspace; the pay-off of a particle's position is determined by an objective function. A flock-like behavior is modeled by moving particles toward
(1) the globally best paying off solution observed so far and
(2) the best configuration the specific particle has visited.

In order to increase the abidance probability for unexplored search space regions, both components of the direction vector are scaled with a random variable, in other words, incorporating a fuzziness when determining the new position. The overall update process of one candidate can be described as a two-step routine, in which first the direction vector, often termed velocity vector, and then the position

[^40]of the particle are computed. Formally, given $\mathbf{v}_{i}^{(k)}$ the current velocity vector of a particle with decision vector $\mathbf{x}_{i}$, a memorized best solution $\mathbf{x}_{i}^{*}$ of this particle and a globally best observed solution, $\mathbf{g}^{*}$, the new velocity $\mathbf{v}_{i}^{(k+1)}$ is defined as:
$$
\mathbf{v}_{i}^{(k+1)}:=\mathbf{v}_{i}^{(k)}+\alpha \mathcal{U}_{1} \circ\left(\mathbf{x}_{i}^{*}-\mathbf{x}_{i}^{(k)}\right)+\beta \mathcal{U}_{2} \circ\left(\mathbf{g}^{*}-\mathbf{x}_{i}^{(k)}\right)
$$
where $\mathcal{U}_{j}(j=1,2)$ are two independent uniformly distributed random vectors ${ }^{12}$, and $\alpha$ and $\beta$ are user-provided parameters, determining whether the new position is directed more toward the globally best solution or the memorized local one. These parameters are strongly problem-specific and thus also crucial for the convergence behavior; in analogy with tabu search, the local contribution can be broadly associated with an intensified exploitation of the candidate's neighborhood, while the global one will lead to a higher diversification. Using the previously evaluated direction $\mathbf{v}_{i}^{(k+1)}$, we then have for the actual position update step that,
$$
\mathbf{x}_{i}^{(k+1)}:=\mathbf{x}_{i}^{(k)}+\mathbf{v}_{i}^{(k+1)}
$$

PSO and its numerous variants have been successfully applied to a wide range of problems (see, for example, Sedighizadeh and Masehian, 2009; Eberhart and Shi, 2001).

Other swarm intelligence optimization approaches include ant colony optimization (Dorigo, 1992): Ants are known to "communicate" through pheromones, for example, triggering a mass recruitment for the exploration of foraging areas. Pheromone concentrations accrue with the amount of ants excreting pheromones at the same locations. In addition, the pheromone evaporates over time, leading to a decrease of its concentration. The combination of both effects leads to an increasing preference of ants for shorter paths. Ant colony optimization makes use of this fact, rendering it particularly suited for routing and scheduling problems.

More recently, the fast-emerging field of swarm intelligence-based approaches has brought forward a number of other remarkable concepts: The bees algorithm (Pham et al., 2006) and the artificial bees colony approach (Karaboga and Basturk, 2007) mimic the foraging behavior of bees, including their recruitment strategy based on dances. In the firefly algorithm, candidate solutions are attracted by light emitted from companion candidates (Yang, 2009). The brightness of a solution is proportional to its fitness. In order to propel the exploitation of the current neighborhood, the brightness of individuals exponentially decreases with distance. This concept serves a similar purpose as the velocity component given by the individual's memory ( $\mathrm{x}_{i}^{*}$ ) in PSO and the intensification and diversification techniques in tabu search. A number of successful applications of the firefly algorithm, especially on highly multimodal and noisy search functions, have been reported (Yang, 2009, 2010; Chai-ead et al., 2011). In the cuckoo search approach, the parasitic brood behavior is modeled by allowing candidate solutions, cuckoo eggs, to be placed in different host nests (Yang and Deb, 2009). The quality of an egg - the fitness of the solution-determines its survival probability. Key to this straightforward strategy, which has proved to even outperform PSOs and GAs under certain conditions, is its use of Lévy flights (Viswanathan et al., 1999) for the random walks that determine the cuckoo movement when targeting a new nest.

### 4.2 Genetic Algorithm Flow

The flow of genetic algorithms does not significantly differ from other evolutionary algorithms and can be broadly characterized as an iterative application of the operators selection, recombination and mutation, followed by the evaluation of the pay-off of the newly generated offspring solutions (Holland, 1975; Goldberg, 1989). As schematically shown in Figure 4.3, these steps are repeated until a predefined termination criterion - often a maximum number of iterations (generations) or a stagnation of the best individual's fitness-is met.

Genetic algorithms typically use a fixed-size population. The initial population consists of randomly generated individuals. In addition, if already known solutions are to be taken into account, obtained, for

[^41]example, from a previous pre-optimization procedure, they can be included into the initial population. This insertion of pre-existing candidate solutions is often referred to as seeding. The initial solutions are evaluated using a problem-dependent objective function, whose result is translated into a pay-off value that characterizes the fitness of a solution. Pairs of solutions are randomly selected from the population. The probability for a specific individual to get selected is proportionate to the pay-off that it exhibits. In other words, fitter individuals receive a higher selection probability than those solutions that have a lower merit. The selected solution pairs then mate, forming two offspring individuals, which are randomly modified, with a low probability, through mutation. The so newly created solutions are evaluated thereafter, starting a new iteration step.


Figure 4.3: Operation flow of genetic algorithms.

### 4.3 Optimization Parameter Representation

More than all other artificial evolution approaches - with the exception of genetic programmingclassical genetic algorithms employ a strict disjunction between the outward appearance (phenotype) of a candidate solution and its encoding (genotype). ${ }^{13}$ This is in accordance with the role model, the natural evolution process, and, more importantly, render GAs well suited for combinatorial problems. Conventionally, GA individuals consist of a chromosome, an array of genes whose alleles (values) are from a finite alphabet, an expression function translating the chromosome into a problem-specific representation and a pay-off function that potentially dynamically depends on the environment. The latter is often applied in order to suppress the occurrence of superindividuals-individuals whose pay-off outshines other candidate solutions at a very early stage - and is often referred to as scaling (Forrest, 1985).

[^42]
### 4.3.1 Binary Versus Real-coded Genetic Algorithms

Until the late 1980s, there was little common ground between the real-coded evolution strategies and the binary-valued genetic algorithms. By virtue of Holland's (1975) schema theorem (see Section 4.10.1 for a detailed discussion), the efficacy of GAs was attributed to the implicitly parallel processing of hyperplanes spawned by discrete alphabets of low cardinality. Moreover, GAs were not originally designed as function optimization but rather as simulation frameworks to study natural and artificial adaptive systems (De Jong, 1993). Evolution strategies-which were mainly advocated by European researchers ${ }^{14}$ - on the other hand, were essentially considered to be sophisticated random walk approaches, in which information exchange through recombination plays only a marginal role. The emergence of real-coded genetic algorithm (RCGA) and their successful application to a number of real-world problems (for example, Davis and Coombs, 1987; Lucasius and Kateman, 1989; Janikow and Michalewicz, 1991; Michalewicz, 1996) drove the need to revisit the theory on information processing in GAs.

Goldberg (1991), for example, identified three problems when binary-coded genetic algorithm (BCGA) are applied to optimize functions with continuous domains:
(1) An impaired hill-climbing behavior under mutation due to Hamming cliffs. ${ }^{15}$
(2) Especially for non-multimodal search functions, the convergence efficiency may be inferior in comparison with real-coded GAs.
(3) As will be discussed later, from the schema theorem, Goldberg derived a (widely-disputed) concept of what he (and others) term deception (see, for example, Goldberg, 1989, pp. 46-53), which renders certain classes of problems hard for GAs to solve. Goldberg (1991) claims that GAs that use alphabets with a low cardinality are more prone to deception than, for example, real-coded GAs.
Goldberg (1991) argues that a real-coded GA vastly concentrates its search on slices of the search space that exhibit a pay-off above average. These above-average slices then play a similar role as the hyperplanes spanned by binary-string GAs; they form a virtual alphabet from which the real-coded GA draws new solutions. Virtual characters hence play a similar role for real-coded GAs as schemata (the hyperplanes spanned by bit-combinations) for bit-string GAs. In contrast, however, the alphabet is chosen implicitly. Goldberg argues that this property appears advantageous at first sight but leads to side-effects. As an example, he shows an effect he refers to as blocking, in which an optimum is disregarded since it is not covered by previously constructed virtual characters.

An alternative framework for the analysis of real-coded genetic algorithms was developed by Radcliffe (1991). He proposes the use of equivalence classes that are determined by the effect the GA operators have on the chromosome. More specifically, he derives a number of criteria that the equivalence classes, termed formae, have to meet under selection, recombination and mutation in order to adequately describe the information propagation in GAs. Schemata then present a special case of these classes in the scope of binary alphabets.

Wright (1991) proposed a simple translation of the hyperplane processing of binary GAs into parameter intervals in real-coded GAs. Accordingly, he developed a real-coded GA variant in which binary mutation and recombination operations are emulated on the real-coded vectors. He showed that for a number of benchmark functions, a faster convergence and slightly improved final results could be achieved. The latter, can be attributed to the accuracy constraints given by the bit string representation. For the highly multimodal test function $F_{5}$ (Shekel's Foxholes; De Jong, 1975), however, the bit-string GA significantly outperformed the real-coded GA. Wright argued that the function is highly periodic and thus well-suited for a binary representation, albeit also for a 30-degree rotated version of $F_{5}$ the binary representation led to better results than the real-coded version. A similar interval schema theorem was later also proposed by Eshelman and Schaffer (1993). A comprehensive overview on the former and other analysis approaches-for example, based on the expected progress (Mühlenbein and

[^43]Schlierkamp-Voosen, 1993) or a discrete-time stochastic process (Qi and Palmieri, 1994a,b) - can be found in Herrera et al. (1998) and Deb (2001).

The success of real-coded GAs strongly depends on the selection of adequate genetic operators. In contrast to binary-coded GAs, which typically make use of only a small set of classical recombination and mutation operators (see Section 4.6 and Section 4.7), a multitude of crossover operators (for example, Janikow and Michalewicz, 1990; Michalewicz and Janikow, 1991; Wright, 1991; Radcliffe, 1991; Michalewicz, 1996; Eshelman and Schaffer, 1993; Mühlenbein and Schlierkamp-Voosen, 1993; Deb and Agrawal, 1994; Herrera, 1995; Voigt et al., 1995; Nomura and Miyoshi, 1996; Ono et al., 1999; Higuchi et al., 2000; Tsutsui and Goldberg, 2001; Deb and Anand, 2002; Ling and Leung, 2006; Deep and Thakur, 2007a; Li and Lu, 2007) and mutation operators (Janikow and Michalewicz, 1990; Davis, 1991; Michalewicz and Janikow, 1991; Mühlenbein and Schlierkamp-Voosen, 1993; Voigt and Anheyer, 1994; Mäkinen et al., 1999; Berry and Vamplew, 2004; Temby et al., 2005; Ling and Leung, 2006; Deep and Thakur, 2007b; Li and Lu, 2007; Korejo et al., 2010; Gong et al., 2010) have been proposed for real-coded GAs.

A comprehensive performance study comparing different real-coded GAs, with different crossover and mutation operators, and a simple binary GA were conducted by Herrera et al. (1998) -with later extensions (Herrera et al., 2003). It was shown that when applied as a function optimizer, a number of RCGA variants were able to outperform the simple BCGA both in terms of online and offline performance. ${ }^{16}$ However, the performance of RCGA strongly depend on the crossover and mutation operators employed. Although the studies are limited to function optimization problems whose variables are within a continuous domain, no distinct conclusion, leading to a one-best set of real-coded GA operator or an absolute advantage of real-coded GAs, can be drawn. In the regime of mixed optimization problems consisting of integer programming tasks or other combinatorial problems in conjunction with real-coded domains, an even more ambiguous picture can be expected.

As an alternative to applying real-coded genetic algorithms to pure function optimization problems, other authors have proposed to adapt the binary representation to this specific task. For example, Schraudolph and Belew (1992) argue that a number of efficiency issues of function optimizations using binary-coded GAs can be associated with the fact that at the beginning a GA is mainly concerned with finding optimal alleles for the high-significant genes while in a later phase a fine-tuning of the less significant positions is performed. He suggests that this may lead to genetic hitchhiking, as the bits of less significance may be arbitrarily linked to higher order genes. As a countermeasure-inspired by previous work by Shaefer (1987) - he proposes the use of a zoom operator acting on each parameter independently. The GA is started with a coarse chromosome resolution. As soon as a parameter is considered to have converged to values within a certain interval, all individuals are recoded such that the respective parameter is restricted to the narrower interval, leading to finer resolution there. Since the adaptation of the chromosome is influenced by phenotypic considerations, this approach can be considered a Lamarckian/Darwinian hybrid method. A different technique, also aiming at increasing the chromosome resolution in later GA stages was proposed by Whitley et al. (1991), called delta-coding: A conventional GA is run until a predefined diversity threshold is undermatched. The best solution is stored, and the GA is restarted; albeit, not with the original coding scheme but with a bit-string that represents the difference from the previously stored best solution. This procedure is repeated with increasingly finely grained deltas, in order to concentrate the search on sub-regions of the search space.

### 4.3.2 Other Representations

Other discrete representations using alphabets with a higher cardinality than two have also been proposed. According to Holland (1975), binary alphabets constitute an ideal representation for genetic algorithms as they facilitate their implicit parallelism. This statement has been challenged, for example, by Antonisse (1989), who offered an alternative interpretation of the schema theorem, contrariwise

[^44]suggesting that high-cardinal alphabets lead to an improved parallel information processing. Later Fogel and Ghozeil (1997), extending the findings of Battle and Vose (1993), presented arguments that invalidate the claims of advocates of both low and high cardinality alphabets, in basically showing that an ideal representation is both critical but also strongly problem-dependent. Users of non-binary discrete representations include Bramlette (1991), who applies an integer representation to optimizing maximum flow problem with a GA. Similar concepts were introduced for flow and job shop problems (see, for example Davis, 1985; Grefenstette and Gopal, 1985; Goldberg and Lingle Jr., 1985; Oliver et al., 1987; Mühlenbein et al., 1988; Fogel, 1988; Whitley et al., 1989; Banzhaf, 1990; Fox and McMahon, 1991; Nakano and Yamada, 1991; Seniw, 1991; Syswerda, 1991; Homaifar et al., 1993; Reeves, 1995; Su et al., 2009). ${ }^{17}$ Integer-valued vector and matrix representations were also proposed to solve linear and nonlinear transportation problems (Vignaux and Michalewicz, 1991; Michalewicz et al., 1991). Ichikawa and Ishii (1993) used a GA with an integer-string representation in training algorithms for artificial neural networks.

The multitude of different representations and the contradicting statements of their performance in GAs, gained both from empirical and theoretical considerations, greatly complicates an adequate a priori choice when confronted with novel optimization problems. This practical difficulty motivated Schnier and Yao (2000) to develop a hybrid approach in which individuals are encoded in multiple ways from which the GA automatically selects an appropriate representation (also compare Rothlauf, 2006). In their empirical investigations, they showed that such a technique may be suited to overcome performance issues that they associated with ill-selected representations.

### 4.3.3 Schemata

A common concept when illustrating and analyzing the processing behavior of (binary-coded) genetic algorithms is to consider the hyperplanes that partition the search space. In the binary representation case, the hyperplanes, called schemata, are given through the instances of equivalence classes that are defined by setting a number of positions to specific values and letting the rest of the chromosome take arbitrary alleles (Holland, 1975). The undefined positions are often denoted with an asterisk (*). For example, given a chromosome of length five, the schema $10 * 1 *$ is defined as follows:

$$
10 * 1 *:=\{10010,10011,10110,10111\}
$$

A straightforward asset of schemata is their fitness, for instance, in order to identify above-average partitions of the search space. Given a schema $H$, the schema fitness is obtained by evaluating the average fitness of the candidate solutions that it represents:

$$
\hat{\mu}(H)=\sum_{A \in H} \mu(A) /|H|
$$

Figure 4.4 illustrates schemata for the maximization of the function:

$$
\begin{aligned}
& \mu: D \times D \rightarrow \mathbb{R}, \quad \text { where } D:=\{d \in \mathbb{N} \mid 0 \leq d \leq 6\} \\
& \mu:(x, y) \mapsto(3-|x-3|)(3-|y-3|)
\end{aligned}
$$

which has a maximum value of 9 , for $x=3$ and $y=3$.
Let $\mathfrak{S}$ be the binary representation of the search space such that for each $A \in \mathfrak{S}$ :

$$
A:=\left((x)_{b},(y)_{b}\right):=\left(\left(a_{5} a_{4} a_{3}\right)_{b}\left(a_{2} a_{1} a_{0}\right)_{b}\right)
$$

where the subscript $b$ denotes the standard binary representation and the genes $a_{i}$ hence take the alleles 0 or 1 . Since $(x, y) \in[0,6] \times[0,6]$,

$$
\mathfrak{S}=\left\{A=\left(a_{5} a_{4} \ldots a_{0}\right)_{b} \mid a_{i} \in\{0,1\} \wedge \neg\left(\left(a_{5}=a_{4}=a_{3}=1\right) \vee\left(a_{2}=a_{1}=a_{0}=1\right)\right)\right\}
$$

[^45]

Figure 4.4: Example of Schemata.

The average fitness of the search space is,

$$
\hat{\mu}(\mathfrak{S})=2.25 .
$$

In Figure 4.4, two schemata $H_{1}: 1 * 0 \mid * * *$ and $H_{2}: * * * \mid 00 *$ are demonstrated. The former (marked with blue circles) traverses the entire $y$ axis in two $x$ values (4 and 6), while the latter (marked with red triangles) takes arbitrary $x$ values for two fixed $y$ values ( 1 and 2 ). The fitness of $H_{1}$ is about 1.2857; the fitness of $H_{2}$ is about 0.6429 . Neither schema is above average, and they can be expected to have a low survival probability. The same is true for the combined schema,

$$
H_{12}=1 * 0 \mid 00 * \equiv\{(4,0),(4,1),(6,0),(6,1)\},
$$

which averages to 0.5 .
An example for an above-average schema is $* * * 101 *$ with a fitness of about 3.21 . It also happens to be one of the $2^{5}$ schemata whose instance is the maximizer 011/011. Generally, each candidate of a problem with a chromosome length of $l$ is an instance of the $2^{(l-1)}$ schemata whose defining positions coincide with the corresponding alleles of that candidate. Broadly speaking, genetic algorithms can hence be considered as an implicitly parallel search and recombination process of above-average schemata. We shall see later (Section 4.10.1) that this conjecture constitutes the basis for classical GA theory.

### 4.3.4 Gray Code

As mentioned before, one of the problems associated with standard binary-coded GAs applied to function optimization is its non-continuous neighborhood relation often referred to as Hamming cliffs or walls: Values adjacent when represented as decimal numbers exhibit a large bit difference in the binary domain. For example, consider the simplistic one-dimensional maximization problem shown in Figure $4.5(\mathrm{a})$, where the maximum is at a parameter value of 4 , from which one of its adjacent values, 3, exhibits the maximum Hamming distance (bit difference) of 3: applying, for example, point mutation to this solution candidate will most likely result in a divergence from the optimum. In order to alleviate this problem, the use of a reflected binary code has been proposed (Caruana and Schaffer, 1988). In Gray code, originally developed to reduce errors for analog-digital interfaces (Gray, 1953), numbers
adjacent in the decimal system have a bit difference of one in the binary representation. The Gray code for $n$ bits can be constructed using the following recursive formula:

$$
\begin{aligned}
b^{(0)} & :=() \\
b^{(n+1)} & :=\left(0 \boxplus b_{i}^{(n)}, 1 \boxplus b_{i}^{(n)}\right) \quad i=1, \ldots, 2^{n},
\end{aligned}
$$

where $b^{(n)}$ is the sequence of bit strings with length $n$, and $\boxplus$ denotes the concatenation operator, e.g.,

$$
1 \boxplus 010=1010 .
$$

As shown in Figure 4.5(b), in contrast to the standard binary encoding, the Hamming distance between the Gray-represented solution candidates is equivalent to the decimal distance.


Figure 4.5: Comparison of binary and reflected Gray code. (a) Function graph where the width of the edges illustrate the Hamming distance ( $d_{2}$ ) between the points in the standard binary domain. (b) Standard binary and Gray code representations of the numbers 3 and 4: while in the binary representation the path between both numbers involves three nodes, the Gray code representations are adjacent. (c) and (d): Comparison of schemata representing the optimum solution in the binary and the Gray code domain; The wide red line (c) illustrates the Hamming cliff of the standard binary representation.

The resulting advantage for function optimization can also be illustrated when comparing the schema mixing properties of the standard binary (Figure $4.5(\mathrm{c})$ ) and the Gray-coded (Figure $4.5(\mathrm{~d})$ ) representation cases.

- The average fitness over all solution candidates is 10.5 .
- For both representations, the maximizer is an instance of the schema $1 * *$, which has the same fitness in both cases.
- The schema with the second allele of the maximizer being the only defining position differs: It is $* 0 *_{b}$ in the binary code case and $* 1 *_{g}$ in the Gray code case. Also their performance differs. In the standard binary case, the schema is below average,

$$
\hat{\mu}\left(* 0 *_{b}\right)=9.5
$$

while the respective Gray-coded schema has an above-average fitness,

$$
\hat{\mu}\left(* 1 *_{g}\right)=14.5
$$

- The low bit alone contains little information and is below average for both representations. The second-order schema, defined by the second and the last position, again reveals the advantage of Gray code over standard binary representation. In the binary case, the maximizer is represented by $* 00_{b}$, which has a fitness of 8 , in the Gray-code case, the respective schema is $* 10_{g}$, having a fitness of 15.5.
Although simplistic and incomplete, the former example demonstrates the potential benefit of Gray over standard binary code in the case of function optimization problems. By virtue of the NFL theorem (Wolpert and Macready, 1997), any general claim that Gray code outperforms standard binary representations must be considered false. Nevertheless, Whitley (1999) showed that for function optimization problems involving search spaces with bounded complexity, Gray code does indeed lead to a reduced number of optima and can hence be expected to improve the convergence behavior.


### 4.3.5 Polyploidy

Commonly, genetic algorithms utilize single-stranded chromosomes. Following the natural role-model, researchers have also proposed the use of di- or polyploid representations. That is, the genotype consists not only of one but of two or more chromosome strands. Each gene may then take multiple alleles. In order to obtain a phenotypic representation of the candidate solution, a mapping, termed expression, determining the valid allele has to be applied. A common approach is to employ dominance. Similarly to Mendel's genetic model, an allele is said to be dominant, if it is the result of the expression in the case of heterozygotism; it is recessive if it results only if it is homozygote. The main application of di- or polyploidy in artificial evolution approaches is to increase the adaptability of solutions to timevarying conditions. Dominant alleles are expressed with a higher preference; recessive alleles are not lost, however. If the conditions change such that recessive gene values result in a higher pay-off, these alleles may become re-activated. Commonly, this approach is supplemented by a co-evolution of the dominance function that determines if an allele is dominant or recessive. An early approach-restricted to stationary problems-was introduced by Bagley (1967). There, the diploid chromosome is extended with a third, co-evolvable strand, representing the dominance value for each locus. Similarly, Hollstien (1971) proposed to use a dominance parameter for each locus. The resulting behavior can be simplified by the introduction of ternary alphabets, consisting of the three letters $0,1_{0}$ and $1 .{ }^{18}$ Both $1_{0}$ and 1 are expressed as 1 . Though, while 1 dominates $0,1_{0}$ is dominated by 0 . Thus a change in dominance can be achieved by replacing $1_{0}$ with 1 and vice versa.

Another study on dominance was performed by Brindle (1981). She explored different schemes to determine dominance values, including a randomly initialized dominance map, which is fixed throughout a GA run, schemes accounting for the current allele distribution in the population, and a scheme that makes use of a third chromosome that represents the evolvable dominance map. This last chromosome is treated independently of the diploid chromosome.

The restriction of these early attempts to stationary problems was criticized by Goldberg and Smith (1987), who argued that the application of polyploidy and dominance is best suited for time-varying problems and should hence be concentrated on those. This claim was empirically verified for timevarying knapsack problems, where a diploid chromosome and a tri-allelic dominance map (as proposed by Hollstien (1971)) resulted in a significant improvement compared to a haploid GA (also compare Smith and Goldberg, 1992).

[^46]As an alternative to the previous dominance maps, Yoshida and Adachi (1994) developed a crossover operation between the homologous chromosomes, which they termed pseudo-meiosis and verified on a non-stationary traveling salesman problem (TSP). Greene (1994) propose to independently express and evaluate each homologous chromosome. The resulted fitness was then used as the dominance function. Collingwood (1995) applied a polyploid chromosome approach to a stationary transport scheduling problem.

An additive dominance scheme for dipoloid di-allelic genotypes was proposed by Ryan (1994). He introduces four alleles representing increasing integer numbers. A gene is expressed as one if and only if the sum of the alleles at the respective homologous loci exceeds a predefined threshold. Another approach using four alleles was developed by Ng and Wong (1995). Their allele set consists of a dominant and a recessive one, and the respective zero alleles. If a locus exhibits a dominant and a recessive gene the former is expressed. Otherwise the allele to is chosen at random. Lewis et al. (1998) show that a successful application of the former approaches to highly non-stationary search problems depends on a co-evolution of the dominance function, with which both approaches can be supplemented. Alternatively, the dominance map can be obtained inductively by relating the diploid genes to the phenotypic performance of the previous population. This procedure was proposed by Uyar and Harmanci (1999).

### 4.3.6 Genders

In contrast to nature where the paramount of sexual reproduction processes involves different genders, they play only an inferior role in GAs. Goldberg (1989), for example, considers the use of sexual differentiation in GAs as a specialization of niching (a diversity preservation technique we will introduce later). Ronald (1995) and Ratford et al. (1997) have introduced selection mechanisms based on seduction functions, mimicking the nature-observed selection of mating partners. In an approach by Goh et al. (2003), the population is artificially subdivided into male and female candidates. While all females are unconditionally selected for mating, males undergo a tournament selection procedure. Sánchez-Velazco (2003) introduced a gendered genetic algorithm that employs different fitness measures for male and female individuals. While males are selected competitively based on their objective value, the fitness of females is determined by age. A similar approach was put forward by Zhang et al. (2009). In addition to a mating restriction mechanism and a life-span fitness contribution, their algorithm is aimed at modeling the Baldwin effect. ${ }^{19}$ Recently, Zegordi et al. (2010) developed a gendered genetic algorithm to solve a distributed scheduling problem. Similarly to the previously described hybrid representation scheme proposed by Schnier and Yao (2000), their respective male and female chromosomes represent different aspects of the optimization task (for example, the former, the job assignment schedule and the latter a job priority table). During crossover, which involves a male and a female individual, first the target gender is determined and the parent with the opposite gender is converted to this target gender, to finally perform a simple uniform crossover. Another application of multi-gender genetic algorithms is for multi-objective optimization problems (see Section 4.11). Allenson (1992), Lis and Eiben (1996), and Esquivel et al. (1999), for example, associate each individual objective value with one gender.

### 4.4 Constraint Handling

Constraints are an important and critical aspect in optimization. In many cases the constraint satisfaction poses a profoundly numerically complexer problem than the optimization of the objective itself. The integration of constraint handling mechanisms has hence been a topic of evolutionary algorithm research for several decades. It also plays an important role in the optimization problems presented in this work, for example, in order to ensure the manufacturability of photomasks.

Constraints can be classified in a various ways, for example (Nocedal and Wright, 1999): (1) By their numerical complexity, as linear or nonlinear, (2) as equality and inequality constraints, and (3) by their overall computational complexity, as implicit or explicit constraints. The latter is a rather weak

[^47]criterion. In real-world applications one could, for example, distinguish between constraints that can be evaluated in a straightforward, e.g., analytical way, and those that require time-expensive numerical solutions.


Figure 4.6: Taxonomy of constraint handling approaches in evolutionary algorithm based on Michalewicz and Schoenauer (1996) and Coello Coello (2002).

Because of their use of finite alphabets, standard genetic algorithms can be characterized as boxconstrained optimization approaches. In general, however, evolutionary algorithms do not inherently ensure the feasibility of solutions but require additional techniques to be incorporated. Figure 4.6 provides a taxonomy of the state-of-the-art. ${ }^{20}$ In general there are two methods by which constraints can be employed into EAs: (1) Using penalty methods to employ a preference of feasible over infeasible solutions or (2) by feasibility-preserving measures that ensure that at any time all solutions are feasible.
In the following, we will briefly summarize the most important techniques. Detailed surveys and discussions can be found in Michalewicz and Schoenauer (1996) or Coello Coello (2002).

### 4.4.1 Penalty Methods

Penalty methods are a common technique to solve constrained problems with unconstrained optimization algorithms. Assuming a minimization problem, a straightforward approach is to add the penalty values in form of a weighted sum to the objective value. A penalty value reflects the degree by which a constraint has been violated, while the weights are used both to normalize the penalties and to balance penalties and the objective. Penalty methods can be applied either as an exterior point method or as an interior point or barrier method. The former is primarily aimed at guiding infeasible solutions toward feasible regions; The latter, the barrier method, assumes feasible start points, for which the penalty function ensures their not breaching the feasibility boundary. Since the search for feasible points may be a numerically complex task in itself, it is often not eligible for population-based search approaches. An appropriate weight configuration is critical (Davis and Coombs, 1987; Richardson et al., 1989; Smith and Tate, 1993): Too high an uprating of penalties will restrict the search to the constraint satisfaction problem, whereas too low a value may cause the final solutions to be infeasible. To alleviate this

[^48]problem, a number of dynamic, adaptive and self-adaptive weight control methods have been proposed, typically at the cost of (potentially significant) higher computation times.

As an alternative, a number of techniques have been proposed that separate the constraint satisfaction problem from the actual optimization. For example:

- Behavioral memory: In a sequential process, an increasing number of constraints are solved for, one at a time. Only in a final stage, the objective value is taken into account and optimized for.
- Predator/prey: The evaluation of the degree to which a solution is feasible and the complexity of each constraint is dynamically determined through co-evolution.
- Stochastic ranking: The fitness of individuals is determined either by its objective value or the degree of constraint violation. The switching between the two modes is performed probabilistically.
- Artificial immune system: Representative solutions known to be feasible are selected. Their constraint violation components serve as antigens, to which the non-feasible solutions are adapted by means of hypermutation and clonal selection.
A third approach is the use of multi-objective techniques (see Section 4.11), in which the problem is posed as compromise between the actual optimization and the constraint satisfaction problem. Numerous variants of this technique exist, as shown in Coello Coello (2002).


### 4.4.2 Feasibility-preserving Methods

In contrast to penalty methods in which constraint-violating candidates are principally permitted, feasibility-preserving methods aim at maintaining only feasible solutions. In repair methods this is achieved by transforming infeasible solutions into feasible ones. When employing decoders, the search is performed on an intermediate decision space. Points in the actual search space are obtained by a mapping from this intermediate space into the actual search space. This mapping (decoding) is to be defined such that it yields only feasible candidates. If the feasibility regions can be determined a priori, a feasibility-restricted search can be performed, for example, by employing an according genotypic representation or by using closed genetic operators, that is, operators that generate only feasible candidates. Another method to prevent operators from yielding infeasible solutions is to supplement them with a local constraint satisfaction search. This method can be applied even if feasibility regions are not obtainable in straightforward manner.

### 4.4.3 Selection of an Appropriate Method

The selection of an appropriate constraint handling technique is strongly problem-specific. If, for example, constraints can be determined in advance, feasibility restrictions display an efficient method in that they compress the search space to only the relevant partitions. Unfortunately, many problems are not amenable to an analytic approach, such that one has to resort to numerical alternatives. Conventional penalty methods, for example, often constitute an appropriate choice since they can be considered proven and robust, with many successful applications to a large variety of different problems. Their main drawback is their dependence on an empirical determination of weight factors. Because of the dramatically increased number of iterations, however, adaptive and especially self-adaptive penalty methods often do not offer a suitable alternative (Coello Coello, 2002). In many optimization problems, like the ones in this work, constraint violations can be distinguished between hard constraints, whose violation renders solutions invalid, and weak constraints, which, if violated, degrade but do not nullify the merit of solutions. ${ }^{21}$ Multi-objective approaches are especially well-suited to deal with these kinds of problems but have also been successfully applied to solve hard constrained problems. One of the reasons is that the problem formulation as a compromise between optimizing the objective and minimizing constraint violations typically causes the search to approach the constraint boundaries from both the feasible and infeasible side. This also leads to a great variety of final solutions, potentially ranging from ones that completely satisfy all constraints to others that do exhibit constraint violations but at the same time show a higher pay-off.
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Figure 4.7: This schematic of a search space $S$ with two disjoint feasible regions $\mathcal{F}_{1}$ and $\mathcal{F}_{2}$ illustrates five different constraint handling methodologies: (1) exterior point methods such as penalty methods, in which candidates are guided toward feasible regions through penalty values, (2) interior point methods, in which feasible solutions are prohibited to leave feasible regions, (3) repair methods, which alter candidate solutions such that they become feasible, (4) decoder methods, which operator on a replacement search space from which a mapping into the feasible regions is performed, and (5) feasibility-restricted search methods, which commonly employ problem-specific knowledge in order for newly created solutions to be restricted to feasible regions or the feasibility border.

An additional issue has to be considered when the objectives and the constraint violation evaluations are results of a partially correct algorithm, which, for example, under certain inputs does not terminate. ${ }^{22}$ This can be considered a common situation, especially when various numerical models are involved as in the case of this work. Then, it might be necessary to precondition the inputs to the evaluation routines, employing, for instance, repair methods or decoders.

### 4.5 Selection

Briefly, selection can be characterized as the allocation of trials that undergo recombination and mutation, the result of which is evaluated and potentially replaces former candidates in the target population. In terms of function, the selection process is to choose individuals such that the product by means of genetic operations exhibits progressively increasing fitness. There, two contradicting properties can be distinguished: (1) In order to achieve a fitness progression, selection is to prefer solutions that exhibit an above-average fitness in comparison with other solutions in the population. (2) On the other hand, completely neglecting below-average solutions decreases the pool of genetic material, the number of alleles present in the population, and can hence lead to a loss of diversity. In other words, selection has to ensure that the expectation of trials for averagely fit individuals is one, significantly greater than one for the best individual, and not zero for individuals with a fitness below the average.

Traditional genetic algorithms use a non-overlapping replacement scheme. In each generation, the population is newly created from the individuals that resulted from the selection, recombination and mutation process. The generational gap is one. A typical extension to this scheme is to allow the bestor a number of highly fit-individual to be copied into the next generation without modification (De Jong, 1975). This technique is referred to as elitist selection and is applied to prevent the extinction of solutions with a superior fitness or their genetic material. With elitist selection the generational gap is $N-n_{e} / N$, when taking $N$ as the population size and $n_{e}$ as the number of elitist solutions.

Another deviation from a generational gap of one is given in steady-state genetic algorithms (Whitley and Kauth, 1988). In this variant, only the worst individual (or a fraction of the individuals with belowaverage fitness values) is replaced per generation. The turnover time per generation is hence significantly shorter than in standard GAs, normally resulting in a greater number of generations. Goldberg and Deb (1991), comparing different selection schemes, associate high growth rates of the best individual with this technique. Although this property may to a shorter convergence time than other approaches, it also bears the danger of a premature loss of diversity.

In contrast to evolution strategies (Section 4.1.1), in genetic algorithms, the offspring solutions resulting from recombination and mutation are directly transferred into the target population. Consequently, the number of individuals to be replaced in the population is equal or smaller than the number of offspring individuals. In case excessive individuals are generated or if the newly generated individuals are to compete with solutions from the old population, an additional selection step has to be performed, which is termed survivor selection to distinguish it from the mating selection. Both steps utilize identical (or at least very similar) selection schemes.

The most important selection schemes are briefly explained below.

### 4.5.1 Stochastic Sampling With Replacement

This technique is often termed roulette wheel selection since it can be illustrated by a roulette wheel or wheel of fortune that is subdivided into as many segments as there are individuals in the population. The selected individual is determined by spinning the wheel and choosing the solution corresponding to the segment at which the wheel stops (see Figure 4.8(a)). In order for the selection probability to reflect the fitness of an individual, the sizes of the segments have to be defined accordingly. Thus we obtain

[^50]

Figure 4.8: Stochastic sampling selection schemes. (a) Stochastic sampling with replacement, performed as $N$ independent roulette wheel spins, where $N$ is the number of individuals to be selected. (b) Stochastic universal sampling; Roulette wheel is spun once, simultaneously selecting $N$ individuals at equidistant positions, where the probability value $q$ can be interpreted as the spin angle.
a biased wheel. The simplest form of bias is obtained by sizing the segments directly proportionally to the individual's fitness. For the selection probability of an individual $A$, we hence have that,

$$
\begin{equation*}
p_{A}=\frac{\mu(A)}{\sum_{B \in \mathbf{P}} \mu(B)} \tag{4.1}
\end{equation*}
$$

where $\mu$ is the pay-off of an individual and $\mathbf{P}$ denotes the population.
The following main drawbacks are associated with roulette wheel selection (De Jong, 1975):
(1) Individuals with a fitness substantially above average may quickly become dominant. Depending on the scaling of the fitness function, the selection probability of such individuals, often termed super individuals, may become a number only insignificantly smaller than one, consequently leaving only a small fraction of chance to the remaining solutions. This, in turn, seriously impedes exploration and leads to a premature convergence.
(2) In later stages of a GA run, the variance of fitness values within the population can be expected to drop. Again depending on the scaling of the fitness function, the roulette wheel may exhibit almost equally sized segments. As a consequence, the selection pressure is drastically reduced, and so the detection of hyperplanes that are to be mixed is impaired.

To rectify these issues, De Jong (1975) proposed an additional scaling of the fitness function, which takes the fitness distribution within the population into account. The following three scaling mechanisms are typically used (Goldberg, 1989, pp. 123, 124):
(1) Linear scaling: This type of scaling is aimed at a selection proportion that, on average, leads to one copy of the averagely fit individual in the population and a defined multiple of copies of the best solution.
(2) Sigma scaling: In order to decouple the fitness from the variance in the population and, in so doing, by equalizing the selection pressure throughout the entire GA run, Forrest (1985) developed a scaling that normalized the raw fitness by the standard deviation. A variant, called sigma truncation was introduced by Goldberg (1989).
(3) Power scaling: This straightforward scheme was originally demonstrated by Gillies (1985). He scales the raw fitness function with an exponent in order to adjust the spread of population members with regards to their fitness. This approach is best combined with a generation-varying determination
of the exponent: for example, using small exponents in the early GA stage (emphasizing diversity) and larger exponents later to increase the selection pressure.

### 4.5.2 Rank-based Selection

The development of a robust scaling routine with a negligible bias and a minimum deviation between observed and expected number of trials is often far from being straightforward. Especially in the regime of multi-objective optimization problems-problems with multiple, incommensurable objectives-or constrained problems, scaling may lead to a skewed fitness distribution and hence to an abysmal convergence behavior. Baker (1985) attempted to mitigate this problem by using a selection scheme in which the expected number of trials is determined by the rank of an individual in the population rather than its absolute fitness.


Figure 4.9: Linear-rank-based selection. Selection probability $p_{A}$ as a function of the rank of individual $A$. A selection pressure $s$ of one leads to an equal probability of all individuals; greater pressures lead to an accentuation of higher-ranked candidates.

Under linear ranking, the selection probability for an individual $A$ is given as:

$$
\begin{equation*}
\frac{1}{N}\left(2-s+2(s-1) \frac{R(A)-1}{N-1}\right) \tag{4.2}
\end{equation*}
$$

where $N$ is the population size, $R(A)$ is the rank of solution $A$ in the population; where $R(A)=1$ is the solution with the lowest fitness and $R(A)=N$ is the candidate with the highest fitness in the population. The parameter $s$ denotes the selection pressure. Its effect is illustrated in Figure 4.9: A value of one causes all individuals to be selected with equal probabilities, thus imposes no selection pressure, whereas a value of two leads to a linearly increasing pressure as a function of the rank of the solution.

Other, non-linear ranking schemes, for example, to accentuate the expected number of trials of highly ranked individuals, have been devised by other authors (Michalewicz and Attia, 1994).

### 4.5.3 Stochastic Universal Sampling

Stochastically, GA populations consist of a small number of samples, such that selection inevitably induces sampling errors. Standard roulette wheel selection, for examples, leads to high variance (a
large spread of actually drawn instances compared with the expected values). Any bias associated with selection errors can have dramatic consequences for the course of the GA such as leading to a premature convergence or the loss of hyperplanes with an above-average fitness. The stochastic universal sampling technique proposed by Baker (1987) minimizes the variance of selection and, like standard roulette wheel selection, does not show any bias. It requires only one (normally distributed) random number for all selection events, hence giving a selection scheme without replacement. Given $N$, the size of the mating pool, or selection events, the random number is generated from the range $[0,1 / N]$, denoting the first event. The certain event is segmented into $N$ aliquots, each of which determines one selection event. The procedure can be illustrated by considering a wheel of fortune that has $N$ equally spaced instead of a single pointer (see Figure 4.8(b)). In addition to a bounded spread, this method is also computationally more efficient than standard roulette wheel selection. This property, however, is of minor importance in many real world optimization problems in which the fitness evaluation strongly dominates the overall computation time.

### 4.5.4 Deterministic Sampling and Remainder Stochastic Sampling

Deterministic and remainder stochastic sampling are fitness-proportional schemes in which the expected occurrences are computed as in roulette wheel selection (Brindle, 1981; Goldberg, 1989). The integer fraction of the expectations, however, directly determine the number of trials in the mating pool. In deterministic sampling the remaining slots of the mating pool are sequentially filled from a list of individuals that is sorted by the fractional part of the expectations. Remainder stochastic sampling with replacement, in contrast, takes the fractional portion as the segment sizes for a subsequent roulette wheel selection through which the mating pool is complemented. And remainder stochastic sampling without replacement sequentially traverses the fraction-sorted list. Each fraction is then taken as the success probability for the selection of the corresponding individual.

### 4.5.5 Tournament Selection

In contrast to the former selection schemes, tournament selection (Brindle, 1981) does not depend on the fitness statistics in the population from which individuals are selected. Instead it utilizes an intermediate selection pool. A number $t$ of individuals is randomly chosen from the population. The individuals in this pool undergo a tournament, whose winner is selected to participate in mating. The tournament is usually performed in a straightforward manner: The individual with the best fitness wins it. A common value for $t$, the size of the intermediate selection pool, is two. Figure 4.10 demonstrate the steps involved in this case, termed binary tournament selection.

(a)
(b)

Figure 4.10: Tournament selection. (a) A selection pool is created by randomly choosing $t$ (two, in this example) individuals; (b) the fitter of both solutions is finally selected.

More formally, the flow of tournament selection is shown in Algorithm 4.2, where $S$ denotes the intermediate selection pool. There, a more general variant is presented in which the winner of the tournament is determined probabilistically ( $\left.\left.p_{s} \in\right] 0.5,1\right]$, denoting the selection probability of the winner). As will be shown later, the role of this parameter is to adjust the selection pressure.

```
Algorithm 4.2: Tournament Selection
    \(S \leftarrow\) randomly choose \(t\) individuals as selection pool
    sort \(S\) (descending fitness values)
    forall the individuals \(A\) in \(S\) do
        \(p_{s} \leftarrow\) generate (uniform) random number
        if \(p_{s} \leq p\) then
            return selected individual \(A\)
    return least fit individual
```

When analyzing tournament selection, the two phases can be distinguished (Poli, 2005):
(1) the random sampling of individuals and
(2) the tournament.

Similarly to standard roulette wheel selection, the sampling phase induces a selection error that may, in the extreme case, lead to a situation in which the best individual is not selected at all. The probability of an individual to be considered during sampling for one tournament is given by:

$$
\begin{equation*}
p_{S}=1-\left(\frac{N-1}{N}\right)^{t} \tag{4.3}
\end{equation*}
$$

where $N$ is then population size. Assuming a standard GA with a generational gap of one, the number of selection events to fill the next population is $N$. Consequently, the probability that sampling does not consider one individual is (for a derivation see Poli, 2005):

$$
\begin{equation*}
p_{n}=\left(\frac{N-1}{N}\right)^{t N} \tag{4.4}
\end{equation*}
$$

Thus the fraction of individuals not considered for selection in one generation increases with a decreasing tournament size.

On the other hand, a large tournament size leads to an increased selection pressure. Even the smallest possible tournament window of two results in an expectation that is approximately twice as large as that of the median solution. The selection probability for one individual to be selected can be estimated as follows (Bäck, 1994): ${ }^{23}$

$$
\begin{equation*}
p_{A}=\frac{R(A)^{t}-(R(A)-1)^{t}}{N^{t}} \tag{4.5}
\end{equation*}
$$

where $R(A)$ is the rank of solution $A$, with $N$ being the best and 1 the worst solution. To allow smaller selection pressures, a probabilistic acceptance as shown in Algorithm 4.2, where the winner is selected with a predefined probability, can be employed. From (4.5), Motoki (2002) derives the expected number of non-selected individuals:

$$
\begin{equation*}
\mathcal{L}(N, t)=\frac{1}{N} \sum_{A \in \mathbf{P}}\left(1-\frac{\left.R(A)^{t}-(R(A)-1)^{t}\right)}{N^{t}}\right)^{N} \tag{4.6}
\end{equation*}
$$

where $\mathbf{P}$ denotes the population. This loss of solutions increases with the tournament size and also with the number of individuals in the population, albeit decliningly. Motoki (2002) conjectured that with a tournament size of two, about 40 percent of the population will be lost due to tournament selection. Blickle and Thiele (1997) proposed to relate the loss of diversity to selection intensity, which measures the change of the average fitness under selection. ${ }^{24}$ More precisely, they estimated the degree of diversity

[^51]one can expect when aiming at a certain selection intensity. They found a similar behavior as for ranking selection. When applying the refined formula of (4.6), however, a less advantageous relation between selection intensity and diversity loss can be expected.

Sokolov and Whitley (2005) propose a variant of tournament selection in which, in the case of binary tournaments, each individual is drawn exactly twice. The first individual of each competition is drawn by its rank, and its competitor is drawn from a randomly shuffled version of the population. Tournaments consisting of two instances of the same solution are prohibited. This approach reduces the spread associated with random sampling phase of standard tournament selection.

Goldberg (1990) developed Boltzmann tournament selection. The basic idea is borrowed from simulated annealing: Individuals are selected by subjecting neighboring solutions to a tournament with expectations following the Boltzmann distributions. According to Goldberg (1990), this selection scheme serves two purposes: (1) A transfer of the asymptotic convergence behavior of simulated annealing to evolutionary algorithms, and, (2) by virtue of its local tournaments, it could be applied to niching techniques (see Section 4.9).

### 4.5.6 Truncation Selection

Mühlenbein and Schlierkamp-Voosen (1993) introduced a selection scheme that is often exercised by breeders and termed truncation selection. Only a fraction of the population, which contains the best solutions, is eligible for selection. Solutions are drawn (uniformly) randomly from this selection pool. Blickle and Thiele (1997) associated a high loss of diversity with this scheme, which can be minimized only at the expense of a reduced selection intensity.

### 4.5.7 Selection of an Adequate Selection Scheme

Despite a number of comprehensive surveys and mathematical models describing the effects of different selection schemes (for example, by Goldberg and Deb, 1991; Blickle and Thiele, 1997; Motoki, 2002), no conclusion can be drawn as to a one best selection scheme. On the one hand, this is because selection interacts with the other genetic operations such as recombination and mutation and can ultimately only be evaluated in this context. On the other hand, there is no optimization scheme superior to any other (cf. Wolpert and Macready, 1997), and this general premise also holds for selection.

Fitness proportionate schemes lead to a fitness-function-dependent growth ratio that is large in an early GA stage and progressively decreases with the fitness variance of the population. Without any counteracting measures, the high growth rate also renders this scheme prone to a premature loss of diversity. The second origin of diversity loss, the principally unlimited variance of actually selected solutions, can be drastically reduced using stochastic universal sampling. Scaling techniques can be employed to adapt selection pressure. Their implementation, however, is highly problem-dependent and may result in a bias in itself. Especially when the fitness function consists of multiple objectives or under constrained optimization problems, the scaling needs to be thoroughly adjusted. The selection pressure of truncation selection strongly depends on the threshold parameter, the ratio of selected individuals. It can be associated with a high diversity loss, which is strongly biased since genetic material in individuals with a fitness below average is completely lost. Ranking selection and tournament selection can be adjusted to exhibit similar growth ratios. Assuming equal selection intensities, tournament selection and exponential ranking selection exhibit a higher loss of diversity than exponential ranking. Since in tournament selection the loss of diversity depends both on the population size and the tournament size, a minimum tournament size of two can be considered expedient.

Simply speaking, selection can be associated with two contradicting effects: the growth ratio of solutions that exhibit a high fitness and a loss of diversity. A useful metric to express this trade-off is to evaluate the loss of diversity as a function of the selection intensity (Blickle and Thiele, 1997). A direct approach to moderate diversity loss is to adjust the selection pressure or an application of genetic operators such as high mutation rates in order to restore genetic material that has been abolished due to selection (Goldberg and Deb, 1991).

However, it is not diversity in general that a genetic algorithm depends upon but "useful" diversitythat is, genetic material that can be expected to contribute to the solution-that needs to be preserved. For example, alleles showing a negative impact on the fitness under all circumstances should be rather removed from the gene pool. Of course, in most situations the determination of the usefulness of certain diversity is not predictable. And a loss of alleles reduces the accessible search space, potentially preventing the GA from exploring beneficial regions. A number of methods specifically aimed at maintaining productive diversity have been devised. These methods are commonly termed niching techniques and are discussed in Section 4.9.

### 4.6 Recombination

In standard genetic algorithms, the information exchange between solutions plays a central role. Simply put, it creates new samples exhibiting beneficial contributions from different search regions. This is a stochastic process that involves a large number of iterations, samples and selection, the operation that actually draws the samples that are to be combined. From this perspective, that is, regarding recombination rather as a process than as a single operation, it can be considered as the determination and combination of (statistically) optimal hyperplanes. As was shown for the binary case in more detail in Section 4.3.3, the hyperplanes are given by the defining alleles of the equivalence class to which the corresponding individuals belong. This is more evident in the case of discrete alphabets but also applies to real-coded GAs (Radcliffe, 1991). Moreover, since each individual represents numerous such hyperplanes, recombination can be thought of as massively, implicitly parallel process. ${ }^{25}$

Traditionally, genetic algorithms employ fixed-length chromosomes, where the alleles are from a discrete, finite alphabet. We will restrict our focus to binary-coded genetic algorithms, that is, an allele is either zero or one. Recombination in this context is then commonly performed as string operations and is referred to as crossover, following the natural role model of genetics. Two crossover operators -illustrated in Figure 4.11-have been commonly and successfully applied to variety of applications: ${ }^{26}$
(1) n-point crossover and (2) uniform crossover. Both take a very different perspective on mixing of hyperplanes, which will be shortly reviewed in the following subsections. In addition, a number of specialized crossover operators have been devised, as already discussed in Section 4.3.

### 4.6.1 $n$-point Crossover

The idea of $n$-point crossover is loosely adopted from genetics (Holland, 1975). It intermixes segments of (typically) two parents to form two offspring solutions. The segments are defined by randomly obtained crossover points that can be thought of as fraction sites at which the parents are broken apart into $n+1$ parents. One and two-point crossover are illustrated in Figure 4.11(a) and (b), respectively.

Let $A$ and $B$ be the parent individuals, $A^{\prime}$ and $B^{\prime}$ the offspring solutions, and $l$ the fixed bit-string length. Further, let

$$
\left(s_{0}, \ldots, s_{n}\right)=\left(\left(0, \chi_{1}-1\right),\left(\chi_{1}, \chi_{2}-1\right), \ldots,\left(\chi_{n}, l-1\right)\right)
$$
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## A $1001101110100110|1110100| 111011110$ <br> $B \quad 11101000111110100011111101100011$

## $A^{\prime} 100110001110001011101111100111$ <br> $B^{\prime} 111010111011111000111000101010$

## (a)

(b)
(c)

Figure 4.11: Common crossover schemes in binary-coded genetic algorithms. (a) One-point crossover: a crossover point is randomly chosen, dividing the parent individuals $A$ and $B$ into two segments. The first child, $A^{\prime}$ receives its left segment from $A$ and the right one from $B . B^{\prime}$ is generated from the respective other segments. (b) In two-point crossover, the outer segments of parent $A$ are copied to the offspring solution $A^{\prime}$. The center part is transfered to $B^{\prime}$. Vice versa, individual $B$ contributes it outer segments to $B^{\prime}$ and the center segment to $A^{\prime}$. (c) A gene-wise mixing is performed in uniform crossover. The alleles in $A^{\prime}$ are randomly either taken from $A$ or $B$ (and vice versa in $B^{\prime}$ ). On average, each offspring solution hence receives half of its genetic material from either parent. However, the ratio can also be adjusted, for example, in order to control the degree of disruption.
be the segments defined by the (ordered) crossover points $\chi_{k}$. Formally, we then have that,

$$
\begin{aligned}
& a_{i}^{\prime}:= \begin{cases}a_{i} & \left(i \in s_{j}\right)(0 \leq j \leq n \wedge j \text { even }) \\
b_{i} & \left(i \in s_{j}\right)(0 \leq j \leq n \wedge j \text { odd })\end{cases} \\
& \text { and }
\end{aligned}, \begin{array}{ll}
b_{i}^{\prime} & := \begin{cases}\left.b_{i}\right)(0 \leq j \leq n \wedge j \text { even }) \\
a_{i} & \left(i \in s_{j}\right)(0 \leq j \leq n \wedge j \text { odd }),\end{cases}
\end{array}
$$

where $i$ is the locus $(i=0, \ldots, l-1)$ and $a_{i}$ is the corresponding allele in individual $A$.
Original studies of genetic algorithms proposed one-point crossover (Holland, 1975). The reasoning behind this choice is that a minimum number of crossover points also minimizes the level of disruption of hyperplanes. However, one-point crossover also introduces a strong bias of the defining length and the position of the defining alleles of hyperplanes. For example, hyperplanes defined in the left or right most segments of solutions will be recombined only with an insignificant probability. Multi-point, especially two-point, crossover have been proposed to counteract this bias (De Jong, 1975; Goldberg, 1989; Eshelman et al., 1989; Spears and Jong, 1991).

### 4.6.2 Uniform Crossover

This type of crossover has been proposed by Syswerda (1989). It takes a slightly different perspective on mixing than the $n$-point crossover techniques in that it employs a gene-wise rather than a segment-wise recombination (illustrated in Figure 4.11c). Given two parent solutions $A$ and $B$; for each gene where $A$ and $B$ exhibit different alleles, the corresponding locus in the first offspring solution, $A^{\prime}$, is randomly taken from either $A$ or $B$. The second offspring, $B^{\prime}$, receives the respective allele from the opposite parent. Originally, the probability was fixed to 0.5 . That is, each offspring receives half of its alleles from either parent. However, any swap ratio can be applied.

Uniform crossover introduces a significantly higher level of disruption than one or two-point crossover. In other words, it leads to a much increased probability of the redemption of competitive hyperplanes. Following the schema theorem, this fact drastically impedes the exploitative efficiency of the GA and thus leads to a convergence degradation. However, at the same time it also increases the accessibility of new search space regions and so the exploratory power. In fact, Spears and De Jong (1991) have shown that especially when used with small population sizes, the disruption caused by uniform crossover may become productive. Moreover, they argue that the degree of disruption can be conveniently controlled by the swap ratio. In so doing the operator can be adapted to different situations such as the population size. Finally, the author argue that uniform crossover, in contrast to $n$-point crossover, does not introduce a bias with respect to the defining length (distance between the defining [fixed] positions) of hyperplanes.

A variant of uniform crossover, which is also aimed at alleviating the problem of positional and defining length bias, was devised by Caruana et al. (1989) and called shuffle crossover.

### 4.7 Mutation

In contrast to evolution strategy, which in their traditional form mainly relies on mutation, it was long regarded as a secondary, almost optional operator in genetic algorithms. Its main purpose was described as re-introducing genetic material that has been lost in the course of evolution (see, for example, Goldberg, 1989). In fact, an increase of diversity of candidate solutions in the GA populationin order to prevent a premature convergence toward a sub-optimum or a local optimum in highly multimodal search spaces - is an important function. Without mutation, the upper limit of possible alleles is determined by the randomly generated initial population. In other words, the GA's search space is restricted to those hyperplanes that are already present in the first generation. In addition, by preferring solutions that (currently) exhibit a pay-off value above average, selection eventually leads
to an allele depletion. Analogous to genetics, this phenomenon is termed genetic drift. By randomly introducing new alleles, diversity can be re-increased, allowing additional parts of the search space to be explored. In other situations, mutation may also be suited to increase the convergence rate, for example, by yielding well-performing individuals by fluke or by acting as a short-range variation scheme that accelerates the ascent (or descent) of solutions. As mentioned earlier (Section 4.3), in the scope of other than binary representation, a number of mutation operators have been devised, many of which play a central role in the evolutionary algorithms associated with them. ${ }^{27}$ Another perspective when comparing mutation and recombination has been put forth by Spears (1993). He shows that the exploratory power of mutation is in principle unlimited since, in contrast to crossover, it does not "respect" any given hyperplane distribution in the population. In terms of construction, that is, in combining low-dimensional hyperplanes to form higher order ones, his findings indicate an advantage of crossover over mutation. Ultimately, the effect of genetic operations is strongly problem-dependent (Wolpert and Macready, 1997). Thus GA variants that are mainly driven by mutation have been proposed and are not categorically less efficient than their conventional counterparts.

The most common mutation operator for bit-string GAs is point mutation in the form of bit-flip operations (Holland, 1975). The chromosome is traversed, and for each gene a random number is drawn whose comparison with a predefined mutation probability determines whether to invert the allele. The random number is commonly uniformly distributed. But other distributions are applicable as well. Since normally a low mutation probability is chosen, only a few alleles of an individual are modified through mutation. Point mutation is illustrated in Figure 4.12.
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Figure 4.12: Fictitious genetic algorithm point mutation example. A low mutation probability is applied such that only a single allele is flipped.

### 4.8 Control Parameters

The behavior of the genetic operators such as crossover and mutation is controlled by parameters. The crossover rate (often written $p_{c}$ ), for example, determines the probability that the selected individuals mate. In general, in order for the evolution dynamics to take effect, this ratio is a value between 0.5 and 1 . In other words, half to all of the selected individuals actually perform crossover. The remaining selected pairs are copied verbatim into the next population, mainly to increase the survival probability of candidates with an above-average fitness. The role of the mutation rate parameter $\left(p_{m}\right)$ strongly depends on the mutation operator that is employed. For point mutation, it determines the probability of an allele to be inverted or, equivalently, the average inversion fraction of the chromosome. Normally, mutation rates are set to low values, in the order of 0.01 or below. ${ }^{28}$ High mutation rates are generally considered obstructive for the hyperplane assembly associated with recombination - since they typically impose a random-walk-like behavior on the GA. A mutation rate close to zero, however, may impair exploration and so prematurely leave the algorithm in a steady state.

Like the mutation and crossover probabilities, the population size can be regarded as yet another control parameter. The overall runtime of an evolutionary optimization is typically determined by the

[^53]number of function evaluations, which in turn have an upper bound given by the number of solutions (per iteration) times the number of iterations. The population size is hence a critical factor for the efficiency of an evolutionary algorithm. On the other hand, it also determines its efficacy, by facilitating or impairing the underlying processes. A number of different theorems and recommendations concerning ideal population sizes have been presented: Goldberg (1989), for example, estimates the population size in terms of an optimal hyperplane processing. The minimization of sampling errors during the course of hyperplane mixing reveals a different picture and so a different estimate (Goldberg et al., 1992b); it was later supplemented by a building-block (hyperplane) supply and selection model (Harik et al., 1999). Many other studies are of empirical nature (e.g., De Jong, 1975; Schaffer et al., 1989) or use rigorous search-based approaches (Grefenstette, 1986) for the determination of a suited sizing. In Mühlenbein and Schlierkamp-Voosen (1993), the authors attempted to conjecture a semi-empirical rule, which suggest that the minimal population is a function of the problem size, the selection intensity (see Section 4.5) and the allele distribution in the initial population. ${ }^{29}$

The selection of adequate control parameters may have a significant impact on the convergence behavior of evolutionary algorithms. Their determination is therefore of paramount importance. Many authors have tried to empirically identify ideal parameters (just a few examples are De Jong, 1975; Schaffer et al., 1989; Bäck, 1993). Since the GA control parameters are just as problem dependent as the operators themselves, it is little surprising that except for a number of qualitative statements there is no conclusive agreement between the results of the different studies. A more rigorous approach was presented by Grefenstette (1986). He applied a meta-search for optimal control parameters. The underlying optimizer was again a genetic algorithm (thus applying a meta-evolutionary approach). In his work, ideal parameter configurations drastically differ depending on whether the evaluation is performed on offline or online parameters.

In order to adjust GA parameters, numerical experiments are often required. This can, for example, be done by running the GA with different settings for a few iterations and then comparing the convergence behavior with a view to infer ideal parameters. Noting that GA control parameters may mutually influence each other (Eiben et al., 1999), the sheer number of possible combinations may already render this procedure infeasible, especially in the scope of numerically complex function evaluations. As an alternative, dynamic parameter control mechanisms have been suggested, which can be distinguished in various ways. Eiben et al. (1999), for example, present a meta-classification for several aspects of parameter control. ${ }^{30}$ Here, we loosely follow their classification based on the underlying parameter control mechanisms:
(1) Deterministic/dynamic: the control parameters take no feedback; parameters are either constants or their adjustments follow predefined rules, for example, as functions of time.
(2) Adaptive: the control parameters are adapted to the state of the EA.
(3) Self-adaptive: the control parameters themselves are subject to optimization, for example, by supplementing individuals with control parameters and exposing them to the same evolutionary process, or in a meta-evolutionary process.
As shown in Section 4.1.1, evolutionary programming and evolution strategy can be considered the earliest approaches to comprise a framework of different adaptive and self-adaptive parameter control schemes. It was not until the 1990s that similar strategies also gained popularity in genetic algorithms. ${ }^{31}$ In contrast to ES and EP, parameter and operator configurations have typically been considered as constants. Much of the research concerned with the impact of control parameters was consequently directed toward finding universally applicable configurations. And indeed, the success of GAs following the recommendations so obtained seems to perfectly justify this procedure. Originally, adaptive techniques have been applied to GA variants and problems with a strong sensitivity against parameter settings. There, parameter adaptation techniques are aimed at improving the convergence behavior in terms of (1) the best local optima that can be obtained, (2) robustness (reproducibility of results) and

[^54](3) convergence speed. In addition and as a consequence, a successful adaptation technique can also be expected to increase usability, since it reduces the number of configuration settings that have to be determined and provided prior to the actual optimization run - at best leading to a genetic algorithm without parameters (see details, the study presented by Bäck et al. (2000a) and the brief survey in Appendix E). As discussed before, the GA convergence behavior can be coarsely characterized as a balance between exploration and exploitation. Adaptive methods can thus be expected successful if they have a beneficial impact on this tradeoff. In that sense, parameter adaption is one technique inter alia and competes, for instance, against niching methods (Srinivas and Patnaik, 1994). ${ }^{32}$

Adaptive and self-adaptive approaches have proved successful in a variety of different applications, where in some cases they clearly outperform static operators and control parameters. The success can be attributed to two effects (Schwefel, 1987; Bäck, 2000; Spears, 1995):
(1) Diversity of operators or control parameter settings. The mere existence of different configurations and their rotational application may lead to a convergence improvement, for example, by increasing the jump probability to different search regions or by preventing a pre-mature convergence to local optima.
(2) Selection of an optimum configuration. The ideal of adaptive parameter control is to find an operator and parameter configuration that, in the given context, leads to an optimal optimization behavior of the genetic algorithm. Especially for self-adaptive methods, it is virtually impossible to ascertain whether or not self-adaptation is in action. Of course, empirical studies can be conducted comparing performances of static, adaptive and self-adaptive methods, however, not allowing to shed much light on the "adaptation power" of the method in question.
In order to draw general conclusions about the applicability and the performance of automated parameter control methods, further theoretical investigations are required. As a result from the NFL theorem (Wolpert and Macready, 1997), adaptive GAs are not generally superior to fixed parameter versions. Recent studies, however, have shown that champion-producing, co-evolutionary approaches can be associated with free lunches (Wolpert and Macready, 2005). That is, for certain co-evolutionary settings, some algorithms outperform others. Further investigations are hence required to clarify to what extend this result can be utilized in the scope of parameter adaptation.

### 4.9 Diversity Preservation

As mentioned before, the search behavior of evolutionary algorithms is often characterized as a balance between exploration of the search space and exploitation of the so gathered information in order to converge to local extrema. ${ }^{33}$ An evolutionary algorithm putting too much emphasis on exploration is consequently prone to showing an impaired convergence performance. An algorithm neglecting exploration, on the other hand, tends to prematurely converge and so to yield a globally suboptimal solution. To counteract the latter behavior, increased mutation probabilities are often used with a view to prevent a genetic drift. Alternatively, dynamic or adaptive control parameters have been proposed as a means to increase the diversity of the individuals belonging to a population (Srinivas and Patnaik, 1994). The need for an intense exploration aggravates with the degree of modality of the search space. A number of techniques are therefore specifically aimed at maintaining solutions at multiple optima. Examples for such techniques are mating restrictions (for example, see Deb, 1989), in which only similar solutions are allowed to yield offspring, or multipopulation approaches (for example, see Cohoon et al., 1987; Mühlenbein, 1991), in which the evolution of each population can be biased toward different search space regions. Another class of approaches aimed at the sampling of the search space is termed niching. The common idea of these methods is to impact the distribution of individuals and to so modify the exploration behavior of the evolutionary process. Broadly speaking, a niche can be said to be a region

[^55] proves untenable.
in the search space that exhibits a common local optimum. Given a search space $D$ and a distance metric $d$,
$$
d: D \times D \rightarrow \mathbb{F}
$$
where $\mathbb{F}$ is an ordered field; a local maximizer can be defined as follows:
Definition 4.1 (local optmimizer) $\hat{\mathbf{x}} \in D$ is called a local maximizer (without loss of generality $(W L O G)): \Longleftrightarrow$
$$
(\exists \delta \in \mathbb{F})(\forall \mathbf{x} \in D)(d(\hat{\mathbf{x}}, \mathbf{x})<\delta \Longrightarrow \mu(\hat{\mathbf{x}})>\mu(\mathbf{x}))
$$

Clearly, this definition allows to define an environment associated with the local optimizer, for example, by defining a connected, open neighborhood $N_{\hat{\mathbf{x}}}$ with

$$
\mu(\mathbf{x}) \leq \mu(\hat{\mathbf{x}}) \quad\left(\forall \mathbf{x} \in N_{\hat{\mathbf{x}}}\right)
$$

However, this definition does not allow to partition the search space in a straightforward manner since it includes overlapping niches. Another option would be to adopt the notion of basins of attractions, commonly used in local search approaches. It can be roughly described as a region or set of solutions that under a given operation, such as a local search operator, converge to the same attractor, for example, local optimum.

A pragmatic definition of niches, based on the position of solutions relative to local optima and hence ensuring that one solution belongs to exactly one niche can be put forward as follows: Let $\mathcal{S}$ be a set of $n$ locally optimal points, with

$$
\mathcal{S}=\left\{\mathbf{s}_{0}, \mathbf{s}_{1}, \ldots, \mathbf{s}_{n}\right\} \subset D
$$

Each optimal point spawns a niche containing all points to which it has a shorter distance than other optimal points:

$$
\mathcal{N}_{\mathbf{s}_{i}}:=\left\{\mathbf{x} \in D \mid \mathbf{s}_{i}=\arg \min _{\mathbf{s} \in \mathcal{S}} d(\mathbf{x}, \mathbf{s})\right\}
$$

The former definition does not enforce that the locally optimal points are optima with respect to the niche. Figure 4.13 shows such a situation in which an individual is close to a locally optimal point, which it outperforms. If not specifically accounted for, such niches are prone to extinction and can thus be considered insignificant. In his study on niche-preservation under restricted tournament selectionwhich we will introduce below-Harik (1995) omits such insignificant niches altogether by using the following optimal set definition:

$$
\mathcal{S}:=\left\{\mathbf{s} \in D \mid(\forall \mathbf{x} \in D)\left(\mathbf{s}^{\prime}=\arg \min _{\mathbf{s}} d(\mathbf{x}, \mathbf{s}) \Longrightarrow \mu(\mathbf{x}) \leq \mu\left(\mathbf{s}^{\prime}\right)\right)\right\}
$$

An explicit niching strategy, termed sequential niching, was proposed by Beasley et al. (1993). Their algorithm is specifically aimed at multimodal search spaces to which they apply multiple GA runs with adapting fitness functions. After one GA run yielded a local optimum, the respective region in the search space is blocked through a modification of the fitness function. This procedure is repeated until the intended number of optima are found. Other approaches include ecological GAs (Davidor, 1991), co-evolutionary sharing (Goldberg and Wang, 1998) and multi-national GAs (Ursem, 2000). The two major niching strategies can be broadly categorized as: (1) sharing, in which the exploration of the search space is altered through adaptively modify the selection pressure of individuals, and (2) crowding, in which replacement is altered to account for local characteristics of the search space.

### 4.9.1 Sharing

In sharing techniques, the objective value of individuals is modified in dependence of local, for example, distribution information of individuals. The main idea is to increase the selection pressure of individuals that exhibit a high similarity with many other individuals (Goldberg, Richardson 1987). Individuals


Figure 4.13: Niches can be defined by a neighborhood relation of solution to locally optimal points. However, this definition does not enforce the spawning local optima to be optimal with respect to the niche. Point $\mathbf{x}$, for example, clearly lies closer to the local optimum $\mathbf{s}^{\prime}$ than to $\mathbf{s}_{0}$ and would thus fall into the niche of the former. At the same time, it outperforms the spawning local optimum. Without specific measures such a niche can be expected to be prone to rapid extinction.
from sparsely sampled, yet highly paying off regions are consequently preferred over those situated in crowded areas. This is typically achieved by scaling the original fitness with a niche count measure,

$$
\begin{equation*}
\mu^{\prime}(A):=\mu(A) / n(A) \tag{4.7}
\end{equation*}
$$

The niche count $(n)$ is then defined as the sum of a similarity measure between the individual and any other individual of the population:

$$
n(A):=\sum_{B \in P} \operatorname{sh}(d(A, B)),
$$

where $d$ is the distance between two candidates. The sharing metric (sh) is defined such that solutions contribute to the niche count depending on their distance from the target solution. In order to restrict the influence of the niche count to the vicinity of the evaluated solution, a threshold ( $\sigma$ ), below which solutions are said to be dissimilar, is introduced. Formally, we have that,

$$
\operatorname{sh}(d(A, B)):= \begin{cases}1-(d(A, B) / \sigma)^{\alpha} & d(A, B)<\sigma \\ 0 & \text { otherwise }\end{cases}
$$

where the parameter $\alpha$ can be used to influence the decay of the niche measure with a decreasing distance.

The distance between two individuals can be defined in various ways. One approach is to employ a problem-dependent measure, based on the phenotype of individuals. In numerical optimization, for example, one can use the (Euclidean) distance between the parameter vectors. In structural or geometric optimization problems one could define a metric based on the shape or the position of individuals. Another common technique is to measure the distance of individuals in the genotypic domain. In binary-coded GAs, the Hamming distance (bit difference) constitutes an adequate measure. For realcoded representations any norm such as the Euclidean distance may be suited.

One of the critical aspects of sharing is the selection operator used in the underlying genetic algorithm. Simple roulette wheel selection, for example, may, because of its short take-over times, strongly degrade the stability of niches. Therefore Oei et al. (1991) propose the use of tournament selection. However, they showed that a straightforward combination of tournament selection and niching leads to a chaotic behavior, resulting in a (potentially vast) loss of niches. They identified the problem to be a timing one: Broadly speaking, sharing can be said to be an adjustment of the number of individuals per niche, proportionate to their fitness. Selection can be considered the mechanism that exercises this adjustment. Since no feedback about the distribution in the target population being generated is taken into account, over-adjustments and hence the complete loss of niches are likely to happen. Consequently, Oei et al. (1991) suggest to continuously update the shared fitness values by an evaluation based on the target rather than the current population.

Another loss of niches can be attributed to an ill-selected value for the sharing parameter $\sigma$. Strictly speaking, the method requires that the distance between the local optima of a search space are known a priori. Moreover, since traditionally the same $\sigma$ applies to all niches, only near-equidistant niches can be accounted for reliably (Deb and Goldberg, 1989). Additionally, in some respects sharing is similar to a bi-objective optimization problem, where one criterion is the actual objective whereas the other one is the sharing component. This renders sharing highly sensitive against ill-scaled fitness functions. To alleviate this issue, a problem-specific fitness scaling is in order (ibid.).

A variant of sharing was proposed by Petrowski (1996). In his clearing approach, a niche has a predefined capacity of individuals it can hold, resembling a competition for limited resources in that niche. Smith et al. (1993) provided a niching strategy in the context of artificial immune systems: A data point (antigen) is randomly selected. In addition, a predefined number ( $\sigma$ ) of candidate solutions are selected at random. The solution candidate with the smallest distance to the data point receives a fitness appreciation. The rest of the $\sigma$ individuals are unaltered. In contrast to fitness sharing, this method does not require any knowledge of the location of sub-optima in the search space. It is, on the other hand, only suited if, like in the presented antigen/antibody matching case, designated data points are known beforehand.

## Clustering

In order to alleviate the time complexity required to evaluate the sharing component of the fitness value, Yin and Germay (1993) propose a clustering approach, in which the search space is subdivided into niches prior to fitness evaluations. This technique reduces the number of individuals that have to be compared to the predefined partitions. Another clustering method was introduced Hocaoglu and Sanderson (1997). In their approach, genetic algorithms are independently run on multiple subpopulations, each of which is associated with one niche. After a predefined number of generations, the subpopulations are re-merged, and then distributed to new subpopulations, which are determined through a clustering method. Other clustering procedures have, for example, been proposed Miller and Shaw (1996); Gan and Warwick (1999); Streichert et al. (2004); Ando et al. (2005).

### 4.9.2 Crowding

Basic sharing techniques can be considered implicit niching techniques as they leave the control of the population structure to selection. An alternative approach is to modify the individual generation and replacement strategies in order for the population to exhibit a productive diversity. De Jong (1975) proposed a straightforward crowding method in conjunction with a steady-state GA. In his algorithm, newly created offspring solutions replace those individuals that they resemble closest. Resemblance can be defined in the same way as in fitness sharing, either genotypic or phenotypic. Although this approach is able to maintain a certain level of diversity, it is considered unsuited for highly multimodal optimization problems (Deb and Goldberg, 1989; Mahfoud, 1992). The latter author attributes these issues to a premature genetic drift due to stochastic errors in the replacement routine. He proposed a slightly different formulation, termed deterministic crowding, which he showed to outperform the original work of De Jong (1975) and related, derived approaches (see Mahfoud, 1995), especially in terms of replacement errors. It can be summarized as follows: The current population is traversed by randomly (in the original work, without replacement) drawing pairs of solutions. Let $P_{1}, P_{2}$ be such a pair. Conventional crossover and mutation operations are performed on each of the selected pairs, yielding two offspring solutions $\left(C_{1}, C_{2}\right)$. Afterward, a local tournament between parents and children is performed for a spot in the next population. The pairing for the tournaments $\left(T_{1}, T_{2}\right)$ is determined by the minimum average distance of parents and children,

$$
T_{1}, T_{2}:= \begin{cases}\left(P_{1}, C_{1}\right),\left(P_{2}, C_{2}\right) & d\left(P_{1}, C_{1}\right)+d\left(P_{2}, C_{2}\right)<d\left(P_{1}, C_{2}\right)+d\left(P_{2}, C_{1}\right) \\ \left(P_{1}, C_{2}\right),\left(P_{2}, C_{1}\right) & \text { otherwise } .\end{cases}
$$

This micro-selection ensures that each of the two offspring solution competes against the parent that it is most similar to. Thus the new population consists of a combination of individuals of the previous generation and akin, yet "fitter" individuals. In so doing, this procedure is aimed at maintaining a previously achieved level of diversity while, at the same time, converging toward optima in the similarity regions. Like before, distance can be defined either on the genotype or the phenotype, with the former being the typical options.

A variant, incorporating a probabilistic replacement scheme, was introduced by Mengshoel and Goldberg (1999) and termed probabilistic crowding. The probability of an individual $\mathbf{x}$ winning a tournament against $\mathbf{y}$ is taken as:

$$
p_{\mathbf{x}}:=\frac{\mu(\mathbf{x})}{\mu(\mathbf{x})+\mu(\mathbf{y})}
$$

This is in contrast to deterministic crowding, where the individual with the higher fitness directly won the tournament. Mengshoel showed that the probabilistic component of his approach leads to the following proportion of a niche $j$ :

$$
\begin{equation*}
N_{j}=\frac{\mu_{j}}{\sum_{i=1}^{q} \rho_{j i} \mu_{i}} \tag{4.8}
\end{equation*}
$$

where $\mu_{i}$ denotes the fitness associated with niche $i$, for example, taken as its average, $\rho_{j i}$ is the transmission probability of individuals from niche $j$ to niche $i$, and $N_{j}$ is hence the proportion of
individuals in the $j$ th niche. Equation (4.8) can be regarded as a general form of the niching rule, previously put forward by Mahfoud (1995).

Another crowding strategy was presented by Suzuki and Kobayashi (2005). It addresses two problems that the authors consider key to crowding and sharing approaches: (1) different sensitivities and intercorrelations of the optimization parameters, also depending on the search space region, which may cause genotypic and phenotypic distance metrics to fail; and (2) a nonuniform distribution of local optima, with dense occurrences in some search space regions. The main difference of this method is consequently the distance metric, which is defined as the average fitness along the path between two individuals. In other words, the higher the path fitness between two individuals, the higher is the probability that the two individuals are close. The authors derive this assumption from their definition of attractors, which they define as the convex about a local optimum (see Figure 4.13). This strict definition is, of course, applicable only to continuous search functions. The path fitness is obtained by samples, which are in turn generated through the same crossover operator as employed in their mating step. With the exception of the distance metric and a multi-parent mating scheme that is due to the employed crossover operator, the remainder of this method is similar to other crowding techniques.

Recently, Mengshoel and Goldberg (2008) presented an analysis framework for a wide range of numerous crowding techniques in which they show that many of these techniques drastically change the behavior of evolutionary algorithms. In fact, they claim that EAs making use of crowding are better described as local tournament algorithms and exhibit more similarities with approaches such as simulated annealing. This classification is also in accordance with the findings of Mahfoud and Goldberg (1995) and their effort in formulating a parallel, population-based simulated annealing approach, which adopts genetic operations from GAs but a dynamic replacement strategy that resembles the one of simulated annealing.

## Restricted tournament selection

One approach that directly embodies the idea of localized tournaments was proposed by Harik (1995). ${ }^{34}$ His technique utilizes the fact that standard tournament selection can be extended to account for other criteria in addition to just the objective value of individuals. Consequently, he altered the tournament such that only similar individuals compete against each other. The effect can hence be characterized as a competition for similarity slots in the population. Like in other niching approaches, similarity can be defined in various ways; specifically phenotypic or genotypic. The most common approach in restricted tournament selection (RTS) is to use a genotypic distance metric such as the Hamming distance in the case of binary coded GAs.

The procedure consisting of crossover, mutation and selection is depicted in Algorithm 4.3 and can be summarized as follows: Two individuals are randomly selected from the population. Two offspring are created using conventional crossover and mutation operations. For each of the offspring, the appropriate slot is determined. This is done by searching the current population for a solution that most closely resembles the child solution. Commonly, the search is restricted to a predefined number of randomly selected individuals (window). After the appropriate competitor has been found, a tournament is performed. That is, depending on the results of the fitness comparison, the original solution is maintained or replaced with the newly generated offspring.

Harik showed that restricted tournament selection exhibits a take-over rate that is in the same order as tournament selection, albeit, with the take-over restricted to individual niches.

Harik proposes a selection for the size of the window that is proportionate to the number of niches that are to be maintained, which in turn correspond to the level of modality. Selecting too small a size will decrease the take-over time of highly "fit" individuals and thus lead to a pre-mature loss of representatives in locally optimal regions. Too large a value, on the other hand, may lead to too fine a partition of the search space, which in turn may lead to an impaired selection pressure and thus to a slow convergence. With an adequate window size, restricted tournament selection has been shown suited to maintain niches for a large number of generations (Harik, 1995).
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Algorithm 4.3: Restricted tournament selection
    Data: \(P^{(k)} / /\) current population
    Data: \(P^{(k+1)} / /\) next population
    Data: \(w / /\) tournament selection window
    \(A \leftarrow\) randomly select from \(P^{(k)}\)
    \(B \leftarrow\) randomly select from \(P^{(k)}\)
    \(A^{\prime}, B^{\prime} \leftarrow \operatorname{crossover}(A, B)\)
    foreach \(C \in\left\{A^{\prime}, B^{\prime}\right\}\) do
        \(C \leftarrow \operatorname{mutate}(C)\)
        // compile selection window
        \(W \leftarrow \varnothing\)
        for \(i=1, \ldots, w\) do
            \(D \leftarrow\) randomly select from \(P^{(k)} \backslash W\)
            \(W \leftarrow W \cup\{D\}\)
        // find solution in window that is most similar to offspring
        \(C^{\prime} \leftarrow \underset{C^{\prime} \in W}{\arg \min } d\left(C, C^{\prime}\right)\)
        // binary tournament between offspring and old, similar solution
        if \(\mu\left(C^{\prime}\right)>\mu(C)\) then
            \(P^{(k+1)} \leftarrow P^{(k+1)} \cup\left\{C^{\prime}\right\}\)
        else
            \(P^{(k+1)} \leftarrow P^{(k+1)} \cup\{C\}\)
```

A very similar approach based on a steady-state GA was introduced by Cedeño et al. (1994). Like in restricted tournament selection, their multi-niche genetic crowding (MNC) routine incorporates crowding aspects both in the selection and the replacement schemes. The first mating candidate is selected randomly (or sequentially). For its partner, a number of individuals are randomly drawn from the current population, yielding a preselection window. From this window, the individual with the shortest (phenotypic, in their example) distance to the first mating partner is selected. Crossover and mutation are performed yielding two (or one, depending on crossover implementation) offspring solutions. Steadystate replacement is then performed by first forming intermediate sub-populations, termed crowding factor groups, containing a predefined number of individuals. From each of these islands, the one most similar (again, phenotypically) with the offspring solution is preselected. The offspring finally replaces that preselected individual with the lowest fitness. The authors claim that their approach, applied to a DNA sequencing problem, succeeded in (a) preserving diversity, (b) generation stable niches and (c) foster the inner-niche convergence. The main difference compared with RTS is -in addition to the steady-state nature of their procedure and the use of a phenotypic rather than a genotypic distance metric - the fact that also through selection similar individuals receive a higher mating probability. The major caveat of this approach is the selection of suited parameters: the preselection window, the number of crowding factor groups and the number of individuals in each of the former.

### 4.10 Genetic Algorithms Theory

Numerous attempts have been made to analyze the behavior of genetic algorithms in order to derive theorems capturing their working principles, to formally prove their convergence or to asses their performance on specific problems. In this section, the classical schema theorem, its extensions and state-of-the-art model frameworks are briefly discussed.

### 4.10.1 The Schema Theorem

The first attempt to develop a theoretical framework of the schema ${ }^{35}$ processing in genetic algorithms was exercised by Holland (1975) and his coworkers. Their schema theorem can be considered both a coarse estimate of the effect of genetic operators on schemata and thus also a reasoning for the specific design of genetic algorithms.

Assuming one-point crossover, point mutation and fitness-proportionate selection, the growth of a schema is lower-bounded by the following expression:

$$
\begin{equation*}
m(H, t+1) \geq m(H, t) \frac{\mu(H, t)}{\hat{\mu}(t)}\left(1-p_{c} \cdot \frac{\delta(H)}{l-1}\right)\left(1-p_{m}\right)^{o(H)} \tag{4.9}
\end{equation*}
$$

where $m$ is the expected number of samples of schema $H$ at a given generation, $\hat{\mu}(t)$ is the average payoff of that schema at generation $t$, and as before, $p_{c}$ and $p_{m}$ are the crossover and mutation probabilities, respectively. The length of the binary chromosomes is denoted by $l$. The distance between the first and the last defining positions of a schema is called the defining length and written as $\delta(H)$. The order of schema $(o(H))$ is given by the number of defining bits. For example, given a chromosome of length $(l)$ eight and a schema $* * 1 * * 0 * *$. The defining length $(\delta(H))$ is four, whereas the order $(o(H))$ is two.

Before discussing conclusion that can be drawn from (4.9), let us briefly outline its derivation (chiefly following Goldberg, 1989, pp. 28-41):

## Selection

Let $\mathbf{P}_{t}$ be the current population and $\hat{\mu}(t)$ its average pay-off,

$$
\hat{\mu}(t)=\sum_{A \in \mathbf{P}_{t}} \frac{\mu(A)}{\left|\mathbf{P}_{t}\right|}
$$

Furthermore, let $m(H, t)$ be the number of instances of the schema $H$ at time $t$. Under fitness proportional selection, the number of instances of the schema $H$ in the next generation is hence:

$$
\begin{equation*}
m(H, t+1)=m(H, t) \frac{\mu(H, t)}{\hat{\mu}(t)} \tag{4.10}
\end{equation*}
$$

A straightforward conclusion is that fitness proportional selection assigns an increasing number of trials to schemata with an above-average pay-off. Let $H$ be such an above-average-fit schema. Further, let $c$ be a constant by which the schema is above average, that is,

$$
\mu(H, t)=(1+c) \hat{\mu}(t)
$$

This allows us to rewrite (4.10) as:

$$
m(H, t+1)=(1+c) m(H, t) .
$$

If we now assume a $c$ to be a constant over a number of time steps, starting with some initial time 0 , i.e., the schema $H$ stays above-average by some factor for some time, we obtain the following exponential growth rate:

$$
m(H, t)=m(H, 0) \cdot(1+c)^{t}
$$

Holland (1975) and De Jong (1975) compared this behavior to a game theoretical example, the $k$-arm bandit, where the goal is to maximize winnings at a slot machines after a number of games. The arms are associated with different average pay-offs with a certain variance, and one arm is known to have a higher expected pay-off than the others. The gambler, however, does not know which one of the arms performs best. Like in GAs, this problem poses a dilemma between exploration (finding the best performing

[^57]arm) and exploitation (pulling the best-observed arm to pocket its pay-off). One successful strategy for gamblers to circumvent this dilemma is to allocate slightly more than exponentially increasing trials to the arm currently observed best. Holland argues that this is close to identical to the principle and the effect of selection in genetic algorithms.

Genetic algorithms, however, employ operators, specifically recombination and mutation. In the context of schema growth (or decay), these operators can be said to have a disruptive impact on schemata. In other words they decrease their survival probability.

## Recombination

When considering the survival probability of a schema, recombination is to be examined as disruptive force, that is, as an operator that potentially destroys a given schema. Under one point crossover, a schema is disrupted if the crossover point is situated at a locus within its defining length $\delta(H)$,

$$
p_{d}=\frac{\delta(H)}{l-1}
$$

Considering, but not quantifying, situations in which offspring solutions belonging to $H$ can also be created from other sources than from parents that themselves are from $H$ and accounting for the crossover probability $p_{c}$, we obtain the following lower bound for the survival probability of schema $H$ :

$$
p_{s} \geq 1-p_{c} \frac{\delta(H)}{l-1}
$$

## Mutation

Point mutation stochastically independently acts upon the bits of a chromosome. Given the mutation probability $p_{m}$, the probability for a certain gene not to be mutated is $\left(1-p_{m}\right)$. Thus for a schema with order $o(H)$ the probability not to be disrupted is:

$$
\left(1-p_{m}\right)^{o(H)} .
$$

One of the conclusions Holland (1975) drew from the schema theorem was that low-order schemata, with a short defining length play an important role in genetic algorithm. Because of their lower disruption probability under genetic operations and without regarding other specifics of the genetic operators, their survival probability and thus their growth rate can be expected to be high. As will be shown in Section 4.10.4, the former statement can be considered an overinterpretation, resulting from the fact that Holland's schema theorem (4.9) does not account for the reconstruction of schemata through crossover or mutation. In fact, it does not make any statement about the effect of mixing on the evolution of schemata (other than the said lower bound). Furthermore, the schema theorem only provides a static, single-generation perspective and is hence not suited to describe the dynamics associated with the evolutionary process. This has led to a number of serious critiques about Holland's schema theorem (for example, Vose, 1993; Vose and Wright, 2001; Antonisse, 1989; Grefenstette and Baker, 1989; Mühlenbein, 1991; Radcliffe, 1991, 1992), challenging its usefulness and some of the conclusions drawn from it. One of the major concerns is the interpretation of "implicit parallelism" offered by Holland. Although the statement that solutions are simultaneously representing a number of different schemata is undoubtedly correct, any conclusion that this provides an advantage of genetic algorithms over other search routines is misplaced (Wolpert and Macready, 1997; Vose and Wright, 2001; Wright et al., 2003).

### 4.10.2 Computational Complexity

Critical schemata ${ }^{36}$ can be considered as building blocks that are combined to form above-average candidate solutions. In the building block hypothesis, this conjecture was translated into an explanation on how genetic algorithms work:

[^58]"Just as a child creates magnificent fortresses through the arrangement of simple blocks of wood, so does the genetic algorithm seek near optimal performance through the juxtaposition of short, low order, high-performance schemata, or building blocks." Goldberg (1989, p. 41)

As a consequence of this hypothesis, Bethke (1981) and Goldberg (1987) identified a category of problems they considered hard for genetic algorithms and which they refer to as deceptive problems. In short, if two building blocks are separated on the chromosome by a large distance, their combination is subject to a high disruption probability under recombination. If additionally the schema constituted by the recombination of these building blocks performs worse than, say, the recombination of the (bit-wise) inverse building blocks, the problem is said to be deceptive. Because disruption due to recombination will allow only a small number of the combined schemata to survive, and because of the "local" optimality of the individual building blocks, the GA shows an impaired convergence toward the combined, globally optimal schema. ${ }^{37}$ In the extreme, a so defined problem of deception can be considered one in which a globally optimal site is surrounded by a suboptimal environment. In fact such a situation poses a difficulty for many other optimization approaches. Strictly speaking, however, this specific "needle-in-a-haystack" situation is directly linked to the way decision variables are represented in genetic algorithms. Consequently, Goldberg proposes a representation-related approach to circumventing deception. He argues that if the distance between deceptive building blocks could be reduced, the disruption of the combined larger schema is drastically decreased. In turn, the survival probability of the more successful larger scheme not consisting of the deceptive building blocks is increased, and the deceptive building blocks eventually vanish. Some of the so motivated approaches are summarized in Section 4.10.3.

Similarly to the derivation of deceptive search functions, different fitness landscape analyses have been performed in order to classify search spaces as "GA-hard" or "GA-easy" (for example, Tanese, 1989; Hart and Belew, 1991; Forrest and Mitchell, 1993b,a). None of the results could confirm a strict correspondence between GA-hardness and deception. As a consequence, Liepins and Vose (1990), for example, conjectured that deception is to be considered one of many factors that render a problem GAhard or easy. Later, however, also this conception was seriously challenged by showing that equivalent search functions, of which one was deceptive and one was not, posed the same hardness for a GA (Grefenstette, 1993; Rowe and East, 1995).

Like the authors before, Davidor (1990) associates "GA-hardness" with genotypic properties, arriving at an epistasis concept for artificial evolution, which as in genetics can be broadly characterized as non-linear intercorrelations of genes. In order to analyze and optimize coding-induced issues, Davidor proposes a framework to estimate the epistasis variance, which reflects the "degree of non-linearity" of the phenotypic/genotypic relation of a problem. For a discussion of the state-of-the-art of epistasis research in GAs see Iglesias et al. $(2005,2008)$, for example.

Advocates of genetic algorithms have sometimes claimed that "their" approach exhibits a principal advantage over related approaches. This bold statement is resulted from a great number of successful applications but also from theoretical misconceptions, mainly associated with the notion of implicit parallelism (Holland, 1975; Goldberg et al., 1992b). Numerous studies on test functions and also several real world applications, however, clearly showed that GAs are not the general purpose routines they are sometimes considered. To this end, Radcliffe and Surry (1995) raised questions about performance and limitations of GAs in a general manner. One of the main conclusions drawn is that the problem representation plays a more important role than it was generally believed before. Consequently, the authors criticize the then common practice of assessing the performance of search and optimization methods on the basis of static benchmark functions. Having dealt with similar questions in the scope of machine learning, Wolpert and Macready (1997) formally proved that evolutionary algorithms do not exhibit any critical advantage over any other optimizer. Broadly put, their NFL theorems state that on average over all search spaces, all optimization algorithms perform equally well. In other words or as a practical conclusion, there is no intrinsic argument to choose evolutionary algorithms over other optimization methods. Culberson (1998), for example, argues that "due to the complicated interaction

[^59]within an EA" (ibid.), other search methods, which obfuscate their inner workings less, may often be better suited. This statement, however, is prone to "violating" NFL by going to the other extreme, in that it ascribes an innate disadvantage to EAs. Consequently, Culberson acknowledges that evolutionary algorithms may show some advantages when applied to specific problems.

### 4.10.3 Linkage-aware Genetic Algorithms

Long before the building block hypothesis was devised, Bagley (1967) proposed the use of a coding that separates between alleles and loci of genes. This approach allowed him to employ an inversion operator by which the loci of genes are changed. His approach can be said to be implicit as no specific effort was taken to identify non-linearities between building blocks. Later, a number of explicit approaches were developed. In the messy genetic algorithm (Goldberg et al., 1989), a deterministic enumeration is employed in which all building blocks up to a predefined order-ideally including the maximum deceptive building block order-are generated. In a primordial phase, selection alone is applied to increase the proportion of above-average fitness values and to reduce the population size to a computationally manageable size. The subsequent juxtapositional phase proceeds identically to traditional GAs by selecting and mixing individuals that pay off well. The messy coding of genes is taken into account by a cut-and-splice recombination operator, which allows for variable bit-string length. Overspecifications of genes due to this operator and the messy coding are resolved by expressing only the first occurrence of a gene; underspecifications are repaired by employing templates, which are created from locally optimal candidate solutions. In contrast to the deterministic enumeration in the original implementation, the fast messy genetic algorithm uses what is called a probabilistic complete enumeration of building blocks (Goldberg et al., 1993a). The idea is to initialize the population such that it contains the intended order of building blocks with high probability.

Kargupta (1996) proposed a slightly different approach in his gene expression genetic algorithm. There, each gene is supplemented with an indicator denoting its impact on the fitness. A bit-flip test is performed on all individuals: If the fitness of the tested candidate increases due to the bit modification, the original allele is said not to belong to the class of best performing structures. The indicator of the gene is set to zero. Otherwise, if the fitness decreases under the modification, the allele is regarded as a contribution to above-average building blocks. The fitness difference between original fitness and fitness due to the bit-flip is stored in the indicator variable. Like in the related approaches, the indicator assignments are performed in a separate primordial phase, followed by a juxtapositional stage that operates similarly to conventional GAs. In order to assign more trials to above-average building blocks, a tailored operation, called class selection, but actually better described as a mixing routine, is performed: Two candidates are randomly picked. The offspring solution consists of the genes that exhibit a higher indicator value. To further advance mixing, class selection is supplemented with standard binary tournament selection. Recombination is implemented as a modified two-parent uniform crossover, in which a locus is randomly selected; if its weight is larger than the corresponding one in the other mating partner, alleles are exchanged.

Due to the building block enumerations in their primordial stages, the above algorithms may amount to a drastically higher computation time. The authors argue that the time spent during the enumeration pays off, since it allows the actual GA, that is, the juxtapositional phase, to converge significantly faster, or even find solutions where traditional GAs do not. It then depends on the nature of the problem-if it is assumed to be deceptive or not-whether the application of messy GAs is sensible or not.

A different approach to account for linkage was taken with the linkage-learning genetic algorithm of Harik (1997). Instead of strings, chromosomes are there encoded as rings. Two-parent recombination is performed by defining one of the parents as the donor and the second one has the recipient. From the donor, a randomly defined chromosome segment is introduced into a random position of the chromosome of the recipient. The obtained offspring solution then comprises an overspecified chromosome. Overspecifications are resolved, through a gene expression phase, in a first-come-first-served manner by starting from a random gene and, in predefined or random direction, removing redundant genes. Harik was able to show that, in combination with the proposed recombination operator, the ring representation leads to a progressive increase of linkage of both well performing and deceptive building blocks.

He also found, however, that under traditional selection operators the linkage learning mechanism is too slow to catch up with a convergence toward local optima. Hence he suggested the use of restricted tournament selection (see Section 4.9.2) or, as an alternative, a probabilistic expression mechanism in which extinct alleles are re-introduced with some probability. The linkage learning algorithm has been demonstrated to perform well on a number of-albeit rather academic-examples.

### 4.10.4 Exact Schema Theorems

The original schema theorem (4.9) does not constitute an exact evolution equation but a lower bound for the growth of above-average schemata. This is because Holland (1975) accounted for the disruption probabilities under crossover but not for cases when schemata are reconstructed. Several attempts have been made to rectify this shortcoming and to devise an exact schema theorem.

Although not restating the schema theorem, a number of seminal facet-wise investigations have been presented, which have clarified the behavior of crossover on schemata, especially in light of schema reconstruction (Booker, 1987; Eshelman et al., 1989; Syswerda, 1989; De Jong and Spears, 1992). Bridges and Goldberg (1987) derived a formalism allowing to evaluate the exact number of copies of candidates under selection and (one-point) crossover. According to the authors, a translation to estimating the expected number of schema representatives is straightforward. Later, Whitley (1992) extended this work in that direction, albeit using a different model.

Goldberg et al. (1992a) emphasized the role of the population size. They devised a straightforward formulation to account for the impact of sampling biases on genetic operations. According to their estimates, one can find feasible population sizes that produce a negligible bias compared to the limit of bias-free infinite populations.

As discussed in Section 4.3, Radcliffe (1991) -and similarly Vose (1991)—developed a generalization of the schema theorem suggesting that the equivalence class processing of genetic algorithms is not restricted to binary or discrete alphabets of higher cardinality.

Altenberg (1995) proposed the application of Price's covariance and selection theorem as a performance measure for GAs. He showed that by incorporating suited measurement functions, the fitness distribution in one generation can be expressed as a function of the fitness distribution in the previous generation. The use of a different measurement, called schema indicator function, allows to directly derive the schema theorem. Thus the schema theorem can be considered a specialization of Prices's theorems. In addition, Altenberg introduced what he refers to the missing schema theorem, which describes the evolution of the fitness distribution under selection and recombination.

In their attempt to identify the effective degrees of freedom, Stephens and Waelbroeck (1998) propose to "coarse-grain" from the bit-level of to an average perspective, eventually arriving at an exact schema equation, which takes into account disruption and reconstruction of schemata. In addition, the authors introduce the concept of an effective fitness that accounts for fitness distributions under genetic operations. One of the remarkable conclusions the authors drew from their exact equation is that, in contrast to the building block hypothesis, there is no general preference of short, low-order schemata over longer once (also see Stephens et al., 2000).

As demonstrated by Wright (1999) and Vose (1999, chap. 19), the dynamics system model by Vose et al. (explained later in Section 4.10.6) can be used to derive equivalent, exact formulations to compute the quantitative effect of recombination and mutation on schemata. The analysis is performed in the Walsh domain, where the scaling under selection, mutation and crossover is directly related to Walsh coefficients.

### 4.10.5 Dynamic Models

Albeit specifying the original schema theorem by including schema reconstruction through recombination and mutation, the former models are not suited to account for the dynamics of genetic algorithms. Wright (1999) argues that the main limitation on doing so is posed by selection. Different models have been derived to analyze the effect of selection on the fitness distribution, leading to different measures such as the growth rate and the takeover time of candidates (Goldberg and Deb, 1991), or
the selection intensity (Mühlenbein and Schlierkamp-Voosen, 1993). The latter metric, borrowed from the field of quantitative genetics, has been used by a number of other authors to study and compare different selection schemes (for example, Thierens and Goldberg, 1994; Bäck, 1995; Blickle and Thiele, 1997; Motoki, 2002). In order to assess the dynamic behavior of building block mixing, Goldberg et al. (1993b); Thierens (1996) propose a coarse-grained model in which they use a dimensional analysis ansatz to interrelate a simplistic expected mixing time estimate with their previously derived takeover time analysis. ${ }^{38}$

In addition to these and other approaches, which could be classified as facet-wise studies on the GA dynamics, the following more rigorous, closed models have been proposed and devised.

## Markov models

Evolutionary algorithms can be described as (time-discrete) dynamic stochastic processes. It thus stands to reason that a number of authors have proposed according models with which the dynamics of EAs can be analyzed. A common approach is to employ (finite) Markov chain models. There, each realizable population denotes a state, the genetic operations leading from one population to another are the transitions, which are associated with different transition probabilities, and a GA run can consequently be characterized as a certain trajectory through the states (populations). The Markov model is applicable since the transition from the current population to the next depends only on the current population (and a number of stochastic events) but not on any prior state. Simple (or canonical) GAs can moreover be modeled as time-homogeneous Markov chains. Goldberg and Segrest (1987), for example, have applied this technique to study genetic drift. Eiben et al. (1991) and Rudolph (1994, 1996) used it for convergence analyses. Specifically, they showed that GAs converge to global optima only under certain conditions. One of the significant findings was that EAs using elitism can be be proved to converge to global optima. Davis (1991) devised a more complete Markov chain framework, in which he also considered time-inhomogeneous GA variants, for example, to account for time-varying mutation probabilities. Davis showed that even for time-inhomogeneous mutation the optimum individual cannot be guaranteed to stay within the population; in other words, the EA does not converge.

### 4.10.6 Dynamics Systems Models

A rigorous dynamic systems model has been proposed by Vose et. al (Vose and Liepins, 1991; Vose, 1999). It was originally based on the assumption of infinitely large population but later extended to account for finite populations (Nix and Vose, 1992). The main ideas and properties are shortly summarized as follows: Populations (states) are represented by vectors $\mathbf{p}$, whose components correspond to an enumeration of all possible points in the search space. The values of the components denote the occurrence of one such point in the population. That is, given a population size of $r$ and $k$ instances of a candidate $A_{i}$, we obtain a value of $k / r$ for the corresponding state vector component $p_{i}$. The vectors p form a simplex,

$$
\Lambda=\left\{\mathbf{p} \mid \mathbf{1}^{T} \mathbf{p}=1 \wedge p_{i} \geq\right\}
$$

where, in the finite population case, only those elements of $\Lambda$ whose components are rational numbers with a denominator of $r$ are realizable populations. Another interpretation of elements in $\Lambda$ is that they correspond to a sampling distribution. In other words, each $p_{i}$ denotes the sampling probability of the corresponding candidate solution. The transition from one population to another can then be regarded as a function $\tau$, with

$$
\tau: \Lambda \rightarrow \Lambda
$$

In order to account for the probabilistic nature of GAs, the transition function is assumed to be a stochastic. This can be realized by regarding $\tau$ as an implicit rule whose explicit form consists of two steps: (1) the generation of a distribution assigning a probability to each candidate solution and (2) a

[^60]stochastic drawing of trials according to the former distribution. The according heuristic function that generates the distribution is hence also a function,
$$
\mathcal{G}: \Lambda \rightarrow \Lambda
$$
$\mathcal{G}$ can be decomposed into functions describing the actual genetic operations, i.e., selection, mutation and recombination. This allows for a number of extensions of the model, in order for a more exact characterization of the effects of genetic operations, such as mixing based on an orthogonal basis transform. In the case of finite populations, the transition probability from one population to another can be modeled using Markov chains. Due to its modularity, the framework is not limited to modeling canonical GAs. For example, its extension to time-varying or other search algorithms such as simulated annealing have been demonstrated. The model proved to be suited for the characterization of fixed points (steady states) and metastable states in genetic algorithms. The model has been employed by a number of researchers to analyze different properties of the genetic algorithms, such as the exact schema theorems derived by Vose (1999, chap. 19) and Wright (1999).

### 4.10.7 Statistical Mechanics Models

In the dynamics system approach proposed by Shapiro and Prügel-Bennett (Shapiro et al., 1994; PrügelBennett and Shapiro, 1997), the microscopic behavior of evolutionary algorithms is inferred by assessing the system on a macroscopic level. This approach is very similar to statistical mechanics and thus uses techniques adopted from that field. In contrast to statistical mechanics, however, where the macroscopic quantity is normally the energetic level of a system, here the fitness distribution within the population is taken as the observable factor. Specifically, the goal is to predict the fitness distribution in a subsequent population as a result of the current population and the application of genetic operators. This is done by estimating the change of cumulants under the studied operations. Similarly to moments, cumulants describe the macroscopic properties of a distribution. For example, the first cumulant corresponds to the mean, the second one to the variance of the distribution. Higher order cumulants are related to higher order properties of the distribution: the third cumulant characterizes the (a)symmetry of the distribution, and the fourth one its slope. A number of interesting observations resulted from the application of this framework to genetic algorithms. For instance, selection (the authors used Boltzmann selection) lead to an increase in asymmetry of the fitness distribution, which the authors argued should be compensated by the mixing operators. The inference of the impact of mixing operators, specifically mutation and crossover, is strongly problem-specific. The authors have illustrated the application of their model framework to a number of simplistic test problems. A generalization of their findings to more complex or even arbitrary problems is far from being straightforward.

### 4.11 Multi-objective Genetic Algorithms

Many optimization problems, especially in technical or other "real-world" applications, involve not only one but a number of different objectives. An example could be the maximization of a performance measure while at the same time resources are to be minimized. Constrained optimization, when realized as a joint optimization of the objective and a constraint satisfaction task, can actually be considered an example of a bi-objective problem (Section 4.4). There, like it is typical in multi-objective problems, the figures of merit are incommensurable, even contradictory. Formally, for unconstrained optimization tasks, we can, WLOG, state the problem as a minimization problem of a function,

$$
\boldsymbol{\mu}: X \rightarrow Y
$$

where $X$ and $Y$ are vector spaces, for example, $\mathbb{R}^{n}$ and $\mathbb{R}^{m}$, respectively. The search for a minimum (element) depends on the definition of a partial order on $Y$.

In numerical optimization, a common approach is to reformulate the multi-objective optimization task as a scalar problem. A typical scalarization technique is the combination of the individual objectives into
a weighted sum. The penalty approach for constrained optimization is an example for this procedure. As shown there, the determination of adequate weights is critical for this scalarization approach. The first role of weighting factors is to impose a scaling on the sub-objectives to ensure that all fitness functions yield values of comparable magnitudes. This normalization step is performed in order to prevent an unintentional bias of the search. The second criterion for the selection of coefficients is the actual weighting of the objectives. That is, criteria deemed more important or difficult can be assigned higher weights. Formally, assuming

$$
\boldsymbol{\mu}: X \rightarrow \mathbb{R}^{m}
$$

and given a weight parameter vector $\mathbf{w} \in \mathbb{R}^{m}$, we can state the (unconstrained) weighted sum replacement problem as:

$$
\begin{equation*}
\mu_{\mathbf{w}}^{\prime}(\mathbf{x}):=\boldsymbol{\mu}^{T}(\mathbf{x}) \mathbf{w}=\sum_{i=1}^{m} \mu_{i}(\mathbf{x}) w_{i} . \tag{4.11}
\end{equation*}
$$

Normally, the weights are chosen such that

$$
\sum_{i=1}^{m} w_{i}=1
$$

One of the fundamental advantages of this method is that it can be applied to virtually any (numerical) optimization routine without any further adaptation except for the weight assignment. It is hence also applicable to evolutionary algorithms, where it is consequently used routinely. The major drawback, however, is that by seeking an optimum of the replacement fitness function (the weighted sum) it does not account for the multi-objective nature of the problem. For example, compromises between conflicting objectives are assumed to be implicitly solved by the specific balance that is given through the a priori weight parameter settings. The exact properties of the so-obtained solution is not foreseeable. It is well possible that any other solution not reachable through the weights exhibits a well-suited solution.

A different approach to multi-objective problems is hence to employ an order on the search space that does account for the objectives and their relation to each other. One of the well-established order relations that have been applied for this purpose is the Pareto efficiency. ${ }^{39}$ On a real vector space $\mathbb{R}^{n}$ and, without loss of generality, assuming a maximization problem, ${ }^{40}$ we can define the order relation as follows: A vector $\mathbf{x}$ dominates another vector $\mathbf{y}$ if and only if each component of $\mathbf{x}$ is greater than or equal to the corresponding component in $\mathbf{y}$ and there is at least one component of $\mathbf{x}$ that is strictly greater than the respective one of $\mathbf{y}$ (see Figure 4.14(b) for an illustration). Formally,

Definition 4.2 (Pareto Dominance Relation) Given two vectors $\mathbf{x}$ and $\mathbf{y} \in \mathbb{R}^{n}$. $\mathbf{x}$ dominates $\mathbf{y}$ ( $\mathbf{x} \succ \mathrm{y}$ ) : $\Longleftrightarrow$

$$
(\forall i=1, \ldots, n)\left(x_{i} \geq y_{i}\right) \wedge(\exists j \in\{1, \ldots, n\})\left(x_{j}>y_{j}\right)
$$

The dominance relation is a strict partial order relation, since it is

- irreflexive: $\neg(\mathbf{x} \succ \mathbf{x})$,
- asymmetric: $(\mathbf{x} \succ \mathbf{y}) \Longrightarrow \neg(\mathbf{y} \succ \mathbf{x})$ and
- transitive: $(\mathbf{x} \succ \mathbf{y} \succ \mathbf{z}) \Longrightarrow(\mathbf{x} \succ \mathbf{z})$
for all $\mathbf{x}, \mathbf{y}, \mathbf{z} \in \mathbb{R}^{n}$. By Definition 4.2, a Pareto-optimal element of a set can be defined as an element that is not dominated by any other element of the same set, or

[^61]

Figure 4.14: Pareto optimality (adopted from Seifert, 2006b, p. 14), assuming a bi-objective maximization problem with two arguments (a) decision space with the gray-shaded feasible region and a thick blue line denoting the Pareto-optimal solutions. (b) Corresponding sets in the objective space: The thick blue line is called Pareto front. The example vectors a and $\mathbf{b}$ dominate solution $\mathbf{c}$. $\mathbf{a}$ and $\mathbf{b}$ are incomparable with respect to the dominance relation. However, a epsilon-dominates b. The definition for the other vectors is as follows (Miettinen, 1999, pp. 15): The ideal vector $\mathbf{i}$ is comprised of the individually optimized objectives; if feasible, the set of Pareto-optimal solutions consists of only this solution. The utopian vector $\mathbf{u}$ is defined as an infeasible vector, slightly better than the ideal vector. The nadir vector n consists of the objective values that constitute the lower bound (assuming maximization problems) of the Pareto-optimal set.

Definition 4.3 (Pareto optimality) Given a set $S \subset \mathbb{R}^{n}$ and $(S, \succ), \mathbf{x} \in S$ is a Pareto-optimal element with respect to $S: \Longleftrightarrow$

$$
(\neg \exists \mathbf{y} \in X)(\mathbf{y} \succ \mathbf{x})
$$

In a non-empty set, there is at least one element for which this condition holds. Generally, a number of elements in a set are non-dominated, forming a Pareto-optimal set:

## Definition 4.4 (Pareto-optimal set)

$$
\begin{equation*}
S^{\prime}:=\{\mathbf{x} \in S \mid(\neg \exists \mathbf{y} \in X)(\mathbf{y} \succ \mathbf{x})\} . \tag{4.12}
\end{equation*}
$$

Similarly to the (strict) Pareto dominance, a weak dominance can be defined as follows:
Definition 4.5 (Pareto Weak Dominance Relation) Given two vectors $\mathbf{x}$ and $\mathbf{y} \in \mathbb{R}^{n}$. $\mathbf{x}$ weakly dominates $\mathbf{y}(\mathbf{x} \succeq \mathbf{y}): \Longleftrightarrow$

$$
(\forall i=1, \ldots, n)\left(x_{i} \geq y_{i}\right)
$$

Of course we have that,

$$
\succ \subseteq \succeq
$$

For example as a quality measure, as will be shown in Section 4.11.5, it is sometimes useful to determine the proximity of points to the Pareto front. We therefore define a relation, which could be termed "almost dominates" in the following way (see Figure 4.14(b) for an illustration):

Definition 4.6 (Pareto Epsilon Dominance Relation) Given two vectors $\mathbf{x}$ and $\mathbf{y} \in \mathbb{R}^{n}$. $\mathbf{x}$ epsilondominates $\mathbf{y}\left(\mathbf{x} \succ_{\epsilon} \mathbf{y} ; \epsilon \in \mathbb{R}\right): \Longleftrightarrow$

$$
(\forall i=1, \ldots, n)\left(x_{i}+\epsilon \geq y_{i}\right) \wedge(\exists j \in\{1, \ldots, n\})\left(x_{j}+\epsilon>y_{j}\right) .
$$

The concept of a weak Pareto epsilon dominance is analogously defined as,
Definition 4.7 (Pareto Weak Epsilon Dominance Relation) Given two vectors $\mathbf{x}$ and $\mathbf{y} \in \mathbb{R}^{n}$. $\mathbf{x}$ dominates $\mathbf{y}\left(\mathbf{x} \succ_{\epsilon} \mathbf{y} ; \epsilon \geq 0\right): \Longleftrightarrow$

$$
(\forall i=1, \ldots, n)\left(x_{i}+\epsilon \geq y_{i}\right)
$$

Normally $\epsilon$ is assumed to be greater than zero. For $\epsilon$ equal to zero, the Pareto epsilon dominance and the dominance relation are equivalent, epsilon values smaller than zero can be interpreted as an indicator for the degree of dominance. ${ }^{41}$ The concepts of Pareto optimality and Pareto-optimal sets can be adapted to the Pareto epsilon dominance in a straightforward way.

The application of the former definitions to multi-objective search is also straightforward. Given an unconstrained maximization problem (WLOG)

$$
\begin{equation*}
\arg \min _{\mathbf{x}} \boldsymbol{\mu}(\mathbf{x}) \tag{4.13}
\end{equation*}
$$

where, as before, $\boldsymbol{\mu}: X \rightarrow Y$. Following the common terminology used in multi-objective optimization, the optimization variables $(\mathbf{x} \in X)$, that is, the domain of $\boldsymbol{\mu}$, are typically termed decision variables (Figure $4.14(\mathrm{a})$ ). Accordingly, $X$ is called the decision (variable) space. The codomain of $\boldsymbol{\mu}$ is called the objective space (Figure $4.14(\mathrm{~b})) .^{42}$ Constraints can be incorporated in the same fashion as in single-objective optimization formulation, using equality and inequality constraints. The decision space can then be partitioned into a feasible and an infeasible domain. For symmetry reasons, the same distinction is often exercised in the objective space, calling the feasibility image of $(\boldsymbol{\mu}(X) \subset Y)$ the feasible objective space (in game theory sometimes also multi-loss map) and the remaining codomain the infeasible objective space.

With these definitions, a global Pareto-optimum can be defined as the set of all feasible candidate solutions that are not dominated by any other feasible solution:

Definition 4.8 (Globally Pareto-optimal set) Given the (feasible) decision space $X$ and the function $\boldsymbol{\mu}$ as before. $\mathfrak{P}$ is the globally Pareto-optimal set with

$$
\mathfrak{P}:=\{\mathbf{x} \in X \mid(\neg \exists \widehat{\mathbf{x}} \in X)(\boldsymbol{\mu}(\widehat{\mathbf{x}}) \succ \boldsymbol{\mu}(\mathbf{x}))\} .
$$

The image of the Pareto-optimal set, is often called Pareto front.
Definition 4.9 (Pareto front) Given the Pareto-optimal set as defined in Definition 4.8, the Pareto front $\mathfrak{F}$ is defined as:

$$
\mathfrak{F}:=\boldsymbol{\mu}(\mathfrak{P})
$$

[^62]Similarly as in the single-objective case, local optimality can be defined as the set of solutions that are non-dominated within a (small) neighborhood (e.g., see Deb, 1999; Miettinen, 1999):

Definition 4.10 (Locally Pareto-optimal set/front) (1) The set $\mathfrak{P}^{*}$ is a locally Pareto-optimal set $: \Longleftrightarrow$

$$
(\exists \epsilon>0)\left[\left(\forall \mathbf{x} \in \mathfrak{P}^{*}\right)(\forall \widehat{\mathbf{x}} \in X)(|\widehat{\mathbf{x}}-\mathbf{x}|<\epsilon \rightarrow \neg[\boldsymbol{\mu}(\widehat{\mathbf{x}}) \succ \boldsymbol{\mu}(\mathbf{x})])\right],
$$

where $|\cdot|$ denotes a suitable norm.
In order to impose a neighborhood relation also on the image, the local Pareto front, Zitzler (1999) proposed to require a maximum distance of the function values. Hence the necessary condition (in forward direction) of the definition becomes:

$$
(\exists \epsilon>0)(\exists \delta>0)\left[\left(\forall \mathbf{x} \in \mathfrak{P}^{*}\right)(\forall \widehat{\mathbf{x}} \in X)(|\widehat{\mathbf{x}}-\mathbf{x}|<\epsilon \wedge|\boldsymbol{\mu}(\widehat{\mathbf{x}})-\boldsymbol{\mu}(\mathbf{x})|<\delta \rightarrow \neg[\boldsymbol{\mu}(\widehat{\mathbf{x}}) \succ \boldsymbol{\mu}(\mathbf{x})])\right]
$$

(2) Given a locally Pareto-optimal set $\mathfrak{P}^{*}, \boldsymbol{\mu}\left(\mathfrak{P}^{*}\right)$ is called a local Pareto front.

Under certain assumptions, the scalar sufficient and necessary optimality conditions can be directly expanded to the concept of Pareto optimality - and more general vector optimality formulations (for example, see Kuhn and Tucker (1951), Miettinen (1999) Ehrgott (2005) and Jahn (2011) for detailed discussions).

### 4.11.1 Multi-objective Optimization Approaches

To utilize the previous definition and the so-resulted Pareto formalism for the solution of multi-objective problems, appropriate optimization routines have to be employed.

Generally, the final result of a multi-objective optimization approach is a set of incomparable solutions, for example, the set of Pareto-optimal solutions. But typically a decision maker (DM) (human or automaton) aims at reducing this set to a feasible size, often only a single solution. The criterion by which such a reduction is performed is termed preference. Multi-objective optimization approaches can be categorized according to the way the preference information is incorporated into the search. Miettinen (1999), for example, proposed the following taxonomy:

1. No-preference methods-no explicit DM preference is taken into account, but an implicit preference (e.g., using heuristics) is assumed.
2. A posterior methods-decision making is performed subsequent to the actual optimization that yields a set of optimal solutions.
3. A priori methods - the DM expresses preferences prior to search, which is then guided accordingly.
4. Interactive methods - the DM interactively influence the optimization direction through iterative preference articulation.
A number of common "classical" approaches will be shortly discussed in the following paragraphs.

## A Priori Preference Articulation

With these methods, the decision making process is defined prior to the actual optimization process. In other words, the DM determines preferences before starting the optimization.

In goal programming techniques, this is done by defining a goal, typically as a set of objectives, which do not necessarily have to be attainable (Charnes and Cooper, 1955; Ignizio, 1976). The scalar replacement problem can hence be formulated as a minimization of the deviation of observed and intended objective values. This allows for a reformulation of the problem as a linear combination of under and over-attainment values, rendering it amenable to linear programming techniques. Weight parameters are often included in order to rank the importance of individual objectives and the preference of over or under-attainment. The main issue with it is the predetermination of viable goals. For example, with little or without any a priori knowledge of the search space, the predefined goals generally do not represent the best possible compromise solution. Like in weighted sum approaches, the objectives need
to be normalized in order to prevent a non-intended bias to strongly influence the search direction. Lexicographical goal programming (Charnes and Cooper, 1961) can be considered a sequential goal programming technique in which the objectives and the associated goals are prioritized according to their importance. In each step, starting with the most important goals, one level of goals is taken into account, yielding a set of solutions. These solutions serve as constraints for the subsequent step in which the next level of goals is optimized for. Once a unique solution is found, the algorithm is terminated. This method is thus not suited to cover the entire Pareto front. It also fails to achieve solutions in some non-convex regions. Moreover, the search is highly biased by the priority of goals; that is, changing their order may lead to entirely different final results. Various other variants of goal programming exist, including the formulation as a min-max problem and fuzzy (also Chebyshev) goal programming (Flavell, 1976).

A noteworthy variant, partly aiming at the problems associated with goal programming, is called goal attainment method (Gembicki and Haimes, 1975). There, both a goal and a weight vector, determining the relative importance of the goals, are provided by the decision maker, and the problem is restated as a minimization of a slack variable that relaxes the feasible region. This method is particularly well suited for non-attainable goals. The weight vector can then be thought of as the vector pointing toward the feasible (attainable) region, originating from the goal vector. The feasible region is contracted, eventually converging to the final solution, which is given by the intersection of the goal and weight vector combination and the feasible region boundary. Additional (inequality) constraints can be included in a straightforward manner. In contrast to the weighted sum approach, this method allows for nondominated points in non-convex regions to be found. Moreover, by applying an iterative scheme with varying weight parameters, the method is suited to yield multiple samples of the Pareto front, turning it into a posterior method.

The scalar replacement problem posed by utility function methods (Keeney, 1969; Keelin, III, 1976) is the maximization of a utility function that maps the feasible objective space onto a scalar space, for example, of real values:

$$
U: \boldsymbol{\mu}(X) \rightarrow \mathbb{R}
$$

In this sense, it can be considered a generalization of the weighted sum or the weighted metric approach, as pointed out by Rosenthal (1985). The function $U$, however, is assumed more generally as a smooth, differentiable and concave function, yielding a utility measure (e.g., of a decision maker) associated with a point in the objective space. In order for the utility function to express preference, the following definition is imposed:
the decision maker prefers the outcome of $\mathbf{x}_{\mathbf{1}}$ over that of $\mathbf{x}_{\mathbf{2}}: \Longleftrightarrow$

$$
U\left(\boldsymbol{\mu}_{\mathbf{1}}\right)>U\left(\boldsymbol{\mu}_{\mathbf{2}}\right)
$$

with $\boldsymbol{\mu}_{\boldsymbol{i}}:=\boldsymbol{\mu}\left(\mathbf{x}_{\mathbf{i}}\right)$. The optimization problem then reduces to finding a maximizer of $U(\boldsymbol{\mu})$, of course, subject to feasibility of $\boldsymbol{\mu}$. The actual problem is the determination of a suited such utility function, which reflects the preference structure of a decision maker. In microeconomics, where this approach is adopted from, the problem is posed as an optimal allocation of monetary resources on multiple different commodities. Each commodity has a price and is available in continuous quantities. This problem can be stated as a maximization of $U$ subject to the sum of prices times quantities being equal to the available fund. The equivalent Lagrange multiplier system under the first order necessary optimality conditions gives the following multipliers for any pair of components of a maximizer $\boldsymbol{\mu}^{*}$ :

$$
\begin{equation*}
\lambda_{i, j}=\frac{\frac{\partial U\left(\boldsymbol{\mu}^{*}\right)}{\partial \mu_{i}^{*}}}{p_{i}}=\frac{\frac{\partial U\left(\boldsymbol{\mu}^{*}\right)}{\partial \mu_{j}^{*}}}{p_{j}}, \tag{4.14}
\end{equation*}
$$

where $p_{i}, p_{j}$ is the price associated with the respective commodity. Rearranging (4.14) gives:

$$
\lambda_{i, j}=\frac{\frac{\partial U\left(\boldsymbol{\mu}^{*}\right)}{\partial \mu_{i}^{*}}}{\frac{\partial U\left(\boldsymbol{\mu}^{*}\right)}{\partial \mu_{j}^{*}}}=\frac{p_{i}}{p_{j}}
$$

Thus with very limited notion of $U$, the optimal trade-off between any two commodities can be characterized. In economics, the individual partial derivatives are called marginal utility and its ratio forms the marginal rate of substitution. Inversely, if decisions leading to a specific allocation are assumed optimal with respect to the preferences of a decision maker, then an approximation of $U$ can be derived by an assessment of these decision points. ${ }^{43}$ The utility function can hence be synthesized by employing generic parameterized forms that are specialized through the assessments. In addition, interactive methods, in which within intervals, the decision makers have to express their preference (for example, Geoffrion et al., 1972). In so doing, this method employs implicit, local approximations of $U$ rather than assuming the validity of a global utility function. Moreover, Rosenthal (1985) showed that other multi-objective approaches, such as aggregation methods or goal programming, can be regarded as implicitly making use of utility functions. He argues that the utility functions implied there are comparatively simple and thus may fail to capture non-linear preference structures, such as optimal points on non-convex optimality regions.

## A Priori and A Posterior Preference Articulations

For some approaches, preferences can be expressed either prior or subsequent to the actual optimization process. The weighted sum technique, for example, is traditionally employed with a predefined weight configuration. Applying an iterative scheme with variable weight settings, a Pareto front approximation can be obtained, rendering it an a posterior approach. ${ }^{44}$ There are, however, several problems associated with this procedure. The main drawback is that it fails to find any solution in non-convex regions of the Pareto front. This can be demonstrated following the illustrative justification (for a bi-objective case) by Das and Dennis (1997). There, an equivalent problem using a rotated coordinate system is considered. In the convex case (see Figure 4.15a, where a maximization problem is assumed), each weight configuration corresponds to a single maximum. By changing the weight parameters, which corresponds to altering the rotation angle $\theta$ of the coordinate system, any solution on the Pareto front can be obtained. In the non-convex case (Figure 4.15b), points in concave regions such as $R$ do not maximize the equivalence problem. By shifting the dotted line, which corresponds to a specific weight configuration, a better performing solution is achieved. In this example, two solutions, $Q$ and $P$, yield an equal merit, revealing yet another issue of the weighted sum approach: Unique solutions under Pareto optimality may become ambiguous when compared using weighted sums. Finally, when approximating the Pareto front, it is highly desirable to obtain an uniform spacing of the sample points. Generally, because of the non-linear relationship between weights and the corresponding pay-off, this cannot be guaranteed using weighted sums.

Reference point methods (Wierzbicki, 1980) and compromise programming approaches (Yu, 1973) are closely related to the previously introduced goal programming approach (Romero et al., 1998); thus rendering it a priori preference methods. The optimization task is reformulated as a minimization problem of the deviation of the observed fitness from an ideal solution. Commonly, this ideal solution is an infeasible point in the objective space such as the ideal or utopian vector (i and $\mathbf{u}$ in Figure 4.14(b)). The optimization procedure can be described as finding the attainable solutions that is closest to this ideal point. This method strongly depends on the selection of weights and on the distance metric. The
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Figure 4.15: Weighted sum maximizers for a bi-objective optimization problem. The objectives are denoted by $\mu_{1}$ and $\mu_{2}$. Two different weight configurations that correspond to (counterclockwise) coordinate system rotations by angles $\theta$ and $\theta^{\prime}$, respectively. The so-obtained coordinate systems are marked ( $\mu_{1}^{\prime}, \mu_{2}^{\prime}$ ) and $\left(\mu_{1}^{\prime \prime}, \mu_{2}^{\prime \prime}\right)$. (a) In the convex case, the equivalent maximization problem yields one unique solution per weight setting. Also, for each point on the Pareto front, there exists a weight configuration. (b) In the non-convex case, however, Pareto-optimal solutions in concave regions do not maximize the weighted sum and are hence abandoned. Moreover, one weight configuration may lead to multiple maxima (example after Das and Dennis, 1997).
latter becomes even more critical when the method is used as a a posterior, sequential technique for the approximation of the Pareto front (see, for example, Kaliszewski, 1987). There, similar problems as with weighted sums occur; that is, a deficiency to find all Pareto-optimal points and an non-uniform sampling of the front. Related iterative approaches were proposed in which different reference points are adaptively generated in order to achieve a higher coverage and uniformity of the sampled Pareto front. Especially the reference point methods and the light-beam search variants are often applied as interactive methods, in which the DM can iteratively refine reference objectives (Wierzbicki, 1980; Jaszkiewicz and Słowiński, 1999).

## A Posterior Preference Articulation

The following methods can be said to decouple the optimization and the decision making process, which can be performed in a post-optimization procedure, for example, using visualization-aided (Deb, 2001, pp. 316-320), (Miettinen, 1999, chap. 3) manual selection methods or automated selection proceduresfor example, based on an a priori method Section 4.11.1 (Deb, 2001, pp. 390-392).

In the epsilon-constraints method, the replacement problem is given as a constrained optimization problem (Marglin, 1967; Haimes, 1971). This is done by keeping one of the objectives as the function to be optimized and introducing inequality constraints for the remaining objectives. In order to sample the Pareto front, the problem is solved for different epsilon values. In each step, in which the epsilon parameter vector is fixed, the intersection between the Pareto front and the feasibility hyperplane is sought, yielding a unique Pareto-optimal solution. This procedure is repeated, for example, until an appropriate approximation of the Pareto front is obtained. This method is suited to potentially find any Pareto-optimal solution, regardless of whether it lies in a convex or concave region. The main drawback is that it depends on a user-provided predetermination of the epsilon parameters, thus requiring some
a priori knowledge of the search space. Adaptive epsilon determination methods, aiming at an ideal Pareto front sampling have been proposed, however (see, for example, Eichfelder, 2006). ${ }^{45}$

Another approach that iteratively generates Pareto-optimal points was developed by Das (1998) and coined normal boundary intersection method. The main idea can be broadly summarized as follows: Given any Pareto-optimal points - as anchor points, the authors propose to use minimizers that are global minimizers of exactly one of the objectives - and the convex hull of theses points: In many situations, the intersection of a line segment, due to the normal of the convex hull and any point inside, and the Pareto front forms another Pareto-optimal point. In fact, the only situation in which the former does not hold is when the Pareto front is folded so that a part of the front becomes shadowed by a sub-optimal section. The optimization can then be reformulated as a search for theses intersections under different convex combinations that are given by different weight parameters. The authors show that with an appropriate ordering, the intersection-finding subproblems can be solved in an efficient, hierarchical fashion. Moreover, in contrast to the weighted sum approach, a uniform sampling of the Pareto front can be achieved.

A similar approach, called normal constraint boundary method was presented by Messac et al. (2003). There, after generating anchor solutions like in the normal boundary intersection method, the objective space is normalized in order to achieve uniformly distributed Pareto solutions. The hyperplane spanned by the anchor solution is equidistantly partitioned. The intersection between the normal arising from each of the partitions and the Pareto front is located, and the so-generated points are evaluated according to their Pareto optimality. They may fall into three categories, globally Pareto-optimal, locally Pareto-optimal or non-Pareto-optimal. To retain only globally Pareto-optimal solutions, the authors devise an according filtering technique, which can also be applied to other related techniques such as the normal boundary intersection method. Recently, an application of a genetic algorithms to generate the non-dominated solutions has been proposed (Martínez et al., 2009). The authors claim that this approach renders the use of any filtering technique obsolete.

### 4.11.2 Evolutionary Multi-objective Approaches

Many of the techniques described above are in general amenable to using an evolutionary algorithms as their underlying search technique. The weighted sum approach, applied as an a priori method, is indeed still the most common approach to multi-objective optimization, in spite of its deficiencies. Besides the fact that this form of aggregation of different traits is often considered "natural," the following rationales can be associated with its utilization:
(1) It does not involve any adaptation of the evolutionary algorithm.
(2) In many situations the feasible objective space is fully convex, such that all solutions are principally reachable.
(3) Decision making, that is, selecting the final solution from the set of non-dominated solutions, is not always considered a blessing but rather an extra burden since it may interrupt an otherwise automated flow, for example, by requiring user-interaction or a tailored post-optimization procedure.
(4) When interested in a unique solution, the sampling of the Pareto front does not matter, albeit the non-linear relationship between weights and the position of the solution on the front may.
(5) The computation time associated with a posterior methods is in general higher compared with a priori ones.
Often, however, the limitations associated with these methods are critical, prompting for a dedicated multi-objective approach instead. Genetic and other evolutionary algorithms, being population-based routines, can be considered well-suited for the tasks associated with the mutual optimization of different objectives and the two critical goals associated with it: positioning the final solutions on the Pareto front or at least in close proximity and achieving a high coverage of the entire front. In contrast to most other optimizers, these goals can potentially be solved implicitly and in parallel. It also introduces

[^64]a number of additional issues, however, that have to be taken into account. As we have seen earlier, genetic algorithms face a conflict often described as trade-off between exploration and exploitation. This is so with single-objective optimization, where this balance only impacts the distribution of candidate solutions in the decision space, and can hence be expected to become more critical in the multi-objective case, where the distribution of solutions in the objective space has to be considered, too. Consequently, niching techniques (as explained in Section 4.9) play a paramount role in multi-objective evolutionary algorithms (MOEAs).

A number of straightforward approaches, incorporating methods described above but exploiting the population nature of GAs have been suggested. As shown above, using sequential schemes with different parameter configurations, the weighted sum method can be used as an a posterior method. Different approaches to incorporate a similar scheme, exploiting the parallelism of GAs have been proposed (cf. Deb, 2001, pp. 189-200). Hajela and Lin (1992), for example, proposed an a posterior weighted-sum-based GA, in which the chromosome of each solution is supplemented with a different weight vector. In order to maintain diverse non-dominated solutions, a niching technique, restricted to the part of the chromosome that represents the weight configurations, is employed. Alternatively, the authors propose different sub-population approaches in which each population is evaluated using different weight settings. As another alternative to niching or sub-population approaches, Murata and Ishibuchi (1995) propose randomized weight vectors. Thus each evaluation is performed with a different, random weight configuration, avoiding any premature weight bias. In addition, the authors employ an elitist selection scheme in which an external archive containing non-dominated solutions is maintained supplementing the main population. We will see later that many of the state-of-the-art approaches employ a similar technique to incorporate elitism. Despite its efficacy in the context of various, especially combinatorial, problems, these GAs face the same problems as other weighted-sum approaches. Most importantly, they fail to find solutions in non-convex regions of the Pareto front and they are prone to incompletely covering the Pareto front.

Also the epsilon-constrained replacement problem is principally amenable to being solved using GAs. Ranji Ranjithan et al. (2001) propose a sequential scheme in which the individual Pareto-optimal solutions are obtained through evolutionary algorithm runs. Instead of actually starting off with a randomly initialized population, however, the restarted EA instances re-use the population resulted from the previous run. The idea behind this procedure is to exploit potential decision space similarities of adjacent Pareto-optimal solutions. Yet, in order to increase the exploratory power of the early phase of each EA run, the authors employ initially high but time-decreasing mutation rates. The extreme points and the step-width of the epsilon constraints are user-provided. As also noted by Landa Becerra and Coello Coello (2006), no information about the underlying constraint handling technique is provided. Landa Becerra and Coello Coello (2006) apply their (see Section 4.4) cultured differential evolution method to sequentially obtain Pareto-optimal solutions. Their approach, like all epsilon-constraints methods, depends on an a priori determination of the epsilon constraints and hence on their lower and upper bounds, for which the authors provide an automatic approach based on the ideal and the nadir vectors. The latter can be approximated in a straightforward manner only for bi-objective problems-a metaheuristic for higher dimensions was proposed by Laumanns et al. (2006). Although potentially suited to solve also hard multi-objective problems, this approach may become computationally expensive, since it requires the sequential execution of multiple evolutionary algorithms. Moreover, it strongly depends on an effective and efficient constraint handling mechanism, which can easily turn into a cyclic problem, for example, when regarding constraint handling as a bi-objective problem consisting of the actual optimization and the constraint satisfaction.

One of the early approaches solving multiple optimization criteria with a standard GA is the vectorevaluated genetic algorithm (VEGA) developed by Schaffer (1985). It incorporates multiple populations, each of which represents a different object. That is, given a population size $N$, and $m$ objectives, each objective is accounted for by selecting a fraction of $N / m$ of the population according to the fitness associated with it. This procedure does not exercise a strict partitioning on the population as a candidate solution may of course exhibit above-average fitness values for several objectives. The basic idea is that offspring individuals - albeit their parents were selected from the extremes, that is, high fitness values in one of the objectives - eventually constitute compromise solutions. It was found, however, that without
extra effort, a diverse sampling of the Pareto front could not be achieved. Schaffer tried to foster the generation of compromise solutions by mating restrictions, in which mating of individuals fit in terms of different objectives was encouraged. Additionally, locally ideal compromise solutions (i.e., locally Pareto-optimal solutions) where rewarded in order to increase their selection probabilities. With these additions, the method proved effective for simple problems with convex objective spaces. ${ }^{46}$ It is also decently efficient, if a good coverage of the Pareto front is of minor concern (Zitzler et al., 2000). To date, the main application of VEGA is for constraint handling (Coello Coello et al., 2007).

The majority of state-of-the art evolutionary algorithms use a ranking mechanism that assigns a non-dominated rank to each candidate solutions in a population. The so obtained ranks can then be readily used in selection. That is, the number of trials an individual receives is proportional to its non-dominated rank. Non-dominated ranking as schematically demonstrated in Algorithm 4.4 was proposed by Goldberg (1989), and he describes it as technique in which the non-dominated solutions are peeled off from the population rank by rank. In other words, first, all non-dominated solutions are assigned a rank of one to and removed from the original population. The same procedure is repeated for the remaining individuals, giving them a rank of two. The routine is repeated until the original population is empty and, consequently, all solutions have been ranked. Non dominated-ranking can

```
Algorithm 4.4: Basic non-dominated sorting algorithm
    Data: \(P / /\) population
    \(r \leftarrow 0\)
    while \(|P|>0\) do
        \(N \leftarrow\) non dominated solutions in \(P\)
        foreach \(A \in P\) do
            \(R(A) \leftarrow r\)
        \(P^{\prime} \leftarrow P^{\prime} \cup N\)
        \(P \leftarrow P \backslash N\)
        \(r \leftarrow r+1\)
```

be included in virtually any evolutionary algorithm by incorporating the scheme above, using a suited selection operator - such as tournament selection or rank-based selection schemes- that allows for the non-dominated rank to be used as selection criterion. Without further modifications, such a procedure leads to the following problems: (1) There is no differentiation between solutions with the same rank, yielding an arbitrary sampling of the Pareto front. (2) The average selection pressure diminishes with the number of objectives since the number of incommensurable solutions increases.

Fonseca and Fleming (1993) were the first to devise a GA [called multi-objective genetic algorithm (MOGA)] using a similar non-dominated sorting scheme as proposed by Goldberg. In contrast, however, their sorting algorithm distinguishes solutions not only by the level of non-domination but also by the number of individuals by which a solution is dominated:

$$
R(A)=1+|\{B \mid B \succ A\}|
$$

Like in Goldberg's approach, non-dominated solutions receive a rank of one. But the rank distribution of dominated candidates is such that individuals that are dominated by fewer solutions are slightly preferred. To additionally maintain diversity of solutions with the same rank and thus to eventually ensure a broader coverage of the Pareto front approximation, the authors employ a niching technique to maintain the diversity of non-dominated solutions. They propose a fitness sharing scheme (Section 4.9.1), where the distance between solutions of the same rank is evaluated in the objective instead of the decision space. As the selection operator, a stochastic universal sampling scheme was incorporated, and a linear interpolation transforming the ranks in fitness values is used. The main disadvantage of this

[^65]approach is the fact that the fitness assignment does not explicitly prefer solutions with lower ranks (Deb, 2001, p. 206). For example, low-ranked solutions (i.e., solutions near local optima) in crowded regions may exhibit a lower fitness than highly dominated one in sparse areas. This may introduce a non-intended bias and impair the convergence to the Pareto front. The use of a different crowding strategy, closely resembling restricted tournament selection (see Section 4.9.2), was later proposed by Andersson and Wallace (2002). Their multi-objective struggle GA is specifically aimed at maintaining diverse local Pareto fronts.

Fitness-proportionate selection was employed in the former approach in order for fitness sharing to be applicable. To directly select solutions based on the ranks that result from non-dominated sorting, the niched-Pareto genetic algorithm (NPGA) by Horn et al. (1994) incorporates tournament selection in conjunction with a dynamic sharing mechanism similar to the one proposed by Oei et al. (1991)explained in Section 4.9.1. Specifically, a binary tournament is performed in which, like usual, the two competitors are randomly picked from the current population. In addition, a sub-population, consisting of $\left(t_{\text {dom }}\right)$ individuals, is randomly drawn from the current population, and the two tournament individuals are compared with them concerning their dominance. Three situations may result: (1) One candidate of the tournament is not dominated with respect to the reference sub-population, the other one is. In that case, the former is selected for mating. (2) Neither candidate is dominated. (3) Both candidates are dominated. In the two latter cases, sharing is performed to determine the winner of the tournament. This is done by computing the niche count for each candidate in the offspring population, which is being built. The solution with the lower niche count wins the tournament. Like in the MOGA case, the niching distance is evaluated in the objective space. This procedure dynamically prefers solutions whose objective values are underrepresented in the target population. Conventional crossover operations are performed between the winners of two tournaments, optionally followed by mutation. For the first two tournaments, the target population is hence empty. Consequently, the niching-based tournament, if it applies [situations (2) or (3)], cannot be performed for the first two parents, in which case a random selection is used instead. NPGA has been shown to perform well, especially on problems with many objectives. But it also strongly depends on the tournament comparison windows size $\left(t_{\text {dom }}\right)$ and on the sharing threshold $\sigma$ (Deb, 2001; Zitzler et al., 2000).

As discussed in Section 4.5, elitist selection has been found to improve the convergence behavior of single-objective EAs (De Jong, 1975) and is also a sufficient condition for their convergence (Rudolph, 1996); also see Section 4.10.5. It thus stands to reason to incorporate similar concepts into MOEAs. Unfortunately, a concept similarly straightforward as in the single objective case cannot be devised. For example, because of the optimality criterion, the number of equally well paying off individuals in a populations cannot be predetermined, and so an adequate generational gap cannot (for a discussion, see Deb, 2001, pp. 239-240). An early attempt to account for this difficulty in incorporating elitism was made by Osyczka and Kundu (1995). Like many state-of-the-art approaches, discussed later, they propose the use of a secondary population, often termed archive. The archive consists of solutions not dominated by any solutions of the population up to the current generation. That is, solutions are transferred into the archive, but there is no direct back-propagation of elite solutions into the primary population, which is in contrast to conventional elitist selection schemes. Instead the archive serves as a reference for the fitness assignment that is based on the relative distance of solutions from the local Pareto front. Specifically, a new solution that is not dominated by any archived candidate is rewarded proportionally to the distance it exhibits to the closest archive member. It is added to the archive. Additionally, if it itself dominates any solutions in the archive, those candidates are removed. Contrariwise, if the new solution is dominated by any archive member, it is penalized with the distance to the closest member. Obviously, the purpose of this mechanism is to assign greater fitness values to non-dominated solutions. At the same time, it is aimed at increasing the diversity of (locally) Paretooptimal candidates, since it assigns a greater fitness to those optimal solutions that are far from previous non-dominated individuals. Deb (2001, pp. 258-259) shows that under certain conditions this can lead to an opposite effect, emphasizing crowded regions. Deb (ibid.) also argued that the approach should be supplemented with a size limitation of the archive, which otherwise might continuously grow and lead to performance issues.

Another class of approaches that make use of an external archive are Pareto-archived evolution strategy (PAES) and Pareto envelope-based selection algorithm (PESA). The former is an evolution strategy (Knowles and Corne, 2000), and $(1+1)$ and $(\mu+\lambda)$ replacement schemes have been demonstrated (cf. Section 4.1.1). In contrast to the former approach, the external archive is size-limited. Thus for new individuals eligible to enter the archive, that is, those that are not dominated by any archive members, a replacement strategy is to be defined; for example, as the following two-fold fashion: (1) If the solution dominates one or more archive members, this solution enters the archive, and the dominated members are removed. (2) Otherwise, if the archive is not yet completely filled, the solution enters the archive. If, on the other hand, the maximum archive size would be exceeded with the new solution, a density evaluation is performed. If the candidate fills a highly dense slot with respect to the objective space, it is rejected. But if the solution would be situated in a sparse region in the archive, another member of the archive in a more crowded region is removed. The candidate enters the archive instead. Diversity preservation is achieved through a clustering technique (cf. Section 4.9.1): The density estimation is performed by subdividing the objective space into hypercubes. Each of these hybercubes is assigned a squeeze value to, reflecting the number of solutions it is inhabited by. The higher this number, the higher the probability of solutions of this cube to get erased from the archive. The same density estimator is used for the replacement in the primary population. In the $(1+1)$ strategy, if parent and offspring solutions do not dominate each other the one located in a sparser region with respect to the archive is preferred. Otherwise the dominating candidate becomes the parent solution of the next generation. In $(\mu+\lambda)$ strategies, the same concept is used to assign fitness values to individuals. After the $\lambda$ children have been generated (in the original work through mutation only) a domination marker is set for all of the parent and offspring solutions. This marker can take three states: (1) solution is dominated by any one solution in the archive, (2) solution is neither dominated nor dominates or (3) solution dominates one or more solutions of the archive. Fitness values are assigned corresponding to the markers. That is, regardless of the position in the objective space, dominating solutions will always receive the higher fitness values than non-dominated solutions, which in turn exhibit higher payoffs than dominated ones. Solutions with the same dominance score are evaluated in terms of the location in the grid; solutions in sparse regions are rewarded whereas those in dense regions are penalized. Similarly to the normalization step in fitness sharing, the authors propose the use of an adaptive grid that takes the range of the current objective function values into account. PAES has proved successful on a number of simple test problems.

The same strategy has been applied to a genetic algorithm (Corne et al., 2000). Called PESA, it makes use of binary tournament selection, where the fitness is assigned in the same manner as in PAES. According to the tests conducted by the authors, it outperformed earlier versions of two other state-of-the-art approaches, non-dominated sorting genetic algorithm (NSGA) and strength Pareto evolutionary algorithm (SPEA), whose successors will be discussed in the following sub-sections. Later, a revised version of PESA, PESA-II (Corne et al., 2001), was developed, in which tournament selection is not performed on individuals but on the hypercubes. Specifically, hypercubes receive fitness values based on their location with respect to the local Pareto front and on the squeeze factor- the number of solutions that it houses. After selecting a hypercube according to its fitness and using any standard selection scheme, such as tournament selection, any solution located in this hypercube is randomly chosen. The rationale behind this approach-coined region-based selection-is that with individual-based tournament selection the probability of choosing a candidate from sparse regions becomes dramatically low, thus thwarting the diversity-preserving effort at which the clustering technique is aimed. Competitive results of this approach have been reported by the authors who compared it with earlier versions of SPEA and the authors' predecessor implementations, PAES and PESA.

Similarly as in the single-objective GA case (see Section 4.10.3), the building block genesis can be explicitly accounted for in MOEAs. Van Veldhuizen and Lamont (2000) have proposed an according algorithm that can be characterized as a straightforward transformation of the messy genetic algorithm approach to the scope of multiple objectives - called multi-objective messy GA (MOMGA). A detailed discussion and assessment of the MOMGA and its extensions was conducted by Zydallis (2003).

The next two sub-sections are dedicated to introducing two popular state-of-the-art algorithms, NSGA-II and SPEA 2, which have been used in this work.

### 4.11.3 Non-dominated Sorting Genetic Algorithm

The non-dominated sorting genetic algorithm is one of the earliest approaches using a ranking procedure based on the Pareto dominance relation, which has been first proposed by Goldberg (1989). Like many related approaches that were developed in the beginning of the 1990s, the original NSGA (Srinivas and Deb, 1994) is concerned with maintaining a high degree of objective-space diversity but exhibits a relatively slow convergence behavior, which can be attributed to the lack of elitism, that is, Paretooptimal solutions are not guaranteed to survive genetic operations. Moreover, the run-time complexity is in the order of $O\left(M N^{3}\right) — M$ is the number of objectives and $N$ is the population size-caused by the high number of mutual dominance relation assessments required to rank the population. It is summarized in Algorithm 4.5. This ranking routine can be coarsely described as follows: A temporary

```
Algorithm 4.5: NSGA population ranking
    Data: \(P / /\) population
    \(r \leftarrow 0\)
    while \(|P|>0\) do
        foreach \(\mathbf{p} \in P\) do
            \(d_{\mathbf{p}} \leftarrow\) False
            foreach \(\mathbf{q} \in P \backslash\{\mathbf{p}\}\) do
                if \(\mathbf{q} \succ \mathbf{p}\) then
                    \(d_{\mathbf{p}} \leftarrow\) True
                    break
            if \(d_{\mathbf{p}}=\) False then
                \(R(\mathbf{p}) \leftarrow r\)
                \(P \leftarrow P \backslash\{\mathbf{p}\}\)
        \(r \leftarrow r+1\)
```

copy of the current population is created. All individuals of this population that are not dominated by any other solution are assigned a rank of zero. These non-dominated individuals are then removed from the temporary population. First-rank solutions are then determined in the same way, albeit on the population without the formerly removed rank-zero solutions.

The run-time complexity of this procedure, which is widely used also in other multi-objective optimization approaches, is of major concern as it drastically affects the overall run-time behavior of the optimizer. ${ }^{47}$ Therefore Deb et al. (2002a) proposed a more time-efficient sorting algorithm that makes use of a hierarchical ranking and that has been integrated into a modified version of NSGA, termed NSGA-II. The algorithm has a run-time complexity of $O\left(M N^{2}\right)$ and can be characterized as the following two-stage procedure:
(1) For each solution, the number of other solutions that dominate it is determined, and, in addition, a set containing those individuals that it dominates is created. Non-dominated solutions-those with a counter equal to zero-receive the rank zero.
(2) The rank-one set is constructed by visiting all solutions dominated by rank-zero individuals. At each visit, an individual's counter is decreased by one. A counter value of zero means that the individual is dominated only by rank zero individuals; consequently, the respective individual receives a rank of one. In order to determine individuals with a rank of two, the second step (2) is repeated, now for all solutions dominated by rank-one individuals. Finally, the second step is iteratively called until all individuals have been ranked.
Alternatively, as proposed by Seifert (2006b), the ranking algorithm can be regarded as a topological sorting algorithm on the directed acyclic graph (DAG) spawned by the dominance relation. Jensen

[^66](2003) proposed a divide-and-conquer algorithm with which the time complexity of the non-dominated sorting routine can be reduced to the order of $O\left(M N \log ^{M-1} N\right)$, where $N$ is the population size and $M$ is the number of objectives. Fang et al. (2008), however, showed that Jensen's algorithm is not equivalent to the NSGA-II version: While the original algorithm assigns different ranks to duplicate solutions, with Jensen's proposal they are considered to lie on the same front. As an alternative, Fang et al. developed an algorithm also adopting a divide-and-conquer technique but additionally exploiting the hierarchical nature of the dominance relation, using a DAG structure, ${ }^{48}$ which is additionally suited to prevent multiple comparisons for one pair of individuals.

In addition to a fast convergence to the set of Pareto-optimal solutions, one critical goal of multiobjective optimization approaches is a wide coverage and a uniform sampling of the Pareto front. For that purpose, the original NSGA implementation employs the fitness sharing technique, explained in Section 4.9.1. The performance of sharing strongly depends on the distance threshold parameter $\sigma$. In addition, sharing leads to a runtime of the order $O\left(N^{2}\right)$ since, in the worst case, it involves comparisons of each individual with all other individuals. In the revised version of NSGA, the sharing function has hence been replaced with a phenotypic ${ }^{49}$ crowding approach (cf. Section 4.9.2), which circumvents both the dependence on user-provided sharing parameters and the quadratic runtime behavior. The crowding approach proposed by Deb et al. (2002a) uses a density estimator, referred to as crowding distance. The density for one candidate is estimated by constructing a hyperrectangle whose dimensions are given by the candidate's distance to the adjacent solutions with respect to one of objectives. This is illustrated in Figure 4.16. To determine adjacent solutions regarding one objective, the population has to be sorted with respect to that objective, thus involving the same number of sorting steps as there are objectives.


Figure 4.16: Density estimate used in NSGA-II. The density of the solution candidate $A_{i}$ is determined by constructing the hyperrectangle whose dimensions are given by the adjacent candidates with respect to one of the objectives. The average side length of the hyperrectangle then serves as a density metric.

The so-obtained density measure is used in an ordering relation called crowding comparison operator $\left(\prec_{n}\right)$, defined as follows:

$$
A \prec B: \Longleftrightarrow(R(A)<R(B)) \vee(R(A)=R(B)) \wedge(d(A)<d(B))
$$

[^67]where $d($.$) is the density estimator, which is reciprocally proportionate to the dimensions of the hyper-$ rectangles and $R($.$) denotes the rank of individuals. In other words, the crowding comparison operator$ supplements the rank-based comparison with a secondary density-based comparison.

Another extension of NSGA-II is the introduction of elitism. In contrast to related approachessuch as the SPEA, discussed in the next sub-section-it dispenses with an external archive. Instead a similar technique as the $(\mu+\lambda)$ scheme in evolution strategies (cf. Section 4.1.1) is employed (see Algorithm 4.6). After one generation, the intermediate population consists of parents and the children, resulted from crossover and mutation. The intermediate population is then decomposed into its ranks ( $R_{0}, R_{1}, \ldots R_{l}$ ). The new population is generated by incorporating as many complete rank sets from the intermediate solution as possible. Since the inclusion of the last-considered rank set may lead to an overfull population, only the fraction that is optimal according to the crowding comparison operator is added. As a result, the new population thus contains the first $\mu$ Pareto and crowding-optimal candidates of the intermediate population.

```
Algorithm 4.6: NSGA population reduction
    Data: \(P^{(k-1)} / /\) parents \(\left|P^{(k-1)}\right|=\mu\)
    Data: \(C / /\) children \(|C|=\lambda-\mu\)
    \(P^{\prime} \leftarrow P \cup C\)
    \(P^{(k)}=\emptyset\)
    \(R_{0}, R_{1}, \ldots R_{l} \leftarrow\) non-dominated-ranking \(\left(P^{\prime}\right)\)
    \(i \leftarrow 0\)
    while \(\left|P^{(k)}\right|<\mu\) do // next population not complete
        if \(\left|P^{(k)} \cup R_{i}\right| \leq \mu\) then // next rank entirely fits into next population
            \(P^{(k)} \leftarrow P^{(k)} \cup R_{i}\)
        else
            \(R_{i} \leftarrow\) non-dominated-crowded-sorting \(\left(R_{i}\right)\)
            for \(j \in\left[0,\left|R_{i}\right|-\mu\right)\) do // fill up next population with individuals from next
            rank
                \(P^{(k)} \leftarrow P^{(k)} \cup\left\{R_{i, j}\right\}\)
                // \(R_{i, j}\) denotes the \(j\) th individual from rank \(i\), the rank is assumed to be
                sorted according to the density estimator as explained above; i.e.,
                \(j<k \Longrightarrow d\left(R_{i, j}<d\left(R_{i, k}\right)\right.\)
        \(i \leftarrow i+1\)
```

The original NSGA-II algorithm uses a binary or real-coded search space representation with respective standard crossover and mutation operators. Traditionally, binary tournament selection (see Section 4.5.5) is employed, where the crowding comparison operator determines the winner of the competition. The total computational complexity of NSGA-II is bounded by the non-dominated sorting algorithm, i.e., $O\left(M N^{2}\right)$ in the original implementation.

### 4.11.4 Strength Pareto Evolutionary Algorithm

Like NSGA-II, the SPEA is a multi-objective GA aimed at approximating the Pareto-optimal set of solutions (Zitzler and Thiele, 1998a). Its flow is almost identical to traditional genetic algorithms. That is, a random initial population is generated and evolved through selection, recombination and crossover. The main differences compared to both single-objective GAs and related multi-objective approaches is the determination of the fitness of candidate solutions and the use of an external archive in which the Pareto-optimal individuals - with respect to the explored search space - are stored. The archive constitutes an elitist selection mechanism, in that Pareto-optimal solutions are preserved regardless of evolution effects. In addition it serves as the fitness metric for the GA population, since the merit of
individuals is determined by relating their position in the objective space to the Pareto front approximation in the archive. Finally, because both the population and the archive are considered in the selection process, the algorithm can also be considered a two-population approach, with an indirect seeding-like solution exchange.

In several empirical studies, SPEA could be demonstrated to successfully solve optimization problems with inherent multi-objective properties, i.e., conflicting objectives. Especially an improved version, termed SPEA2 (Zitzler et al., 2001), which incorporates a fitness measure that puts a stronger emphasis on the diversity of (dominated) solutions and a slightly modified routine for the composition of the Pareto set archive, showed good results for a number of benchmarks problems (Zitzler et al., 2001). More importantly, it has been successfully applied to a number of real-world problems.

The fitness assignment procedure of SPEA is schematically demonstrated in Algorithm 4.7 and can be summarized as follows: Prior to the actual fitness assignment, the Pareto archive $A$ is expanded by non-dominated candidate solutions of the population. The archive is then optionally reduced to a predefined maximum size. This reduction routine, for which details will be presented later in this section, is performed in order to prevent a genetic drift that could be caused by highly dense portions of the Pareto front, but also for feasibility reasons, for example, to account for limited storage capacity or post-optimization selection routines. After the archive has been so conditioned, each individual in the archive is tagged with a value, termed strength $(S(.) \in[0,1))$, reflecting the amount of individuals in the population it currently dominates (l.5). The strength value constitutes the (reciprocal) fitness of the Pareto-optimal solutions. In contrast, the (reciprocal) fitness of population solutions is given as the sum of the strength values of all Pareto solutions by which they are dominated, increased by a penalty of one in order for Pareto-optimal solutions to receive a higher selection probability (l. 7).

```
Algorithm 4.7: SPEA Fitness Assignment
    Data: \(A, P / /\) archive and population
    Data: \(s_{\text {max }} / /\) maximum archive size
    \(A \leftarrow A \cup\{\mathbf{p} \in P \mid(\nexists \mathbf{a} \in A \cup P)(\mathbf{a} \succ \mathbf{p})\}\)
    while \(|A|>s_{\text {max }}\) do
        \(A \leftarrow \operatorname{reduce}(A)\)
    foreach \(\mathbf{a} \in A\) do
    5
                        \(S(\mathbf{a}) \leftarrow \frac{|\{\mathbf{p} \in P \mid \mathbf{a} \succ \mathbf{p}\}|}{|P|+1} / /\) strength
    foreach \(\mathbf{p} \in P\) do
                \(R(\mathbf{p}) \leftarrow 1+\sum_{\mathbf{a} \in A_{\mathbf{p}}} S(\mathbf{a}) \quad A_{\mathbf{p}}:=\{\mathbf{a} \in A \mid \mathbf{a} \succ \mathbf{p}\} / /\) (raw) fitness
```

The example in Figure 4.17 illustrates the result of the fitness assignment routine. The Paretooptimal individuals (marked with crosses) are ranked by their strength values, that is, by the number of individuals they dominate. Larger values mean lower fitness. Thus archive solutions dominating a large number of individuals will be selected with a slightly smaller proportion than solutions that "cover" only few candidate solutions. Broadly speaking, this scheme promotes the exploration behavior of the algorithm, as it leads to a preference for sparsely visited regions of the objective space. A similar property is also given by the fitness of the remaining individuals: They are discriminated not only by the number of dominating archive solutions, but also by the collective strength that these Paretooptimal candidates impose on them. While the former criterion can be considered as a classical ranking
mechanism, the latter exhibits similarities with sharing, which, as shown above, is a niching technique used in NSGA. In order to avoid an over-representation of similar or equal traits, individuals situated in a denser niche receive a fitness penalty. In Figure 4.17 niches are indicated by differently shaded rectangles. To all individuals in one niche the same fitness is assigned. Later, Zitzler et al. (2001)


Figure 4.17: Strength and fitness assignment in SPEA: In this example (after Zitzler and Thiele, 1998a), the Paretooptimal set for a given iteration step consists of four candidate solutions (marked with crosses $[x]$ ), each of which is assigned a strength value to. The strength is the ratio of the number of solutions dominated by the Pareto-optimal individual to be evaluated and the total number of candidates in the dominated population (increased by one). The strength value constitutes the (reciprocal) fitness of Pareto set individuals. The (reciprocal) fitness of population solutions (o) is given as the sum of the strength values of all Pareto solutions by which they are dominated, increased by a penalty of one in order for Pareto-optimal solutions to receive a higher selection probability.
considered this strategy problematic, as they empirically observed a degenerated convergence behavior within the niches, since there solutions exhibit an identical fitness value. The fitness assignment routine was hence been altered in the following way: The strength assignment is extended to also incorporate individuals of the GA population. Thus,

$$
S(\mathbf{p}):=|\{\mathbf{q} \in P \cup A \mid \mathbf{p} \succ \mathbf{q}\}|
$$

is evaluated for all individuals both in the GA population and the archive. Note that the normalization to the population size is omitted compared to the original SPEA implementation. For the modified raw fitness we have that

$$
R(\mathbf{p}):=\sum_{\mathbf{p}^{\prime} \in P^{\prime}} S\left(\mathbf{p}^{\prime}\right) \quad P^{\prime}:=|\{\mathbf{q} \in P \cup A \mid \mathbf{q} \succ \mathbf{p}\}| .
$$

This scheme provides an improved means to balance exploration and exploitation: The sharing property from SPEA is maintained, since solutions dominated by "strong" individuals, i.e., individuals that dominate a large number of other solutions, still receive a higher penalty. In contrast to the original implementation, however, solutions in the so-defined niches are distinguishable as their mutual domination relation is taken into account.

In addition to the implicit sharing mechanism explained above, an explicit objective-space diversity metric, based on the $k$-nearest neighbor ( $k \mathrm{NN}$ ) density estimate (see, for example, Devroye and Wagner, 1977), is also incorporated. The density of the surrounding of an individual $\mathbf{p}$ can be estimated by considering the volume $V_{k, \mathbf{p}}$ of a sphere that is centered at $\mathbf{p}$ and contains $k$ samples. A common density function $f$ of the population can then be approximated in the vicinity of $\mathbf{p}$ by

$$
f(\mathbf{p}) \approx f_{n}(\mathbf{p})=\frac{k}{n V_{k, \mathbf{p}}}
$$

where $n$ is the population size. Zitzler et al. (2001) proposes a simplification of the $k \mathrm{NN}$ method, where the density estimate is given by

$$
D(\mathbf{p})=\frac{1}{2+r_{k}}
$$

where $r_{k}$ is the radius of a hypersphere that is centered at $\mathbf{p}$ and has a minimum volume that contains $k$ elements (schematically demonstrated in Figure 4.18). The selection of the parameter $k$ is critical, in that it determines the range in which the density is approximated. In following Silverman (1986), Zitzler et al. (2001) propose to use the square root of the number of samples, which in this case is the sum of the archive and the population.


Figure 4.18: The raw fitness of SPEA is supplemented by an explicit density approximation, based on a $k$ nearest neighbor variant. The estimate of the density in the vicinity of a candidate solution $\mathbf{p}$ is given by the radius of a hypersphere that is centered on that solution and encompasses exactly $k$ other individuals.

As mentioned before, the external Pareto-optimal set is limited to a predefined size. This is done for mainly three reasons: (1) to limit the space complexity of the algorithm, (2) to ensure a manageable Pareto front size for post-optimization selection procedures, and (3) to prevent the algorithm to prematurely converge because of a genetic drift due to an over-accentuation of portions of the Pareto front. The authors therefore propose a reduction scheme that is concerned with an equitable sampling of the Pareto-optimal set, called average linkage method. ${ }^{50}$ The routine is presented in Algorithm 4.8 and can be described as follows: If the Pareto-optimal archive contains more individuals than a predefined limit, it is reconstructed by clustering individuals on the Pareto front and by combining the representatives of these clusters to form the new approximation of the Pareto front. Clusters are generated iteratively.

[^68]The initial cluster set consists of sets containing the original archive members. Clusters whose elements exhibit a minimum average distance to each other are collapsed into one set. This procedure is repeated until the cardinality of the cluster set equals the maximum archive size. Afterward, the clusters are replaced by their representatives, for example, their centroids.

```
Algorithm 4.8: SPEA Archive Reduction
    Data: \(A / /\) archive
    Data: \(s_{\text {max }} / /\) maximum archive size
    \(\mathcal{C} \leftarrow \bigcup_{\mathbf{a} \in A}\{\{\mathbf{a}\}\} / /\) init cluster set; each cluster consists of one Pareto-optimal
    solution
    while \(|\mathcal{C}|>s_{\text {max }}\) do
        \(J \leftarrow\{1, \ldots,|C|\}^{2} \backslash\left\{\left(i^{\prime}, j^{\prime}\right) \mid i^{\prime}=j^{\prime} \vee\left(j^{\prime}, i^{\prime}\right) \in\{1, \ldots,|C|\}^{2}\right\} / /\) index set
        \((i, j) \leftarrow \arg \min _{(i, j) \in J}\left(\operatorname{avgDistance}\left(C_{i}, C_{j}\right)\right) / /\) get indices minimzing the average
            distance between two clusters
        \(\mathcal{C} \leftarrow\left(\mathcal{C} \backslash\left\{C_{i}, C_{j}\right\}\right) \cup\left\{C_{i} \cup C_{j}\right\} / /\) remove orignal clusters and add combined cluster
    \(A \leftarrow \emptyset\)
    // reconstruct archive such that each element represents one of the previously
        computed cluster
    foreach \(C \in \mathcal{C}\) do
        \(A \leftarrow A \cup\left\{\mathbf{p}_{C} \mid \mathbf{p}_{C}=\operatorname{centroid}(C)\right\}\)
```

In the second version of SPEA, the authors refined both the Pareto archive and the truncation process. In contrast to its predecessor, SPEA2 uses a fixed archive size. Therefore if, after the archive update step in which the non-dominated solutions are copied into the archive, the archive size is smaller than its predefined maximum value, the best dominated solutions are also copied into the archive such that it is completely filled. Allowing well performing individuals from the set of dominated solutions to survive may be suited to increase the convergence toward the Pareto front in the case of too high a diversity, that is, if the algorithm has yet to find a viable search direction. In the other case, if the cardinality of the archive exceeds the maximum size, an archive reduction is performed, similarly to the routine in the original SPEA implementation. Instead of employing a clustering technique, however, the authors developed a different truncation routine in which Pareto-optimal solutions whose objective vectors exhibit the smallest distance to neighbors are iteratively removed. This procedure is less prone to removing individuals from the extremes of the Pareto front than the original clustering method. But it is also rather expensive in terms of computation time $\left(O\left(N^{3}\right)\right)$. In a later publication (Zitzler et al., 2004), the authors propose a more efficient, albeit non-deterministic algorithm for this task. Hiroyasu et al. (2005) proposed the introduction of measures to increase the decision space diversity by employing mating restrictions and an additional archive. The authors applied their SPEA2+ approach to a triobjective engine optimization problem, for which a slightly improved spread of the Pareto front was obtained compared with SPEA2 (and NSGA-II). Another extension aiming at improving the selection performance of candidates from the external archive, using a quad-tree representation, was proposed by Mostaghim and Teich (2005). Test results on a number of benchmark functions, however, showed that the performance increase was limited to situations of small archives and large populations, which the authors associate with optimization problems with high numbers of objectives.

The performance of SPEA2 has been tested with a large number of well-established and newly developed benchmark problems. It has been demonstrated to outperform its predecessor SPEA and to exhibit a slightly more homogeneous sampling of the Pareto front than competing approaches such as NSGA-II (Zitzler et al., 2001).

Table 4.1: Domination relations on individual objective vectors and corresponding Pareto set approximation interpretations (reproduced from Zitzler et al., 2003).

| relation | object vectors |  | Pareto set approximations |  |
| :--- | :--- | :--- | :--- | :--- |
| strict dominance | $\mathbf{a} \succ \succ \mathbf{b}$ | $(\forall i)\left(a_{i}>b_{i}\right)$ | $\mathfrak{A} \succ \succ \mathfrak{B}$ | $(\forall \mathbf{b} \in \mathfrak{B})(\exists \mathbf{a} \in \mathfrak{A})(\mathbf{a} \succ \succ \mathbf{b})$ |
| dominance | $\mathbf{a} \succ \mathbf{b}$ | $(\forall i)\left(a_{i} \geq b_{i}\right) \wedge(\exists i)\left(a_{i}>b_{i}\right)$ | $\mathfrak{A} \succ \mathfrak{B}$ | $(\forall \mathbf{b} \in \mathfrak{B})(\exists \mathbf{a} \in \mathfrak{A})(\mathbf{a} \succ \mathbf{b})$ |
| weak dominance | $\mathbf{a} \succeq \mathbf{b}$ | $(\forall i)\left(a_{i} \geq b_{i}\right)$ | $\mathfrak{A} \succeq \mathfrak{B}$ | $(\forall \mathbf{b} \in \mathfrak{B})(\exists \mathbf{a} \in \mathfrak{A})(\mathbf{a} \succeq \mathbf{b})$ |
| outperformance |  |  | $\mathfrak{A} \triangleright \mathfrak{B}$ | $\mathfrak{A} \succeq \mathfrak{B} \wedge \neg(\mathfrak{A}=\mathfrak{B})$ |
| incommensurability | $\mathbf{a} \\| \mathbf{b}$ | $(\exists i)\left(a_{i} \geq b_{i}\right) \wedge(\exists i)\left(b_{i} \geq a_{i}\right)$ | $\mathfrak{A} \\| \mathfrak{B}$ | $\neg(\mathfrak{A} \succeq \mathfrak{B}) \wedge \neg(\mathfrak{B} \succeq \mathfrak{A})$ |

### 4.11.5 Performance Assessment

Similarly to the single-objective case, the performance of MOEAs is often assessed empirically, using benchmark functions. The analysis of the so-obtained results, however, is more complex, since it has to capture the quality of the Pareto set approximation, such as its proximity to the actual Pareto front and the sampling properties. For that purpose a number of quality indicators have been proposed, which are aimed at assessing either a single Pareto set approximation (unary indicators) or at comparing two (binary) or more (multivariate) approximations, where binary approximations can be generally attributed with a viable compromise between complexity and inferential power (Zitzler et al., 2003).

In general, a quality indicator is defined as a function whose arguments are one or more Pareto set approximations and which returns a scalar quality measure for that input:

$$
I: \Omega^{n} \rightarrow \mathbb{R}
$$

where $\Omega$ is the set containing all Pareto set approximations. Moreover, in order to compare the performance of two Pareto set approximations, it is convenient to transfer the dominance relations to the domain of Pareto sets (see Table 4.1, taken from Zitzler et al. (2003)). There, an additional relation, termed "better," is introduced, which is defined as the weak dominance of one approximate by a second non-identical set. The utility of a quality indicator or a set of indicators can hence be defined as its interpretation power in terms of these relations.

Numerous indicators have been proposed, the most common ones include:

- the unary and binary hypervolume indicators,
- the set coverage indicator and
- the binary (additive) epsilon operator.

The unary hypervolume indicator was originally proposed by Zitzler and Thiele (1998b). It measures the volume defined by the Pareto approximation in which solutions are dominated. For it, a reference point (w) out of the dominated set has to be determined. For each candidate in the Pareto approximation set $(\mathfrak{A})$, the hyperrectangle spawned by the solution and the reference point ( $\square_{\mathrm{aw}}$ ) is computed. The union of all hyperrectangles determines the covered hypervolume:

$$
\begin{equation*}
I_{H}(\mathfrak{A}):=\text { volume }\left(\bigcup_{\mathbf{a} \in \mathfrak{A}} \square_{\mathrm{aw}}\right) . \tag{4.15}
\end{equation*}
$$

This indicator is said to be $\triangleright$-complete (Zitzler et al., 2003), ${ }^{51}$

$$
\mathfrak{A} \triangleright \mathfrak{B} \Longrightarrow I_{H}(\mathfrak{A})>I_{H}(\mathfrak{B})
$$

Furthermore, it is $\ngtr$-compatible (ibid.),

$$
I_{H}(\mathfrak{A})>I_{H}(\mathfrak{B}) \Longrightarrow \mathfrak{B} \ngtr \mathfrak{A}
$$

[^69]The hypervolume indicator can be extended to a binary metric in a straightforward manner, for example, as follows Zitzler (1999):

$$
I_{H D}(\mathfrak{A}, \mathfrak{B}):= \begin{cases}I_{H}(\mathfrak{A})-I_{H}(\mathfrak{B}) & \mathfrak{B} \triangleright \mathfrak{A} \\ I_{H}(\mathfrak{A} \cup \mathfrak{B})-I_{H}(\mathfrak{B}) & \text { otherwise } .\end{cases}
$$

This metric yields the hypervolume covered by $\mathfrak{A}$ and not $\mathfrak{B}$. In case $\mathfrak{B}$ weakly dominates $\mathfrak{A}$, for Pareto dominance compliance, the volume difference is obtained. As noted by Van Veldhuizen (1999), the hypervolume metric may be problematic for non-convex Pareto fronts. In addition, it strongly depends on the selected reference point.

The set coverage indicator (Zitzler and Thiele, 1998b) determines the ratio of elements in $\mathfrak{B}$ that are (weakly) dominated by elements of $\mathfrak{A}$. Formally, we have that,

$$
\begin{equation*}
I_{C}(\mathfrak{A}, \mathfrak{B}):=\frac{\mid\{\mathbf{b} \in \mathfrak{B}|(\exists \mathbf{a} \in \mathfrak{A})(\mathbf{a} \succeq \mathbf{b}\}|}{|\mathfrak{B}|} \tag{4.16}
\end{equation*}
$$

Like the set coverage indicator, the additive epsilon indicator (Zitzler et al., 2003) is Pareto dominance compliant. Given two Pareto set approximations $\mathfrak{A}, \mathfrak{B}$, the indicator $I$ is defined as the minimum epsilon value (or translation) for which $\mathfrak{A}$ (weakly) dominates $\mathfrak{B}$,

$$
\begin{equation*}
I(\mathfrak{A}, \mathfrak{B}):=\arg \min _{\epsilon}\left\{\epsilon \in \mathbb{R} \mid(\forall \mathbf{b} \in \mathfrak{B})(\exists \mathbf{a} \in \mathfrak{A})\left(\mathbf{a} \succeq_{\epsilon} \mathbf{b}\right)\right\} . \tag{4.17}
\end{equation*}
$$

A large number of other indicators have been proposed, ${ }^{52}$ for example, to measure the sampling behavior of the Pareto set approximation (Schott, 1995; Van Veldhuizen, 1999; Zitzler, 1999; Deb et al., 2002a), to estimate the ratio of final points that are not members of the actual Pareto front (Van Veldhuizen, 1999), evaluate the average distance of candidates from the Pareto front (Van Veldhuizen, 1999), or metrics based on utility functions (Hansen and Jaszkiewicz, 1998). Typically, not a single indicator but a combination of different indicators is used (for example, see Zitzler et al., 2003).

A Pareto set approximation resulted from a non-deterministic optimization approach such as a MOEA is random, reflecting a representative of a specific probability distribution (e.g., see Knowles et al., 2006). Thus in order to infer significant statements about the performance of an approach with respect to a specific problem, this distribution has to be estimated. Using, for example, an indicator-based comparison, the desired information is if one algorithm yields a "better" distribution of indicator results for a problem than another one, for which several non-parametric statistical distribution tests have been proposed (ibid.).

Empirical tests can only be aimed at comparing the performance of optimizers on specific problems. This approach does not allow for strict general performance statements about the studied optimizer. Corne and Knowles (2003a) showed that despite the differences in the performance measure (broadly speaking, Pareto optimality instead of scalar fitness value) the NFL, which assumes a single-objective approach, also holds in the multi-objective case. Moreover, the same authors (ibid.) proved that the NFL is applicable also for sub-problems that can be associated with particular shapes of the Pareto front, such as high level of discontinuities. The authors argue, however, that there are free lunches, which they term "free leftovers," when comparing two algorithms with regards to specific quality measures. Another potential for free lunches can be attributed to elitism (Corne and Knowles, 2003b): Since different approaches employ different archiving techniques in order to collect intermediately Paretooptimal individuals, general performance differences between alternative algorithms may occur.

Because of the high attention to multi-objective optimization approaches, especially in the past decade, but also because of the different foci when comparing their performance, a multitude of benchmark functions and test suites have been proposed. Comprehensive discussions and surveys were, for example, presented by Van Veldhuizen and Lamont (1998, pp. 61-71), Deb (2001, pp. 338-389) and Coello Coello et al. (2007, chapt. 4). As a baseline for the conception of multi-criteria test functions,

[^70]similar aspects as in the single-objective are to be considered (Deb, 1999). For example, multi-modality, impaired building block processing (deception or epistasis), isolated optima and noise play an important role for the convergence toward the final Pareto set approximation. Additionally, however, other factors, including a non-convex or discontinuous Pareto front, other discontinuities in the search space, or non-uniform candidate distributions may have a strong impact on both the convergence and the properties of the final Pareto front approximation. On that score, Deb (1999) presented a number of guidelines for the construction of benchmark problems in order to capture important issues and goals for multi-objective optimization approaches. Similar considerations have led to other comprehensive test suites (for example, Zitzler et al., 2000; Deb et al., 2002b, 2006).

Another common approach used in the empirical assessment of the performance of probabilistic algorithms on benchmark functions is the attainment indicator. It states whether a specific goal was achieved in a single run of a specific non-deterministic multi-objective optimizer (Fonseca and Fleming, 1996; Grunert da Fonseca et al., 2001). Given a Pareto set approximation $\mathfrak{A}$ out of all possible approximations $\Omega$, the attainment indicator is given by the probability that one of the solutions (weakly) dominates the goal $\mathbf{z}$ :

$$
\alpha(\mathfrak{A}, \mathbf{z}):=P((\exists \mathbf{a} \in \mathfrak{A})(\mathbf{a} \succeq \mathbf{z}))
$$

The empirical estimate over a number of runs $\left(n_{r}\right)$ can hence be stated as follows:

$$
\alpha\left(n_{r}, \mathbf{z}\right):=\frac{1}{n_{r}} \sum_{i=1}^{n_{r}} \mathbf{1}_{\unrhd}\left(\mathfrak{A}_{i}, \mathbf{z}\right)
$$

where $\mathfrak{A}_{i}$ is the Pareto set approximation after run $i$ and $\unrhd$ denotes the (weak) domination set relation (i.e., at least one of the solutions dominates $\mathbf{z}$ ), of which $\mathbf{1}_{\unrhd}$ is the indicator function. In addition to an estimate of attainable goals, this formulation allows for a number of distribution-related analysis, for example, to determine fundamental sampling differences between two algorithms. As pointed out by Grunert da Fonseca et al. (2001), the attainment function corresponds to a first-order moment measure. Thus in order to infer and compare more critical aspects of attainable Pareto approximation distributions, they propose to extent the analysis to higher-order moments.

In addition to forming the basis for the quality assessment of different multi-objective optimization approaches, recent research activities propose the direct incorporation of such metrics into the selection schemes of the algorithms itself. Especially the epsilon and the hypervolume indicators have been reported to yield highly competitive results (Zitzler and Künzli, 2004; Beume et al., 2007; Igel et al., 2007; Brockhoff et al., 2008; Bader and Zitzler, 2011). Traditional approaches implicitly bias the convergence toward the Pareto set approximation by the rank-based selection and the diversity-preserving measures. The rationale behind incorporating quality measures into the search direction is to replace this potentially unintentional bias by a quality-measure-driven one. Alternatively, such a method also allows for the inclusion of metrics specified by the decision maker. One of the main drawbacks of these recent developments is in turn their risk of yielding approximations that are exceedingly well adapted to the incorporated quality measure but exhibit a less beneficial performance in terms of other metrics. Another means to circumvent algorithm-induced bias is the explicit inclusion of DM preference (e.g., see Fonseca and Fleming, 1993; Greenwood and Hu, 1997; Branke et al., 2001; Phelps and Köksalan, 2003; Deb and Sundar, 2006; Jaszkiewicz, 2007; Thiele et al., 2009; Greco et al., 2010).

As argued before, the selection of an optimal MOEA is impossible, since the performance of each of the approaches is strongly problem-dependent. Algorithms "outperforming" others on a large number of test problems may be considered preferable. Again, however, the performance measures and the test methodology strongly bias the outcome of any comparison. Along that line, we have based our choice to use two state-of-the-art MOEAs - NSGA-II and SPEA 2-on a number of competitive comparison results (e.g., Zitzler and Thiele, 1998b; Zitzler et al., 2000, 2001; Deb et al., 2002a; Khare et al., 2003), and not on the assumption of using an optimal approach (Seifert, 2006b). The complexity and the high computation times of the problems aimed at in this work can be considered prohibitive to serve as a platform to extensively compare numerous approaches (ibid.). We have not included quality-measuredriven or preference-incorporating approaches into our consideration.

# 5 Hybrid Local/Meta-heuristic Optimization Approach 

As we have shown in the previous chapter, evolutionary algorithms are effective global optimization approaches that, when tailored accordingly, are suited for a wide range of applications. We have also discussed their limitations: In particular, the ones related to the search space representation, constraint handling or multi-modality of the search space. And more generally, by following the argument of the no free lunch (NFL) and related theories, in acknowledging that evolutionary algorithms - like any other optimization algorithm - cannot be considered universally ideal. An ideal approach would indeed involve the selection of a search strategy that best fits the search space, which in many applications little a priori knowledge is available of. Combining different optimization routines to be prepared for various problem characteristics thus appears to suggest itself. A common and naive but yet not necessarily ineffective approach is to subsequently carry out different search algorithms. For example, the final result of a genetic algorithm may serve as an initial value of a consecutively performed local optimization. ${ }^{1}$ Along that line, more involved methods, with a tighter coupling of different biology-inspired and local search (LS) operations have been proposed (for example, Brady, 1985; Ackley, 1987a; Suh and Van Gucht, 1987; Mühlenbein, 1989; Jog et al., 1989). ${ }^{2}$ Those approaches using an evolutionary algorithm are commonly referred to as genetic local search.

### 5.1 Related Work on Memetic Algorithms

The term memetic algorithm was coined by Moscato (1989), adopting the concept of "memes," which, broadly put, are defined as transmittable quasi-entities carrying cultural properties such as capabilities or conceptions. They have been first introduced as an analogy to genes by Dawkins (1976). ${ }^{3}$ Moscato (1989) was among the first to acknowledge that genetic local search approaches are to be regarded as a new class of algorithms rather than just the combination of two or more optimizers. Consequently, he stressed the importance to account for the interaction of the involved global and local search components, for example, by tailoring genetic operators.

The socio-biological perspective on EA search hybrids due to his and previous work by others (most prominently, by Hinton, 1987) led to further discussions, aiming to clarify which natural role-model the hybrid approaches should follow (see, for example, Turney, 1996). Specifically, the question whether algorithms should rather follow a Baldwinian or a Lamarckian learning scheme was frequently raised.

In Baldwinian evolution (Baldwin, 1896), learning can be regarded as a second-order mechanism: Not the phenotype itself but its interaction with the environment determines the selection pressure on individuals (Smith, 1987; Dennett, 2003). It is often associated with a degree of learning or adaptation capacity of individuals. In the scope of memetic algorithms, this can be broadly attributed to a trait that can be described as how well-suited an individual is in terms of serving as a start solution for a

[^71]local refinement. It is clear that this property strongly depends on the employed local optimizer, its control parameters and on the representation mapping between genotype, phenotype and expressed phenotype for the local optimizer. The Baldwin effect does not found a principally different theory of evolution, but rather constitutes an elaboration on the cause of selection pressure. It can hence be said to be "compatible" with Darwinian evolution. This is also reflected when designing Baldwinian memetic algorithms, which are sometimes also referred to as cultural algorithms. After obtaining the phenotype of a candidate solution, it is mapped into a local search representation, local search is conducted, and the obtained fitness also represents the fitness of the original individual. No genotypic modification occurs. This property imposes a number of difficulties on the MA model: (1) Using non-deterministic local optimizers also renders the fitness evaluation non-deterministic: The same genotype may lead to significantly different pay-offs, and different genotypes may lead to the same pay-off. (2) Local search information obtained through the local improvement step cannot be directly exploited in the evolutionary search and is hence not reflected in the information processing of genetic algorithms, impairing its mixing behavior.

In contrast, Lamarckian evolution assumes a direct interaction of the environment with the genotype. This property is often illustrated with Lamarck's false "explanation" of the giraffes' elongated necks and forelegs, which he attributed to a materialization of their constant habit to reach for high-hanging leaves. Albeit Lamarckian evolution is claimed to be the underlying role-model for many memetic algorithms, this analogy comprises a number of ambiguities. Turney (1996), for example, argues that strictly with a Lamarckian approach, local search would have to be performed on the same (genotypic) domain as the evolutionary algorithm; or at least the expression operator transcoding the genotype into the phenotype would have to be invertible in order to directly incorporate the local improvement. ${ }^{4}$ Moreover, while the incorporation of local-search-obtained properties into the genotype may be favorable for the EA in that it is then implicated into the course of exploration, it is at the same time the source of potentially strong schema disruptions (ibid.). Finally, too high a local search intensity, for example, by triggering the local search too often, may degrade the diversity of the population (Orvosh and Davis, 1994).

Besides a categorization according to the biological analogy, several attempts have been made to formalize memetic algorithms. Radcliffe and Surry (1994), for example, promoted a uniform framework for genetic and memetic algorithms, albeit restricted to less involved interactions of the constituting search components. Their concept, however, modeling local search as a unary modification operator, similar to, say, mutation, renders it a concise and straightforward extension of EAs.

Since the work of the previously mentioned authors - especially the technical report of Moscato (1989) gained significant attention - a large number of efforts in the field of memetic computation have been exercised (for an overview, see Hart et al., 2005). ${ }^{5}$ In the following, we will summarize a number of related studies that we have based our considerations upon. ${ }^{6}$

Freisleben and Merz (1996) applied a hybrid of a local search heuristic and a genetic algorithm to combinatorial (traveling salesman) problems. In their approach, all individuals selected for recombination are also subjected to the local search. The reported results are considerably superior compared with those obtained through a plain GA. The authors stress the importance of accounting for problemspecific properties, for example, by tailoring crossover operators. Later (Merz, 1997), the method was used on a quadratic assignment problems, performing similarly well.

Hart (1994) proposed a memetic algorithm in which the local search frequency is adaptively determined, for example, by accounting for the distance of solutions to previously discovered local optima. For the numerical examples used by Hart (Griewank's and Rastrigin's functions, see Appendix F), applying local search with low frequencies showed the best results both in terms of convergence rate and success in finding a solution close to the exact local optimum. Land (1998) extended this concept to combinatorial problems, where he found that Baldwinian is as effective as Lamarckian learning, a conclusion that is in contrast to Hart's findings. Land also stresses the importance to consider the search intensity. He distinguishes between two extremes: (illustrated in Figure 5.1). (1) greedy search

[^72]of the local environment until no further improvement is found or (2) a slack search that stops as soon as an improvement of the original candidates is found. Land argues that an adequate choice is strongly problem-dependent and should hence be included in adaptive MAs, a theme that was later seized and developed by other authors.


Figure 5.1: Local search intensity in memetic algorithms: Given a maximization problem and a candidate solution $A$ obtained through an evolutionary step; assuming that a local search approach would yield iterates $B-D$, a greedy local search would not stop until the final local optimum $D$ is achieved, whereas a slack variant would yield $B$ since it is the next solution that is better than $A$.

Krasnogor (2002) developed an adaptive MA, termed multi-meme algorithm that uses a set of competing local search approaches. For each candidate solution to be locally improved, the appropriate local optimizer is determined by means of inheritance from the parent solutions. The inherited meme is stored alongside with its application probability. This scheme is broadly inspired by the meme transmission model of Dawkins (1976). Competitive results for a number of combinatorial problems were demonstrated. In addition to this adaptive meme selection and transmission scheme, Krasnogor (2002) proposed a concept of a self-generating MA, in which memes are co-evolved, either using parameters influencing the properties of the local searchers or using a genetic programming approach to rigorously evolve local search algorithms. In a proof-of-concept example, Krasnogor and Gustafson (2004) successfully apply their approach to hard combinatorial problems. There, a specific emphasis is put on the "move" operator, which determines the neighborhood for the local search and whose co-evolution is conjectured to be of major importance since it should be adapted to the (generally unknown) fitness landscape. The authors claim that their concept could also be used for other tasks. Further studies are needed, however, to assess how a co-evolved meme would compare to sophisticated numerical search routines.

Another self-adaptive system was proposed by Smith (2007), termed coevolving memetic algorithm (COMA), that makes use of a separate population containing representations of the local search approaches supplemented with configuration parameters. The payoff of a meme is given by the fitness improvement that it has achieved. The selection scheme of memes is itself a parameter subject to evolution: It can be either conducted in a fitness proportionate fashion, similarly to Ong and Keane (2004), fully randomly or tightly linked to the solutions. Being aimed at combinatorial problems, only simple local optimizers (greedy and steepest ascend) where employed. Their search intensity configuration is subject to coevolution. The feasibility of the approach has been demonstrated on several combinatorial test problems, albeit yielding ambiguous performance results compared with a non-adaptive MA and a GA.

Cowling et al. (2001) developed an adaptive MA that they termed hyperheuristic. The basic idea is to provide the algorithm with a number of low-level heuristics from which for each the appropriate routine is selected by the hyperheuristic. Different selection mechanisms were studied, including a random selection and selection schemes based on the observed improvement capabilities of the memes (low-level heuristics). Competitive results were achieved for a number of (scheduling) problems (also see Kendall et al., 2002). The authors emphasize the ability of their approach to adaptively generate adequate heuristics through composition of relatively simplistic memes.

Ong and Keane (2004) propose what they call a meta-Lamarckian learning procedure. Prior to a local improvement step, a search method is adaptively selected out of a user-provided pool of numerical search algorithms. Two selection schemes were proposed:
(1) Sub-problem decomposition. Each locally modified candidate is stored along with the LS that was applied and a reward measuring the improvement due to the LS. In subsequent steps, the best performing LS (according to the reward) out of the $k$ nearest neighbors of the candidate to be improved is selected. The rationale behind this approach is that search spaces often exhibit differently conditioned regions on which different LS perform best.
(2) Biased roulette wheel selection. A global approach in which the local optimizer is chosen through roulette wheel selection, where the wheel segments reflect the reward measure of the local search approaches.
For numerical experiments and one structural optimization problem, their approach yielded highly competitive results compared with a canonical GA and a multitude of different MAs using different local search approaches. Interestingly, the global, roulette wheel local search selection clearly outperformed the sub-problem decomposition one.

### 5.2 Domain of Local Search Operations

In this work, we employ a perspective similar to the formal memetic algorithm description by Radcliffe and Surry (1994) in that we regard the local improvement step as a mutation-like operator, rendering our approach a Lamarckian learning variant. In order to discuss the impact of this view, we shall refine some of the assumptions that we have previously omitted for the sake of simplicity. Especially, we have not rigorously distinguished between the terms fitness, merit and objective function. We shall catch up on that in the following. We will restrict our discussion to scalar optimization formulations and, analogously, scalar constraint handling methods. Formally, let the optimization problem be defined as:

$$
\begin{array}{ll}
\arg \min _{x_{1}, x_{2}, \ldots, x_{n}} & f\left(x_{1}, x_{2}, \ldots, x_{n}\right) \\
\text { subject to } \quad & x_{i}^{l} \leq x_{i} \leq x_{i}^{u} \quad(i=1, \ldots, n) \\
& \text { other linear or non-linear constraints of the form } \\
& \left(g_{j}\left(x_{1}, x_{2}, \ldots, x_{n}\right), z_{j}\right) \in G_{j} \subset Z_{j} \times Z_{j} \quad(j=1, \ldots, m)  \tag{5.1}\\
\text { where } \quad & x_{i}, x_{i}^{l}, x_{i}^{u} \in X_{i} \\
& f: X_{1} \times X_{2} \times \cdots \times X_{n} \rightarrow \mathbb{R} \\
& g_{j}: X_{1} \times X_{2} \times \cdots \times X_{n} \rightarrow Z_{j} \\
& X_{i}, Z_{j} \text { are ordered rings, often } \mathbb{R} \text { or } \mathbb{Z} \quad(i=1, \ldots, n ; j=1, \ldots, m) .
\end{array}
$$

Then, $f$ is called the objective function. A merit function can be defined as a function that for each parameter input yields the pay-off of the point. The pay-off may be the direct result of the objective function but may also account for constraint violations or apply optimization approachspecific transformations such as a fitness scaling. The merit function $(\hat{\mu})$ thus has the same prototype as $f$ :

$$
\hat{\mu}: X_{1} \times X_{2} \times \cdots \times X_{n} \rightarrow \mathbb{R}
$$

As discussed earlier, GAs typically strictly distinguish between the genotype and the phenotype. The phenotypic representation is then obtained through an expression operator, for example, defined as a function $E$, with

$$
E: X_{g} \rightarrow X_{1} \times X_{2} \times \cdots \times X_{n}
$$

where $X_{g}$ is the genotype space, in our case $X_{g}=\{0,1\}^{\ell}$, where $\ell$ is the bit-string length. Consequently, the fitness function $\mu$ is a composition of expression and merit function:

$$
\begin{align*}
& \mu: X_{g} \rightarrow \mathbb{R}  \tag{5.2}\\
& \mu:=\hat{\mu} \circ E .
\end{align*}
$$

Genetic operations are performed exclusively on the genotype. Thus if we regard the local improvement as an operator, similar to, say, mutation, we can define it as operator, $L$ with

$$
L: X_{g} \rightarrow X_{g}
$$

In contrast to mutation, however, which in the binary case consists of only bit operations, the local improvement operator utilizes some model of the merit function. In general, this model is not identical, often not even completely equivalent, to the fitness function of the GA. One reason for the separation is the optimizer-specific domain of the merit function. Local optimization approaches such as the ones used in this work (see Section 5.4), typically assume a continuous search space, and often a smooth function. Moreover, state-of-the-art numerical optimizers further employ tailored, sophisticated constraint handling techniques (cf. Section 5.4.1), which are normally different from the ones employed in GAs. It is thus necessary to maintain multiple merit models and a mapping between the representation of candidate solutions. Let $X_{l}$ be the domain of the local optimizer. The first step for the local improvement operation is the conversion from the genotypic representation of a candidate solution into the local optimizer's domain:

$$
E_{l}: X_{g} \rightarrow X_{l}
$$

Vice versa, the result of the local optimization has to be transcoded back into the GA genotype:

$$
E_{g}: X_{l} \rightarrow X_{g}
$$

Often, $X_{l}$ is equal to $X_{1} \times X_{2} \times \cdots \times X_{n}$. Then, the problem definition of (5.1) including the fitness function and constraints, if applicable, can be directly used by the local optimizer. Otherwise a surrogate objective or merit function on $X_{l}$ has to be defined, analogously to (5.2). In that case, the local optimization is performed on the surrogate function. In Lamarckian learning, as used here, in order for the GA to "take possession" of the local optimization result, the candidate has to be transcoded back to the genotypic representation. In Baldwinian learning, the candidate would stay unaltered and would only take on the fitness value obtained through local search. The merit function domains of the GA and the local optimizer and the conversion operators are summarized in Figure 5.2.

In general, the transcoding operator $E_{l}$ is not invertible. Moreover, especially in the case of a discrete genotype, like in this work, the result of the merit function on the (continuous) local search domain and the back-coded correspondent may yield different values. Two main problems, which are depicted in Figure 5.4, may arise from this situation:
(1) Depending on the discretization, small local changes with respect to the domain of the local optimizer may have no impact on the discrete parameter domain of the GA (Dürr, 2006b; Dürr et al., 2007b). In other words, the granularity of the discrete representation may not be able to capture the deviation produced by the local optimization (LO).
(2) Since the result of the local optimizer can be expected to be more accurate compared to the discrete results obtained with the GA, a general question arises on the distance between the original GAobtained candidate, the locally optimized version and the corresponding GA representative Dürr (2006b).


Figure 5.2: Merit function domains of genetic algorithm and local optimizer and corresponding conversion operators. GA operations are conducted on the genotypic representation $\left(X_{g}\right)$. For the fitness evaluation, the genotype is expressed $(E)$ as phenotype. The local search is in general performed on a different domain $\left(X_{l}\right)$ to which the genotype of the candidate solution that is subject to local modifications has to be transcoded $\left(E_{l}\right)$. If that domain is not identical to the domain of the problem definition, a surrogate merit function, employing a further expression operator ( $E^{\prime}$ ) has to be introduced. In order to make the locally optimizing result amenable to evolutionary exploration, it has to be coded back to the genotypic domain $\left(E_{g}\right)$.


Figure 5.4: Issues of transcoding between discrete and continuous merit function domains. The dashed line denotes the discrete search space of the GA, the solid line is the graph of the continuous function of the local optimization routine: (a) In a well-conditioned case, the result obtained through local optimization indeed constitutes an improvement of the candidate, also according the genotypic space; (b) in other situations, however, local search may fail to carry the candidate outside of the discretization unit given by the discrete representation: The original and the transcoded locally optimized solution are identical. (c) A more detrimental coding may even lead to a decreased fitness of the back-coded individual.

In addition to the coding frictions that arise from Lamarckian learning approaches, ${ }^{7}$ the local search may drastically impact the schema processing and mixing behavior of the EA. Particularly, similar to other highly disruptive operators (e.g., long-range or high-probability mutation), the EA must be granted enough time to incorporate the local-search generated changes into its evolutionary process. It is thus not surprising that many authors (e.g., Hart, 1994; Orvosh and Davis, 1994) reported on a better performance when applying local search with low frequencies. More rigorously, Radcliffe and Surry (1994), conjecture that memetic algorithm are most successful in cases where the fitness function is decomposable; that is, when small changes of parameters also lead to only small changes of the fitness. This can be translated to fitness landscapes with a low epistatis variance.

Another problem for a memetic algorithm approach is multimodality. For example, the behavior of gradient-based local optimization routines strongly depends on their start value. Small deviation of start values may result a dramatically different local optimum. This local optimum may be in much lesser proximity to the GA-produced start solution than expected or intended. Especially with niching techniques such as restricted tournament selection as used in this work, the local search may be counterproductive in that it drives the candidate solution (which is expected to belong to a certain similarity slot in terms of Hamming distance) away from the designated niche.

### 5.3 Memetic Algorithm Design

Summarizing the considerations following from the related work discussed above, particularly from the questions raised in the seminal thesis by Hart (1994, pp. 3-5), the most important characteristics of an MA are given by

- the frequency of local search steps,
- the candidate selection for local search,
- the local search intensity and
- the local search efficiency.

In this work, an attempt was made to directly, yet flexibly address these topics. As a result, a schedulerbased system, similar to the rule-based approach proposed by Krasnogor (2002) -which to some extend was realized by Krasnogor and Smith (2000)—was developed (Dürr, 2006b; Dürr et al., 2007a). ${ }^{8}$ This framework assumes the evolutionary algorithm to constitute the core of the optimization procedure. It is supplemented with a number of schedulers that determine when and how to call the local search steps. The schedulers can be categorized as follows:

- triggers, determining the frequency of local search calls,
- candidate selection, governing the choice of candidates to be locally modified and
- local research restrictions, specifying the neighborhood of local search operations.

The framework also provides an entry point for mechanisms to adaptively select the local search approach, albeit in this work only static memes are considered.

The flow is schematically depicted in Figure 5.5. After each GA generation, the trigger function $(\tau)$ is called, determining whether a local search step is to be performed or not. In case of a positive trigger result, a subpopulation for the local improvement step is selected. Each candidate of this subpopulation undergoes a local optimization as follows: Optionally, a local search procedure is adaptively selected in the first step. The candidate is transcoded to the local search approach domain (see Section 5.2). Local optimization is performed. The search result is then subjected to model control: If under recoding to the EA domain (genotype), the improved candidate outperforms the original solution, the original individual is replaced by the locally improved one. Otherwise, the LO solution is rejected and the original candidate is kept.
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Figure 5.5: Schematic of flow of memetic algorithm.

### 5.3.1 Trigger

The local search operation, especially when applied as a Lamarckian evolution approach, is closely related to the intensification phase in tabu search (Section 4.1). Like there, intensification has to be applied in a regulated manner, since it is only one side to the story, and diversification is the other. In the evolutionary algorithm jargon, it is the balance between exploitation and exploration. The local search can be expected to put an emphasis on exploitation rather than exploration. In other words, exploitation is accentuated through local search. To allow the GA to reincorporate the locally improved solutions into its exploration process, that is, to allow mixing-in of the obtained local refinements, it has to be granted time. Another argument for a frequency-control of the local search is the computational expenses, which in real-world applications, like the ones shown here, can be expected to be high, in turn also rendering the local search expensive, especially when using first and second-order exploiting routines. We have therefore adopted a flow in which the GA receives the paramount number of function evaluations, and in which the local search is applied after a number of generations. In their memetic algorithm, Areibi and Yang (2004) follow this idea in a straightforward manner, by alternately employing a global and a local search. There, the local search is restricted to a number of iterations, and to a pre-defined radius.

In order to obtain a finer-grained control on when to execute the local search, we have introduced the concept of a trigger function (Dürr, 2006b; Dürr et al., 2007b). The trigger intervals are expressed in terms of GA generations. A trigger function is defined as a decision when to apply local search. It is hence defined as function mapping the current generation index to a decision value ( 0 or 1 ):

$$
\tau: \mathbb{N} \rightarrow\{0,1\}
$$

In general, the design of this function is strongly problem-specific and can hence be adapted accordingly. In addition, dynamic and self-adapting variants, inferring the convergence characteristics can be realized. Accordingly, three classes of trigger functions can be distinguished.

Static trigger functions constitute the simplest form. A linear trigger (Dürr, 2006b; Dürr et al., 2007b), for example, leads to an LO execution every $n_{g}$ generations:

$$
\tau: k \mapsto \begin{cases}1 & (k+1) \equiv 0 \quad\left(\bmod n_{g}\right)  \tag{5.3}\\ 0 & \text { otherwise }\end{cases}
$$

where $k$ is the generation index. This variant is aimed at modeling an alternate execution of the global and local search, similarly to Areibi and Yang (2004). In order to allow for an intensified exploration of the search in early stages, it can be supplemented with a start generation prior to which no local search is allowed.
In order to account for the convergence progress of the hybrid search, dynamic triggers can be alternatively applied (Dürr, 2006b; Dürr et al., 2007b). It could be argued, for example, that later search stages should be dedicated to an emphasis on exploitation, assuming that schema mixing and construction do not play a major role in this phase. Under this assumption, an accentuated local search in a later stage could be considered as supporting and intensifying the exploitation behavior of the genetic algorithm, similarly to a cooling scheme in simulated annealing.

As pointed out by Dürr (2006b), however, depending on the problem, opposite arguments may become valid. Similarly to mutation, the local search operator may have a strong disruptive effect on schemata found by the GA, such that its late application impairs the convergence efforts of the GA. Moreover, assuming that the local search operator was successful in obtaining local optima, a repetitive application of the local search on these candidates may not lead to a significant improvement. In such situations, a trigger function that displays its peak in the mid-range in terms of generations may prove better suited.

Analogously to the static trigger function, a dynamic one can hence be defined straightforwardly as:

$$
\tau: k \mapsto \begin{cases}1 & (k+1) \equiv 0 \quad(\bmod T(k))  \tag{5.4}\\ 0 & \text { otherwise }\end{cases}
$$

where $T(k)$ denotes the interval between executions in dependence of the generation index. Alternatively, the dynamic trigger can be defined as a probabilistic function,

$$
\tau: k \mapsto \begin{cases}1 & \mathcal{U}<p(k) \\ 0 & \text { otherwise }\end{cases}
$$

where $\mathcal{U} \in[0,1)$ is a uniform random number and $p(k) \in[0,1]$ denotes the generation index-dependent trigger probability, for which the following functions have been considered in this work:

- linear,

$$
p^{\prime}: k \mapsto p_{l}+\left(p_{u}-p_{l}\right)(k-s) \alpha
$$

- asymptotic,

$$
p^{\prime}: k \mapsto p_{u}-\frac{p_{u}-p_{l}}{(k-s+1)^{\alpha}}, \text { or }
$$

- exponential,

$$
p^{\prime}: k \mapsto \begin{cases}p_{u} & k-s>\alpha \\ p_{l}+\left(p_{u}-p_{l}\right) \exp (k-s-\alpha) & \text { otherwise }\end{cases}
$$

where $p_{l}$ and $p_{u}$ are the initial and the final probabilities, respectively, $s$ is the minimum generation until which no local improvement operation is triggered, and $\alpha \in[0,1]$ is user-provided slope parameter. The final probability is then defined as the minimum as the result of the progression function and the maximum probability:

$$
p(k):=\min \left\{p^{\prime}(k), p_{u}\right\} .
$$

Adaptive triggers, termed on-demand by Dürr (2006b), account for the fitness improvement over a number of past generations. Like the other types of triggers, this variant can be applied in two ways: (1) either assuming that a steady fitness improvement indicates that the previously triggered local search
was successful or (2) that a fitness stagnation prompts for a local search step to prevent genetic drift. Depending on the interpretation, the frequency produced by the trigger is increased or decreased with a certain level of fitness improvement. The fitness metric to be used strongly depends on the optimization problem. While for unimodal functions the fitness improvement may be sufficiently well captured by evaluating only the champion fitness, multimodal functions may require a broader picture, for example, using the average fitness of a portion of the population. Another critical parameter is the number of past generations that are taken into account. Small look-back windows reduce the exploration time given to GA, whereas too large a window may render the trigger virtually inactive. Last, in order to further increase the exploration time for the GA, a relaxation parameter, enforcing a minimum interval between triggers, can be introduced.

$$
\tau: k \mapsto \begin{cases}1 & \left(\forall k>k^{\prime}>k-s\right)\left(\tau\left(k^{\prime}\right)=0\right) \wedge\left(\forall k>k^{\prime}>k-w+1\right)\left(\Delta>\Delta \hat{\mu}\left(k^{\prime}, k^{\prime}-1\right)\right)  \tag{5.5}\\ 0 & \text { otherwise }\end{cases}
$$

where $s$ is the minimum interval between triggers, $w$ is the look-back window-the number of past generations evaluated in terms of fitness improvement - $\Delta$ is the required (minimal or maximal) fitness improvement, $\Delta \hat{\mu}($.$) is the actual fitness improvement between two generations, and denotes any$ valid order relation ( $>$, throughout this work).

Finally, the trigger function could take a self-adaptive form, for example, by accounting for the success rate of preceding local optimization operations. This scheme, however, has not been investigated here.

### 5.3.2 Selection

In addition to triggers, determining whether local search is applied at all, the candidates eligible for local improvement have to be drawn. In contrast to GA selection, which aims at an optimum ratio of selection intensity versus productive diversity, the criteria for the local search selection are less obvious. Rationales can be given for virtually any choice (ibid.): below-average performing individuals can be expected to greatly profit from local improvements. Thus selection in a steady-state GA fashion would be advantageous. On the other hand, a selection of well-performing candidates could drastically speedup the overall convergence, yet potentially causing super-individuals. Also, individuals with an average pay-off can be expected to gain benefit from modifications, as they do exhibit fitness contribution but lack some form of advantage. In all cases, the local search also constitutes the risk of diversity loss. Thus, for example, selecting all individuals out of one category can hence be expected to be "dangerous."

The first option when selecting individuals to be locally optimized is a elitarian selection scheme (Dürr, 2006b; Dürr et al., 2007b), which can take the form of a deterministic or a probabilistic truncation selection. In the former case, a user-provided number $(n)$ of individuals are collected in sequence of their fitness. The dynamic variant is realized in the same fashion as the usual truncation selection operator (Section 4.5.6), by uniformly randomly drawing individuals from the set of the $n$ best individuals. In case of a deterministic local optimizer, the success of this approach depends on whether the best individuals have been altered since the candidates have last been subjected to local search. Otherwise the final local search results become the start solutions of the next search, which in general does not lead to any improvement. This LO-selection routine can be expected to be advantageous in which the search space sports a high degree of smoothness and convexity.

The second scheme is a variation of the elitarian operator in that it allows different pay-off partitions of the population to be considered. Since in this work we have used three partitions, the best, average and worst individuals, it is coined tripartite selection (ibid.). User-provided parameters $n_{b}, n_{a}$ and $n_{w}$ determine the selection sizes for the according partitions. Like before, this operator can be applied deterministically or probabilistically. The rationale behind this operator is that it increases the likelihood of different regions of search spaces to be exploited more intensely. Especially in the case of niching routines, there is no guarantee, however, to actually account for the nature of the search space such as its multimodality.

We have therefore considered a special case of the probabilistic elitarian operator, where the selection pool size is equal to the population. Under egalitarian selection each individual hence receives the same selection probability regardless of its fitness (ibid.).

In addition to the so-defined operators, also traditional selection operators such as tournament selection could be used. Distance-based operators, for instance, using similar heuristics as niching methods, may pose a promising alternative but have not been considered in this work (Hart, 1994; Ong and Keane, 2004).

### 5.3.3 Local Search Space Restrictions

As stated before, the local search operator is normally applied with a view to exploitation rather than exploration. Similarly to high mutation rates, a long-ranging local search can be associated with a high degree of schema disruption, thus strongly interfering with the mixing efforts of the GA. Moreover, except for well-natured ${ }^{9}$ functions, in which case a heuristic or hybrid search approach is generally not a good choice, long-reaching local searches can also be associated with increased computation times. For that reason, we have employed a restriction of the local search radius.

A straightforward approach is the introduction of fixed box constraints (Dürr, 2006b; Dürr et al., 2007a), for example, relative to the current parameter values of the candidate solutions to be locally modified. This approach depends on the ability of the employed local search method to handle parameter bounds. Otherwise, a surrogate constraint handling technique may have to be provided (see Section 4.4). For discrete optimizers, other search space reduction may also be qualified (see, for example, Krasnogor, 2002). In the presence of (linear or non-linear equality or inequality) constraints in the optimization problem, specific care has to be taken for their incorporation into the local search routine. We have not specifically considered such cases in this work, and instead relied on the same treatment of constraints as for the GA itself. That is, although the local search routine may be a preemptive constrained optimization technique, we have not formulated the problem accordingly but have employed the same surrogate formulations as in the GA.
In addition to a relative static restriction of the local search radius, dynamic, adaptive and selfadaptive radii may pose a viable alternative. For the dynamic case (Dürr, 2006b; Dürr et al., 2007b), for example, we have assumed an increase or decrease of the search radius in dependence of the generation index. Similarly as for the triggers (see Section 5.3.1), different signatures such as linear or exponential slopes may be appropriate.

When employing local search restrictions, statically or dynamically, care has to be taken that the employed radii do not impede the search in such a way that the resulted solution does not show any difference when coded back to discrete representation at all. Thus the search radius has to be chosen large enough to allow its defining region to cover other than the original solution with respect to the discrete correspondent. In the future, it may useful to include additional information of the local search into the selection of radii. For example, if the current restriction selections routinely leads to solutions lying on the feasibility boundary constituted by the search space restriction, an according adaptive (yet moderate) increase of the radius may leverage the local search without strong schema-disruptive sideeffects. Another alternative would be the introduction of a search space mapping similarly to decoders (see Section 4.4) such that the local search is conducted on a replacement problem that is chosen such to ensure a well-natured correspondence between local and global search.

### 5.4 Local Search Approaches

Obviously, the performance of the memetic algorithm is strongly impacted by its individual components, the global and the local search approaches and their interaction. Still, for the design chosen in this work, the influence of the local search approach can be considered a secondary operator because the broad idea is that the LO "helps" the genetic search, but the GA does not strongly depend on it. In that light, the proper choice of a local optimizer becomes a marginal issue, since any approach exhibiting

[^74]some form of hill-climbing behavior may be valuable. Three critical aspects are to be closely considered, however:
(1) In order to be expedient, the memetic algorithm must not exceed the computation time of the stand-alone GA. Thus the number of function evaluation required for the local optimizer must be kept low. This is especially important in the regime of gradient-based methods, for which additional evaluation for the numerical determination of first and second-order information are required.
(2) The ratio of accuracy and computation time should be in favor of lower computation times. Too high an accuracy can be considered wasteful. First, since it may not reflect the resolution achievable by the discretization used in the GA, and second because the solution obtained by the LO may be only an intermediate local optimum, quickly superseded by a another, globally better performing candidate. It is hence more promising to rather conduct multiple less computationally expensive local optimizations than to spend a high effort on one search step.
(3) To limit the number of iterations in one local search run, it is favorable to employ approaches that allow for a hard limit of iterations.
(4) In order for the proposed search radius limitations (see Section 5.3.3) to be applicable in a straightforward manner, a search approach supporting box constraints can be expected to pose an advantage.
In this work, we have examined the use of two (fundamentally) different local search approaches: (1) an algorithm based on an iterative applications of Newton's method on ad hoc quadratic replacement problems [sequential quadratic program (SQP)], (2) the heuristic downhill-simplex method proposed by Nelder and Mead (1965).

A brief review of both methods is provided in the following sections.

### 5.4.1 Sequential Quadratic Programming

The SQP approach is an algorithm for the numerical optimization of non-linear continuous problems that may be subject to both non-linear equality and inequality constraints. Wilson (1965) is often credited for the basic idea of SQP, though its popularity is due to the work by Han $(1976,1977)$ and Powell (1978a,b), and extensions by numerous other authors. ${ }^{10}$

The non-linear problem (NLP) can be stated as follows:

$$
\begin{array}{ll}
\arg \min _{\mathbf{x}} & f(\mathbf{x}) \\
\text { subject to } & \mathbf{h}(\mathbf{x})=\mathbf{0} \\
& \mathbf{g}(\mathbf{x}) \leq \mathbf{0}  \tag{5.6}\\
\text { where } & f: \mathbb{R}^{n} \rightarrow \mathbb{R} \\
& \mathbf{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m} \\
& \mathbf{g}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p},
\end{array}
$$

and where the functions $f, \mathbf{g}$ and $\mathbf{h}$ are assumed as belonging to $C^{2}$, that is, they are twice continuously differentiable. ${ }^{11}$ The basic concept of SQP can be described as an iterative procedure in which for each iterate a quadratic program (QP) is modeled about the iterate and solved. With an appropriate choice of the QP, SQP can be characterized as an extension of Newton's method to NLP.
"Perhaps the key to understanding the performance and theory of SQP is the fact that, with an appropriate choice of quadratic subproblem, the method can be viewed as the natural extension of Newton and quasi-Newton methods to the constrained optimization setting." (Boggs and Tolle, 1995)

[^75]```
Algorithm 5.1: Basic SQP Algorithm
    State Set initial approximation \(\left(\mathbf{x}^{(0)}, \boldsymbol{\lambda}^{(0)}, \boldsymbol{\mu}^{(0)}, \mathbf{B}^{(0)}\right)\)
    \(k \leftarrow 0\)
    while not converged do
        \(\mathbf{d} \leftarrow\) Solution of Quadratic Problem
        find \(\alpha \mid \phi\left(\mathbf{x}^{(k)}+\alpha \mathbf{d}\right)<\phi\left(\mathbf{x}^{(k)}\right)\)
        \(\mathbf{x}^{(k+1)} \leftarrow \mathbf{x}^{(k)}+\alpha \mathbf{d}\)
        Update \(\boldsymbol{\lambda}^{(k+1)}\) and \(\boldsymbol{\mu}^{(k+1)}\)
        Update \(\mathbf{B}^{(k+1)}\)
        \(k \leftarrow k+1\)
    return \(\mathrm{x}^{*} \leftarrow \mathrm{x}^{k}\)
```

The flow of SQP is schematically shown in Algorithm 5.1 and can be summarized as follow: For each iteration step $(k)$, a quadratic sub-problem is defined which approximates the original problem in the neighborhood of the current solution $\mathbf{x}^{(k)}$ (Algorithm 5.1, l.4). The solution of this sub-problem is used to evaluate local properties of the search space, yielding the search direction $\mathbf{d}$ for the subsequent step. The step length $\alpha$ is determined through a line search, applied to a merit function. In addition, both the equality and the inequality constraints are linearized about $\mathbf{x}^{(k)}$. The choice of the QP is critical as it determines the local convergence rate of the overall approach. It has the following general form:

$$
\begin{array}{ll}
\arg \min _{\mathbf{d}} & \mathbf{r}^{T} \mathbf{d}+\frac{1}{2} \mathbf{d}^{T} \mathbf{B}^{(k)} \mathbf{d} \\
\text { subject to } & \nabla \mathbf{h}^{T}\left(\mathbf{x}^{(k)}\right) \mathbf{d}+\mathbf{h}\left(\mathbf{x}^{(k)}\right)=\mathbf{0} \\
& \nabla \mathbf{g}^{T}\left(\mathbf{x}^{(k)}\right) \mathbf{d}+\mathbf{g}\left(\mathbf{x}^{(k)}\right) \leq \mathbf{0}, \tag{5.7}
\end{array}
$$

where $\mathbf{d}$ is the descent vector, i.e., $\mathbf{d}=\mathbf{x}^{(k+1)}-\mathbf{x}^{(k)}$, and the vector $\mathbf{r}$ and the $n \times n$ matrix $\mathbf{B}^{(k)}$ have to be chosen such that they closely resemble the neighborhood of $\mathbf{x}^{(k)}$, about which also the constraints are linearly approximated.

Instead of using a direct quadratic model of the objective function, an alternative QP, employing the (necessary) optimality conditions, is applied. The rationale for this approach is that it is less prone to inconsistencies under the linearization of non-linear constraints (Boggs and Tolle, 1995). Moreover, as discussed in the next subsection, using the quadratic optimality condition model, leads to a "natural" extension of Newton's method, in which the Newton iterates also constitutes the iterates of SQP. The first-order necessary optimality conditions are conveniently posed, using Lagrangian multipliers, defined as follows:

$$
\begin{equation*}
\mathcal{L}(\mathbf{x}, \boldsymbol{\lambda}, \boldsymbol{\mu}):=f(\mathbf{x})+\boldsymbol{\lambda}^{T} \mathbf{h}(\mathbf{x})+\boldsymbol{\mu}^{T} \mathbf{g}(\mathbf{x}) \tag{5.8}
\end{equation*}
$$

Additionally, in order for the necessary optimality conditions to apply to a local optimum $\mathbf{x}^{*}$, its constraints have to meet certain qualification conditions. Broadly speaking, these conditions ensure that the tangential behavior of the constraints is resembled by their linearized approximates (e.g., see Nocedal and Wright, 2006, pp. 315-320). One rather rigorous condition that can be applied, is the linear independence constraint qualification (LICQ), which considers the equality constraints and the active set of inequality constraints. Let the active set be defined as the index set of inequality constraints active for a candidate $\mathbf{x}^{\prime}$ :

Definition 5.1 (Active Set) Given $N L P$ (5.6) and a feasible point $\mathbf{x}^{\prime} \in \mathbb{R}^{n}$. An inequality constraint $g_{i}(1 \leq i \leq p)$ is said to be active at $\mathbf{x}^{\prime}$ if $g_{i}\left(\mathbf{x}^{\prime}\right)=0$. The set of active inequality constraints

$$
\begin{equation*}
\mathcal{I}\left(\mathbf{x}^{\prime}\right):=\left\{i \mid g_{i}\left(x^{\prime}\right)=0\right\} \tag{5.9}
\end{equation*}
$$

is called active set of $\mathbf{x}^{\prime}$.

Then,

Definition 5.2 (LICQ) Given NLP (5.6), a point $\mathbf{x}^{\prime}$ and its active set $\mathcal{I}\left(\mathbf{x}^{\prime}\right)$. $\mathbf{x}^{\prime}$ satisfies the linear independence constraint qualification $: \Longleftrightarrow$ All elements of

$$
\left\{\nabla h_{i} \mid 1 \leq i \leq m\right\} \cup\left\{\nabla g_{i} \mid i \in \mathcal{I}\left(\mathbf{x}^{\prime}\right)\right\}
$$

are linearly independent.
For a local minimum, we can hence define first-order necessary conditions, often termed Karush-KuhnTucker (KKT) conditions, as follows:

Theorem 5.1 (First-order necessary conditions) Given $N L P(5.6)$ and a local minimizer $\mathbf{x}^{*} \in \mathbb{R}^{n}$ of NLP. If additionally LICQ (5.2) applies, then there exist unique vectors $\boldsymbol{\lambda}^{*}$ and $\boldsymbol{\mu}^{*}$ such that

$$
\begin{align*}
& \nabla \mathcal{L}\left(\mathrm{x}^{*}, \boldsymbol{\lambda}^{*}, \boldsymbol{\mu}^{*}\right)=0 \quad \text { stationarity }  \tag{5.10a}\\
& h_{i}\left(\mathrm{x}^{*}\right)=0 \quad(1 \leq i \leq m) \\
& g_{j}\left(\mathbf{x}^{*}\right) \leq 0 \quad(1 \leq j \leq p) \quad \text { primal feasibility }  \tag{5.10b}\\
& \mu_{j}^{*} \geq 0 \quad \text { dual feasibility }  \tag{5.10c}\\
& \mu_{j}^{*} g_{j}\left(\mathbf{x}^{*}\right)=0 \quad \text { complementary slackness } \tag{5.10d}
\end{align*}
$$

It should be noted that in general SQP does not depend on the feasibility of solutions candidates not even the start point (Boggs and Tolle, 1995). Thus the feasibility conditions [(5.10b), (5.10c)] are typically omitted.

Using the Lagrangian to model the QP subproblem (5.7), we have that

$$
\begin{array}{ll}
\arg \min _{\mathbf{d}_{\mathbf{x}}} & \nabla \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}, \boldsymbol{\mu}^{(k)}\right)^{T} \mathbf{d}_{\mathbf{x}}+\frac{1}{2} \mathbf{d}^{T} \mathbf{B}^{(k)} \mathbf{d}_{\mathbf{x}} \\
\text { subject to } & \nabla \mathbf{h}^{T}\left(\mathbf{x}^{(k)}\right) \mathbf{d}_{\mathbf{x}}+\mathbf{h}\left(\mathbf{x}^{(k)}\right)=\mathbf{0}  \tag{5.11}\\
& \nabla \mathbf{g}^{T}\left(\mathbf{x}^{(k)}\right) \mathbf{d}_{\mathbf{x}}+\mathbf{g}\left(\mathbf{x}^{(k)}\right) \leq \mathbf{0}
\end{array}
$$

We shall call this the KKT-QP. In addition to the descent direction $\mathbf{d}_{x}$, the solution of the QP yields the corresponding optimal Lagrangian multipliers, which—denoting them by $\boldsymbol{\lambda}^{(k+1)}, \boldsymbol{\mu}^{(k+1)}$-constitute a possible choice for the subsequent SQP iteration (see Algorithm 5.1, l. 7). In order to exactly model the QP of the Lagrangian, the matrix $\mathbf{B}^{(k)}$ has to be chosen as the Hessian $\nabla^{2} \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)$ (Algorithm 5.1, 1. 8). This choice is also applied in the next paragraph, in which the local behavior of SQP is examined. Other choices, i.e., Hessian approximates, are discussed later.

## Local properties of SQP

As mentioned before, the SQP approach can be broadly characterized as an iterative application of Newton's method to the optimality conditions of the NLP. This dualism poses a viable perspective for the local convergence properties of SQP, but also facilitates a number of practical considerations, for example, when choosing an appropriate Hessian approximate. The following derivation (cf. Nocedal and Wright, 2006, pp. 530-532) briefly motivates this view.

In order to examine the local properties of SQP, it is convenient to omit the inequality constraints of (5.6). This simplification is necessary to render the problem amenable to Newton's method. We shall
see at the end of this paragraph how to account for inequality constraints. Let the reduced problem be given as:

$$
\begin{array}{ll}
\arg \min _{\mathbf{x}} & f(\mathbf{x}) \\
\text { subject to } & \mathbf{h}(\mathbf{x})=\mathbf{0}  \tag{5.12}\\
\text { where } & f: \mathbb{R}^{n} \rightarrow \mathbb{R} \\
& \mathbf{h}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}
\end{array}
$$

The first-order KKT conditions can then be written as the following $n+m$ equations system, with $n+m$ unknowns presented by $\mathbf{x}$ and $\boldsymbol{\lambda}$ :

$$
\begin{equation*}
\binom{\nabla f(\mathbf{x})-\nabla \mathbf{h}(\mathbf{x}) \boldsymbol{\lambda}}{\mathbf{h}(\mathbf{x})}=\mathbf{0} \tag{5.13}
\end{equation*}
$$

which by virtue of Theorem 5.1 is satisfied by solutions $\mathbf{x}^{*}, \boldsymbol{\lambda}^{*}$. A straightforward approach to find these solutions is the application of Newton's method, whose iterates of step $k$ are posed as:

$$
\left(\begin{array}{cc}
\nabla^{2} \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right) & -\nabla \mathbf{h}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)  \tag{5.14}\\
\nabla \mathbf{h}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)^{T} & \mathbf{0}
\end{array}\right)\binom{\mathbf{d}_{\mathbf{x}}}{\mathbf{d}_{\boldsymbol{\lambda}}}=\binom{-\nabla f\left(\mathbf{x}^{(k)}\right)+\nabla \mathbf{h}\left(\mathbf{x}^{(k)}\right) \boldsymbol{\lambda}^{(k)}}{-\mathbf{h}\left(\mathbf{x}^{(k)}\right)}
$$

In the proximity of $\mathbf{x}^{*}, \boldsymbol{\lambda}^{*}$, the Hessian $\nabla^{2} \mathcal{L}^{(k)}$ can be assumed to be positive-definite. ${ }^{12}$ In that case, the Newton step is well-defined and solvable. Thus the iteration update formula is:

$$
\begin{equation*}
\binom{\mathbf{x}^{(k+1)}}{\boldsymbol{\lambda}^{(k+1)}}:=\binom{\mathbf{x}^{(k)}}{\boldsymbol{\lambda}^{(k)}}+\binom{\mathbf{d}_{\mathbf{x}}}{\mathbf{d}_{\boldsymbol{\lambda}}} \tag{5.15}
\end{equation*}
$$

On the other hand, if we consider the KKT-QP that is embedded in the SQP algorithm, which is modeled about iterate $\mathbf{x}^{(k)}$, we have that

$$
\begin{array}{ll}
\arg \min _{\mathbf{d}} & \nabla f\left(\mathbf{x}^{(k)}\right)^{T} \mathbf{d}+\frac{1}{2} \mathbf{d}^{T} \nabla^{2} \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right) \mathbf{d}  \tag{5.16}\\
\text { subject to } & \nabla \mathbf{h}\left(\mathbf{x}^{(k)}\right)^{T} \mathbf{d}+\mathbf{h}\left(\mathbf{x}^{(k)}\right)=\mathbf{0}
\end{array}
$$

which under equality constraints is equivalent to (5.11). A unique solution to (5.16) is given, assuming that the constraint Jacobian has a full row rank and that the Hessian of the Lagrangian is positivedefinite on the kernel of the constraint Jacobian. Specifically, for the solution $\mathbf{d}_{\mathbf{x}}, \mathbf{d}_{\hat{\boldsymbol{\lambda}}}$, the following equation holds:

$$
\left(\begin{array}{c}
\left.\nabla^{2} \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right) \mathbf{d}_{\mathbf{x}}+\nabla f\left(\mathbf{x}^{(k)}\right)-\nabla \mathbf{h}\left(\mathbf{x}^{(k)}\right) \mathbf{d}_{\hat{\boldsymbol{\lambda}}}\right)=\mathbf{0},  \tag{5.17}\\
\nabla \mathbf{h}\left(\mathbf{x}^{(k)}\right)^{T} \mathbf{d}_{\mathbf{x}}+\mathbf{h}\left(\mathbf{x}^{(k)}\right)
\end{array}\right.
$$

In terms of iterates of Newton's method, the equations can hence be written as:

$$
\left(\begin{array}{cc}
\nabla^{2} \mathcal{L}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right) & -\nabla \mathbf{h}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)  \tag{5.18}\\
\nabla \mathbf{h}\left(\mathbf{x}^{(k)}, \boldsymbol{\lambda}^{(k)}\right)^{T} & \mathbf{0}
\end{array}\right)\binom{\mathbf{d}_{\mathbf{x}}}{\boldsymbol{\lambda}^{(k+1)}}=\binom{-\nabla f\left(\mathbf{x}^{(k)}\right)}{-\mathbf{h}\left(\mathbf{x}^{(k)}\right)}
$$

where $\boldsymbol{\lambda}^{(k+1)}=\boldsymbol{\lambda}^{(k)}+\mathbf{d}_{\hat{\boldsymbol{\lambda}}}$ In other words, the iterates $\mathbf{x}^{(k+1)}, \boldsymbol{\lambda}^{(k+1)}$ can be obtained as one iterate of Newton's method applied to the NLP or as the solution to the quadratic program model of NLP. Thus using a local SQP variant, assuming initial solutions close to the final solutions and omitting line search, the convergence rate is determined by the one of Newton's method, which is quadratic.

The incorporation of the inequality constraints significantly increases the complexity of the QP subproblem. Particularly, Newton's method cannot be directly applied to the problem any longer. One

[^76]approach to circumvent this problem is the introduction of slack variables $\mathbf{z}$, turning the inequality constraints $\mathbf{g}$ into equality constraints,
\[

$$
\begin{aligned}
\mathbf{g}(\mathbf{x})+\mathbf{z} & =\mathbf{0} \\
\mathbf{z} & \geq \mathbf{0} .
\end{aligned}
$$
\]

Because of the increased number of variables, active-set approaches are used more frequently. There, a working set is defined that consists of the equality constraints and an approximation of the active inequality constraints about the current iterate. Thus all constraints can be modeled as equality constraints rendering the so-modified QP subproblem again solvable with Newton's method. For each iterate, the working set has to be redetermined. Numerous techniques following this principle have been proposed such as gradient projection methods. "Warm-start" techniques are routinely applied in order to reuse computation results of previous iteration steps when applicable.

## Hessian matrix approximate and update

Although using the exact Hessian of the Lagrangian in QP subproblem can be considered ideal in terms of the local convergence behavior, a number of problems in its computation can be attributed to it. Most importantly: (1) Especially when considering points not close to the local optimum, the Hessian may not be positive-definite, thus averting the (efficient) solution of the QP. (2) In many contexts a straightforward determination of the Hessian is either computationally expensive or even impossible. (3) Depending on the steplength by which a new candidate is obtained, the local properties may not change drastically, so that a full recomputation of the Hessian is not required. These considerations lead to an update scheme in which the Hessian approximate for the current iteration step is based on the former Hessian iterate, for example, using a Broyden-Fletcher-Goldfarb-Shanno (BFGS) approach (Broyden, 1967; Fletcher and Powell, 1963; Goldfarb, 1970; Shanno, 1970). The Hessian or its approximate may be postconditions in order for it to become positive-definite. Another approach is to a apply a modified (damped) BFGS approach, which ensures the positive-definiteness, provided the initial Hessian is positive definite (Powell, 1978a). This method, exhibits a R-superlinear convergence rate; a formal convergence proof has not been presented. Numerous alternative update scheme have been proposed (e.g., Han, 1976; Powell and Toint, 1979; Nocedal, 1980; Tapia, 1988; Conn et al., 1991; Fletcher, 2006) and successfully applied to line-search or trust-region SQP variants (briefly explained later) in which due to the locality constraint, the positive-definiteness requirement is relaxed.

An alternative to approximating the full Hessian is a reduced Hessian approximation scheme (Byrd and Nocedal, 1990). This can be motivated by acknowledging the fact that the positive definiteness of the Hessian is required only on the kernel of the Jacobian of the constraints. Broadly speaking, the reduced schemes are aimed at decoupling the computations of the QP multipliers and the descent vector. That way the contributions of the Hessian on the kernel of the constraint matrix can be dealt with separately. In addition to a reduced computation time, the probability of yielding well-conditioned approximates drastically increases in comparison to a full approximation, and a two-step superlinear convergence rate can be achieved. Its application to a QP including inequality constraints is less straightforward, however.

## Line search and merit function

The former considerations are concerned with the local convergence properties of SQP. That is, given a candidate sufficiently close to the solution, the SQP can be proved to converge superlinearily (Han, 1976). In order to render it practically useful, a global convergence safeguard has to be incorporated, which requires an additional effort and which can be expected to reduce the convergence rate. A common approach is the use of a line search in combination with a merit function. The solution of the QP subproblem $\mathbf{d}_{\mathbf{x}}$ can then be considered as the descent direction. Instead of updating the iterate with
a unit length toward this direction, an appropriate steplength is determined for which a merit function yields a sufficient decrease. Let $\phi$ be this merit function and $\alpha$ the step length parameter to be sought:

$$
\begin{align*}
& \mathbf{x}^{(k+1)}:=\mathbf{x}^{(k)}+\alpha \mathbf{d}_{x}, \text { where } \\
& \phi\left(\mathbf{x}^{(k+1)}\right)<_{s} \phi\left(\mathbf{x}^{(k)}\right) . \tag{5.19}
\end{align*}
$$

Similarly to related approaches discussed earlier (see Section 4.4), the merit function $\phi$ consists of the objective and penalty contributions due to constraint violations. A popular choice is the following $\ell_{1}$ form:

$$
\phi(\mathbf{x}):=f(\mathbf{x})+\rho\left(|\mathbf{h}(\mathbf{x})|_{1}+|\overline{\max }(\mathbf{g}(\mathbf{x}), \mathbf{0})|_{1}\right),
$$

where $\rho$ is the penalty parameters for the equality and inequality constraints, respectively. The operator $\overline{m a x}$ is defined as a component-wise maximum. ${ }^{13}$ A line search step is considered sufficient - and hence accepted-if and only if the following condition holds:

$$
\begin{equation*}
\phi\left(\mathbf{x}^{(k+1)}\right) \leq \phi\left(\mathbf{x}^{(k)}\right)+\eta \alpha D_{\mathbf{d}_{\mathbf{x}}}\left(\phi\left(\mathbf{x}^{(k)}\right)\right), \tag{5.20}
\end{equation*}
$$

where $D_{\mathbf{d}_{\mathbf{x}}}$ is the directional derivative ${ }^{14}$ and $\eta \in[0,1 / 2]$ is a user-provided parameter. Like in the application of penalty methods to evolutionary algorithms, the selection of appropriate penalty parameters is critical and should, for example, present a scaling that leads to a higher penalty of currently active constraints. A multitude of alternative merit and penalty functions exist-for example, see overviews given by Boggs and Tolle (1995) or Nocedal and Wright (2006, chap. 17 and 18). Although generally neither of the merit functions converge to the local optimum, the global convergence of algorithms employing them can be shown. Broadly, in order for the line search to be considered efficient, it should conserve the superlinear or two-step superlinear properties of SQP. But even close to the solution, unit steplength $(\alpha)$ may not be obtained under the sufficient decrease condition (5.20), potentially leading to a significant degradation of the convergence rate. ${ }^{15}$ To recover superlinear convergence, second-level corrections may be applied.

## Trust-region approach

As an alternative to the line search approach, a trust-region method can be used instead (Vardi, 1985; Celis et al., 1985; Byrd and Schnabel, 1987). There, the locality of the QP solution is ensured by adding extra (box) constraints to the KKT-QP. In order to render the problem well-conditioned, the trust region constraint and the original constraints must be consistent. Relaxation methods are hence commonly introduced. In addition to an update strategy to adapt the trust-region constraints to a new iterate, a method for the acceptance or the rejection of QP candidates has to be defined. Because of the strict locality that can be enforced on QP candidate solutions, this method is especially well suited in conjunction with partial Hesse approximations.

## Implementation

In this work, we have employed two alternative implementations of SQP, for which details can be found in (Spellucci, 1998a,b) and (MathWorks, 2004, chap. 3) respectively. Both implementations use a line-search approach, using slightly different merit functions. The QP is solved in both variants using (different) active-set methods, employing different Hessian approximation techniques.

In the present version of the proposed memetic algorithm, only box constraints, in order to limit the local optimization radius, are employed. Other problem-specific constraints are dealt with in the same fashion as for the GA, using a merit function approach. To exploit the full potential of SQP, a dual,

$$
\begin{aligned}
& { }^{13} \text { I.e., given } \mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{l} \in \mathbb{R}^{m} \\
& \qquad \mathbf{y}=\overline{\max }\left(\mathbf{x}^{1}, \mathbf{x}^{2}, \ldots, \mathbf{x}^{l}\right): \Longleftrightarrow y_{i}=\max \left\{x_{i}^{1}, x_{i}^{2}, \ldots, x_{i}^{l}\right\} \quad(i=1, \ldots, m)
\end{aligned}
$$

[^77]optimizer-tailored representation of the constraints may be more appropriate. This would, however, pose a further representation alignment problem, and has hence not been considered in this work.

### 5.4.2 Nelder-Mead Down-hill Simplex Method

Based on a related approach by Spendley et al. (1962), the down-hill simplex method was first introduced by Nelder and Mead (1965). It is an unconstrained, derivative-free, heuristic optimization technique, which has been successfully applied to a large number of problems (for illustration, see the list of applications in chemometrics compiled by Deming and Morgan, 1983). The convergence rate and hence the number of function evaluations can be generally expected to be larger compared to gradient-exploiting methods such as the SQP approach. However, even with a few iteration steps, the Nelder-Mead (NM) algorithm is often able to significantly improve the start value. As a disadvantage, however, this method is not guaranteed to actually converge to a critical point (McKinnon, 1998).

The NM method is an iterative procedure, which employs the notion of a simplex, the simplest possible polytope of the given search space. A simplex is therefore convex but not necessarily regular. To illustrate: In a one-dimensional space, a simplex is defined by a line, in two dimensions by a triangle. Generally, for an $n$-dimensional search space, we obtain the following $n+1$ vertices:

$$
\left\{x_{i}\right\}_{i=0}^{n}
$$

With each iteration step, the vertices of the simplex are modified such that it moves towards and eventually encompasses locally optimum regions of the search space. This behavior is modeled through simple geometric operations, called reflection, contraction, expansion and shrink. The algorithm proceeds until a pre-defined termination criterion is met such as a maximum number of iterations, a sufficient improvement of the merit function or other problem-tailored criteria.

Given the following unconstrained optimization problem:

$$
\begin{array}{rl}
\arg \min _{\mathbf{x}} & f(\mathbf{x}) \\
\text { where } & f: \mathbb{R}^{n} \rightarrow \mathbb{R} . \tag{5.21}
\end{array}
$$

The NM method does not account for constraints. Thus similarly as in evolutionary algorithms, constrained problems require the inclusion of according measures (see Section 4.4). In contrast, to EAs, neither parameter bounds are dealt with.

The Nelder-Mead approach is formally summarized in Algorithm 5.2. The details of the individual steps are as follows: In the first step, an initial simplex is generated. As a local search method, the NM algorithm depends on the definition of a start value. Therefore, a common initial simplex is obtained from a linear combination of the start vector and the (scaled) unit vectors of the search space:

$$
\begin{equation*}
\mathbf{x}_{i}:=\mathbf{x}_{0}+\lambda \mathbf{e}_{i} \quad(i=1, \ldots, n) \tag{5.22}
\end{equation*}
$$

where $\mathbf{e}_{i}$ is the $i$-th unit vector, $\lambda>0$ is a scaling factor for the initial size of the simplex, and $\mathbf{x}_{0}$ is the start vector. The vertices of the simplex are then ordered according to their objective function values:

$$
\begin{equation*}
f\left(\mathbf{x}_{i_{k}}\right)<f\left(\mathbf{x}_{i_{l}}\right) \rightarrow i_{k}<i_{l} \tag{5.23}
\end{equation*}
$$

The first simplex operation is called reflection. For that, the centroid $\overline{\mathbf{x}}$ of the convex hull of all but the maximum (worst) points is evaluated,

$$
\overline{\mathbf{x}}:=1 / n \sum_{i=0}^{n-1} \mathbf{x}_{i}
$$

The worst point $\left(\mathbf{x}_{n}\right)$ is reflected along the line through the centroid (see Figure 5.6a):

$$
\mathbf{x}_{r}:=(1+\alpha) \overline{\mathbf{x}}-\alpha \mathbf{x}_{n},
$$

(Reflection)

```
Algorithm 5.2: Nelder-Mead Down-hill Simplex
    initialize simplex: \(\mathbf{x}_{i} \leftarrow \mathbf{x}_{0}+\lambda \mathbf{e}_{i} \quad(i=1, \ldots, n) \quad / *\) where \(\mathbf{e}_{i}\) is the \(i\)-th \(* /\)
        /* unit vector of the parameter space */
    while not termination criterion met do
        sort vertices according to function values
        \(\mathbf{x}_{r} \leftarrow\) reflection
        /* see (Reflection) and Figure 5.6a */
        if \(f\left(\mathbf{x}_{0}\right) \leq f\left(\mathbf{x}_{r}\right)<f\left(\mathbf{x}_{n-1}\right)\) then
            \(\mathbf{x}_{n} \leftarrow \mathbf{x}_{r}\)
        /* set reflected point as new maximum (worst) */
        else if \(f\left(\mathbf{x}_{r}\right)<f\left(\mathbf{x}_{0}\right)\) then
            \(\mathbf{x}_{e} \leftarrow\) expansion \(\quad / *\) see (Expansion) and Figure \(5.6 \mathrm{~b} * /\)
            if \(f\left(\mathbf{x}_{e}\right)<f\left(\mathbf{x}_{r}\right)\) then
                \(\mathbf{x}_{n} \leftarrow \mathbf{x}_{e} \quad / *\) set expanded point as new maximum (worst) */
            else
                \(\mathbf{x}_{0} \leftarrow \mathbf{x}_{r} \quad / *\) set reflected point as new maximum (worst) */
        else \(\quad / * \neg\) (lines \(5 \vee 7\) ) \(\rightarrow f\left(\mathbf{x}_{r}\right) \geq f\left(\mathbf{x}_{n-1}\right) * /\)
            \(\mathbf{x}_{a} \leftarrow\) contraction
            if \(f\left(\mathbf{x}_{a}\right)<f\left(\mathbf{x}_{n}\right)\) then
                \(\mathbf{x}_{n} \leftarrow \mathbf{x}_{a}\)
            else
                \(\mathbf{x}_{i} \leftarrow \operatorname{shrink} \quad(i=2, \ldots, n)\)
```

where $\alpha>0$ is the reflection constant. It defines the distance of the reflected point relative to the distance between the centroid and the maximum point. A common choice is a value of 1 .

If the function value of the newly computed reflected point $\mathbf{x}_{r}$ lies between the minimum and the maximum point, i.e., if

$$
f\left(\mathbf{x}_{0}\right) \leq f\left(\mathbf{x}_{r}\right)<f\left(\mathbf{x}_{n-1}\right),
$$

$\mathbf{x}_{r}$ becomes the new maximum point, thus flipping and changing the direction of the simplex. A new iteration step is then performed.

If otherwise the reflected point forms a new minimum, a new promising search direction has been discovered. In that case, the reflected point is expanded farther in order to find a point with an even lower function value:

$$
\mathbf{x}_{e}:=\gamma \mathbf{x}_{r}+(1-\gamma) \overline{\mathbf{x}}
$$

(Expansion)
where $\gamma>1$ defines the expansion length as a ratio relative to the distance between the centroid and the reflected point. It defaults to 2 . The expansion operation is illustrated in Figure 5.6b.

If the result of the expansion is indeed a new minimum point, $\mathbf{x}_{e}$ replaces the old minimum $\mathbf{x}_{0}$. This variant of expansion, which is also proposed in the original work of Nelder and Mead, is sometimes referred to as greedy expansion because it enlarges the simplex even if the former reflected point outperforms the expanded one. Although this procedure offers a robustness advantage on highly discontinuous functions, it has a negative impact on the convergence time, for example, due to degenerated simplices ${ }^{16}$, to which this may lead. In modern NM implementations, including the one implemented for this work, the minimum point $\mathbf{x}_{0}$ is replaced with the expanded point only if the expanded point is smaller than the reflected one. Otherwise, $\mathbf{x}_{r}$, the reflected point, is introduced as the new minimum point. In both variants, if the expansion did not yield a point with lower function values than $\mathbf{x}_{0}$, the reflected point $\mathbf{x}_{r}$ is selected as new minimum vertex. After the expansion, a new iteration step is started.

As indicated before, expansion is not performed if the reflection step led to a point that exhibits a larger or equal function value compared to the second largest vertex $x_{n-1}$. That is to say that either the

[^78]reflection direction is not towards a valley or that the simplex already encompasses a local minimum. A contraction operation is applied to resolve this situation. If the reflected point has a smaller value than the maximum vertex
\[

$$
\begin{equation*}
f\left(\mathbf{x}_{r}\right)<f\left(\mathbf{x}_{n}\right), \tag{5.24}
\end{equation*}
$$

\]

which could be thought of as too far a reflection, then an outside contraction is performed, as shown in Figure 5.6c:

$$
\mathbf{x}_{a}:=\beta \mathbf{x}_{r}+(1-\beta) \overline{\mathbf{x}}
$$

(Outside Contraction)
where $0>\beta>1$ is the contraction constant, with a default value of $1 / 2$. If the resulted contraction point $\mathbf{x}_{a}$ is equal to or outperforms the reflected point, it replaces the maximum point $\mathbf{x}_{n}$, starting a new iteration step.

If, on the other hand, not even the reflected point resulted in an improvement,

$$
\begin{equation*}
f\left(\mathbf{x}_{r}\right) \geq f\left(\mathbf{x}_{n}\right) \tag{5.25}
\end{equation*}
$$

a contraction inside the original simplex (inside contraction) is performed (see Figure 5.6d):

$$
\mathbf{x}_{a}:=\beta \mathbf{x}_{n}+(1-\beta) \overline{\mathbf{x}}
$$

(Inside Contraction)
If the obtained point $\mathbf{x}_{a}$ possesses a lower function value than the current maximum vertex $\mathbf{x}_{n}$, it replaces $\mathbf{x}_{n}$, finalizing the iteration step.

If contraction fails, that is, if either outside contraction did not yield a point with a smaller merit value than the reflected one, or if inside contraction did not result in a point with a smaller function value than the currently worst vertex, a shrink step is performed. With this step, all but the minimum vertex are translated along their edge with the minimum point, decreasing the volume of the simplex.

$$
\begin{equation*}
\mathbf{x}_{i}:=\mathbf{x}_{0}+\sigma\left(\mathbf{x}_{i}-\mathbf{x}_{0}\right) \quad(i=1, \ldots, n) \tag{Shrink}
\end{equation*}
$$

According to Nelder and Mead (1965), failed contractions can be associated with situations in which a deformed ${ }^{17}$ simplex is located in a curved valley. In that case, additional contraction steps are not suited to adequately adapt the simplex. As already pointed out by Nelder and Mead (1965), a failed contraction can be considered a rare occasion. This conjecture was confirmed by Torczon (1989) through a large number of numerical experiments. Later, Lagarias et al. (1998) formally proved that under strictly convex functions, no shrink step occurs.

In direct search, the formulation of a robust termination criterion that does not prevent the convergence to a stationary point is far more critical compared, for example, to gradient-based optimization approaches like SQP. In their original work, Nelder and Mead (1965) proposed to halt the algorithm as soon as the standard error of the vertices falls below a user-defined threshold $(\epsilon)$ :

$$
\frac{1}{n} \sum_{i=0}^{n}\left(f\left(\mathbf{x}_{i}\right)-\bar{f}\right)^{2}<\epsilon
$$

where $\bar{f}$ denotes the average objective value due to all vertices. Alternative criteria, based on movement of the simplex (Parkinson and Hutchinson, 1972) or its relative size (Woods, 1985), have been proposed. Combinations of termination criteria are sometimes employed, often supplemented with safeguard such as a maximum number of iterations.

Despite its often good performance acknowledged by numerous practitioners, little attempt has been made to formally analyze its convergence behavior. It has been found that even for strictly convex smooth functions (with two variables), the NM method is not guaranteed to converge to the local minimizer but may stagnate on non-stationary points (Torczon, 1989; McKinnon, 1998). Lagarias et al. (1998) proved that in one dimension and for strictly convex function, the NM method actually convergences to the minimizer. In the two-dimensional case, however, only a convergence to a zero-diameter

[^79]

Figure 5.6: Nelder-Mead down-hill simplex operations.
simplex was shown. Lagarias et al. (1998) and McKinnon (1998) conjecture that this behavior can be attributed to the fact that the NM is design such that simplices adapt to the local landscape. The different convergence results for related approaches, not employing such a simplex adaptation (Torczon, 1997), support this view. ${ }^{18}$ The convergence rate of NM is in the order of $m$-step linear. Very recently, Lagarias et al. (2012) proved that for a restricted NM, without expansion steps, convergence to the local minimizer is given if the Hessian of the search function is positive-definite everywhere and the initial simplex is non-degenerated. This result, which puts harsh conditions on the functions under considerations, can be interpreted as a local-NM convergence proof, since no expansions can be expected in the vicinity of optimizers. The authors conjecture that the experiments of McKinnon (1998) fail because of the missing ubiquitous positive-definiteness of their Hessians.

A large number of variants to the original Nelder-Mead approach have been suggested (Parkinson and Hutchinson, 1972). Especially, the shrink operations has been a subject of numerous researches and improvement proposals. Another point of interest is the shape of the simplex, which especially under noisy conditions may be deformed after a number of iterations. To circumvent this issue, numerous restart methodology have been proposed (Kolda et al., 2003; Humphrey and Wilson, 2000; Kelley, 1999; Parkinson and Hutchinson, 1972). There, the simplex is reinitialized, thus curing the deformation.

As mentioned before, the NM method is an unconstrained approach. In order to handle constraints, penalty methods have been proposed. Box (1965), however, reported that such an approach is prone to a simplex deformation and as a consequence to a convergence to a non-stationary point. ${ }^{19}$ Subrahmanyam (1989) aimed at improving the simplex stability under penalty methods by introducing a delayed reflection. Their approach, however, may lead to a significant increase of function evaluations. A premature convergence to non-stationary points is often associated with deformed simplices. To counteract this issue, many authors have devised NM variants in which a restart scheme is applied; that is, if the simplex becomes close to degenerated, a new initial simplex is constructed, and the NM procedure is freshly restarted. One of the difficulties with this approach is the discovery of a deformed simplex. Kelley (1999) uses a stagnation indicator based on a sufficient decrease metric. If it fails, a size-reduced simplex, oriented in descent direction is formed and the algorithm is restarted. This approach has been demonstrated to minimize the test functions by McKinnon (1998). In the work of Nazareth and Tseng (2002), NM is modified such that its configuration parameters follow the golden-section rule. Inspired by golden-section search, this approach allows for a straightforward convergence proof for a wider range of one-dimensional functions than in the related efforts, for example Lagarias et al. (1998). In addition, the authors slightly modify the criteria for the acceptance of the individual steps (i.e., reflection, expansion and contraction) by incorporating safeguards. The resulted descent is called fortified descent by the authors.

A comprehensive study on the sensitivity of the configuration parameters and on variations of the NM study was conducted by Parkinson and Hutchinson (1972). There, improvements were specifically aimed at regularizing the simplex in order to reduce the number of function evaluations. The dimensionality of the search space has been a major concern for applications of the NM method, an issue that was recently confirmed by Han and Neumann (2006).

### 5.5 Benchmark Problems

In order to assess the performance of the proposed MA and to identify adequate configuration parameters, several experiments on established benchmark functions have been conducted (Dürr, 2006b; Dürr et al., 2007b,a), some of which are summarized in the following. The functions are chosen such that they exhibit a certain "hardness" for EAs in that they possess a high level of modality or epistasis. As indicated before, the MA proposed here can be regarded as an endeavor to improve the EA in terms of convergence speed and robustness. To verify the success in achieving this goal, we have consequently compared the convergence behavior of the (local tournament) GA and the MA. The first experiment

[^80]was conducted on a (maximization) variant of Shekel's Foxholes problem (see Appendix F) on a twodimensional decision space. The according function exhibits a number of steep local optima, a situation that poses a significant difficulty for many optimizers. The population sizes of both the GA and the MA were set to 41 , the maximum number of generation was 150 . A crossover probability of 0.6 and, for the sake of an increased reproducibility, no mutation were used for the binary-coded GA. A coarse coding precision of 0.1 (i.e., one decimal place) was employed. The following MA configuration parameters are used: (1) SQP as the local optimization approach. (2) A static trigger, with an interval of 5 generations and an initial waiting period of 10 generations. (3) A tripartite selection with probabilities of 0.05 within the best, the average and the worst performing population partitions. (4) A constant optimization radius of 0.5 in each parameter.


Figure 5.7: Comparison of performances of GA and MA on two-dimensional Shekel's Foxholes function over 100 independent runs: the shaded regions show the range of minimum and maximum best fitness values of all runs. The thick lines denote the average. For the MA, a static trigger and a tripartite selection scheme were used.

Figure 5.7 shows the offline performances per generation of the MA and the GA after 100 independent runs. The shaded regions depict the range of the best performing individual out of these runs, i.e., the best and the worst performing champion candidates. The thick lines in between displays the mean fitness. To adequately compare the runtime behavior and also account for a potential overhead, for example, due to the increased communication demands, the actual computation time of both approaches is used as a performance measure. The abysmal performance of both the GA and the MA is due to the laborious interaction of the fitness evaluation and the runtime overhead associated with it: For these first tests, the SQP implementation of the Matlab Optimization toolkit (MathWorks, 2004) was employed. Therefore also the fitness evaluation is conducted using Matlab. The genetic algorithm, however, uses Python as its interfacing language; passing of parameters and results is performed through a simplistic remote call interface, leading to a runtime penalty of a factor of about 100. Although not appropriate for real-world applications, this property does not impact the relative performance measure. As shown in the graph, both the GA and the MA exhibit a high, albeit not a one-hundred-percent success rate in maximizing the function $\left(f\left(\mathrm{x}^{*}\right) \approx 25\right)$. The MA shows a slightly improved average convergence rate and a smaller maximum deviation.

The second test was conducted on a variant of Rastrigin's problem. Particularly, the 20-dimensional function as presented in Appendix F was to be maximized. This function exhibits a strong multimodality but a negligible degree of epistasis. Due to their pronounced gradients, the local optima can be expected to constitute strong attractors for local optimizers. The population sizes for the GA and the MA were
set to 60 . The number of generations was limited to 150 . The following MA configuration was applied: (1) A dynamic asymptotic trigger ( $\alpha: 0.5$ ), with an initial probability of 0.05 at generation 10 and a final probability of 0.3 . (2) An egalitarian selection with a probability of 0.1. (3) And a constant optimization radius of 0.5 in each parameter.


Figure 5.8: Comparison of performances of GA and MA on 20-dimensional Rastrigin function over 50 independent runs. (a) Maximum, mean and minimum best fitness comparison of GA and MA using a dynamic asymptotic trigger and an egalitarian selection. (b) Comparison of final stage of GA and MA as in (a) with MA using an adaptive trigger.

Figure 5.8(a) shows the comparison of 50 independent GA and MA runs. As before, the shaded regions demonstrate the range of maximum and minimum best fitness values; the thick lines denote the mean best fitness values. The MA outperforms the GA in terms of convergence rate standard and maximum deviation. In none of the GA runs the global optimum of about 807 was found, whereas the MA showed a success rate close to one.

In a second test performed on the same problem, using the same selection procedure and optimization radii, an adaptive trigger was used. There, the local optimization operator is executed if the fitness improvement has dropped to values below three percent compared to the ten previous generations and an additional repose interval of five generations has elapsed. Figure 5.8(b) presents a comparison of the dynamic and the adaptive trigger and the GA for the mid to final stages of the runtime of the algorithms. Both MA configurations significantly outperform the GA. In this example, the adaptive trigger provides a minor advantage over the dynamic one since it further reduces the variance of best fitness values. It additionally shows a slightly decreased maximum deviation throughout the entire runtime.

Another series of tests was conducted on Griewank's function, which shows a similarly multimodal structure as the previous test on Rastrigin's function but also introduces a moderate degree of epistasis (i.e., a non-separability of parameters). This property can be expected to render the problem more difficult for the genetic algorithm (see Section 4.10). In the first test, a ten-dimensional Griewank function, a population size of 200, a maximum generation number of 100 and the following MA settings were used: (1) A dynamic linear trigger, with an initial probability of 0.1 at generation 10 and a final probability of 0.25 at generation 65 (i.e., $\alpha: 1 / 65$ ). (2) An egalitarian selection with a probability of 0.15. (3) And a constant optimization radius of 1 in each parameter.

As depicted in Figure 5.9, the behavior of the GA and the MA are at first very similar, with a slightly steeper descent of the GA. In a later stage, in between 900 and 1000 seconds, the MA surpasses the GA, initially showing a larger maximum deviation. After about 1900 evaluation seconds, the MA achieves
values very close to global optimum of 0 . Additionally, the variance and the maximum deviation are drastically reduced compared to the GA.


Figure 5.9: Comparison of performances of GA and MA on ten-dimensional Griewank function over 50 independent runs. (a) Maximum, mean and minimum best fitness comparison of GA and MA using a dynamic linear trigger and an egalitarian selection; upper right inset provides a close-up view of the final stage. (b) Final stage for the same test problem, albeit using an adaptive trigger for the MA.

The same test was repeated with an adaptive trigger: A local search step was executed whenever the fitness improvement within an interval of three generations stayed below five percent and at least four generations without local search have passed. As demonstrated in Figure 5.9, the MA shows a slightly worse behavior compared with the tests using the dynamic trigger in that it outperforms the GA only after 1100 seconds and in evincing both a higher variance and maximum deviation compared with the dynamic trigger. This performance is in contrast to the former maximization test on Rastrigin's function, where the adaptive trigger provided a minor advantage over the dynamic one. This observation suggests that under certain conditions (e.g., extreme multimodality in conjunction with epistasis), the periodic application of local search operations may become beneficial even if the GA alone steadily progresses. In other situations, local search is best applied whenever the GA stagnates.

In a last test on Griewank's function, the Nelder-Mead down-hill simplex technique was used instead of the SQP method of the previous tests. Since the NM method does not natively handle constraints, the following pull-back mechanism is used: If, when checking the termination criterion (see Section 5.4.2) the obtained point violates the box constraints given through the problem or the local optimization radius, the respective parameters are pulled back to the feasibility boundary and the algorithm is terminated. This simplistic is aimed at guaranteeing the feasibility of solutions while at the same time circumventing the problems associated with the application of penalty methods to the NM algorithm. In general, the so-obtained point is no local optimum. A more sophisticated line-search could be incorporated to ensure the local optimality, which for the sake of saving computation time we abandoned in the scope of this work. The dimensionality of the Griewank function was increased to 20 for this test. Consequently, to account for the aggravated complexity, also the maximum number of generations was increased, to 1000 . For the MA configuration, we used: (1) The Nelder-Mead method as the local optimization approach. (2) A static trigger, with an interval of 20 generations and an initial waiting period of 40 generations.
(3) An egalitarian selection with a probability of 0.075 . (4) A constant optimization radius of 0.5 in each parameter.

The convergence graph comparing the MA and GA on ten independent runs is shown in Figure 5.9. Since both the fitness evaluations and the local optimizations were performed in parallel, the number of function evaluations instead of the computation time are compared, which for the purpose of com-
paring the MA and the GA performance constitutes an equivalent metric as the previous real time measurement. The MA considerably outperforms the GA, which can be assumed to suffer from the combination of high multimodality, high dimensionality and the epistasis presented by the function. After about 175000 function evaluations, the MA achieves on average champion function values on the order of $10^{-} 6$, whereas the corresponding fitness values of the GA drops only marginally below one. Moreover, the MA exhibits a steady descent behavior, which can presumably be attributed to a steady discovery of local optima or points close to those.


Figure 5.10: Comparison of performances of GA and MA, using the Nelder-Mead method on twentydimensional Griewank function over ten independent runs. Maximum, mean and minimum best fitness values in logarithmic scales. Because fitness evaluations are performed in parallel, the number of evaluations instead of the computation times are compared.

In another benchmark example, the unimodal Rosenbrock function in a 30-dimensional decision space was minimized. As shown in Appendix F, this function features a relatively flat plateau in the vicinity of its minimizer 1. Additionally, the minimum is located in a trench. Both properties pose a difficulty for common optimizers, which aggravates with an increasing input dimension. A population size of 100 and a maximum generation count of 900 where used in this example. An SQP and the following configuration were applied for the MA: (1) A static trigger, with an interval of 10 generations and an initial waiting period of 20 generations. (2) An egalitarian selection with a probability of 0.1 . (3) And a constant optimization radius of 6 in each parameter.

The convergence graph for 25 independent runs is presented in Figure 5.11, like before showing the offline fitness ranges and the mean fitness per generation. Since fitness evaluations are conducted in parallel, the runtime is denoted as number of function evaluations. The MA shows both a significantly improved convergence and a reduced variance, with solutions close to, albeit not exactly at the global optimum.

For the last example, the 20-dimensional Ackley function was minimized Appendix F. This problem has a global minimum of 0 at $\mathbf{0}$. It consists of a large number of global optima, which pose a particular difficulty at the outer regions of the search space, where the function does not descent toward the global optimum. In addition to a population size of 100 and a maximum generation number of 700 , the following MA parameters were used: (1) A dynamic trigger, with an initial probability of 0.05 at generation 30 and asymptotic progression with a maximum of 0.14 reached at generation 500. (2) An egalitarian selection with a probability of 0.08 . (3) A constant optimization radius of 6 in each parameter.

Figure 5.12 , which shows the analysis of 25 independent runs, indicates a slight performance advantage of the MA over the GA. It is interesting to note that in the mid-term phase (about 10,000 to


Figure 5.11: Comparison of performances of GA and MA on 30-dimensional Rosenbrock function over 25 independent runs: As before, the shaded regions show the range of minimum and maximum best fitness values of all runs. The thick lines denote the average. The fitness value is depicted in logarithmic scale.

20, 000 function evaluations), the GA outperforms the MA on average. This behavior can be supposedly attributed to the fact the local optimizer vastly descends into local optimum, slightly impairing the exploratory capacity of the GA. This disadvantage, however, is outweighed in the later stage in which the success rate of the MA becomes higher than that of the GA, and in two runs the global minimum was obtained.

The tests summarized here and the additional tests presented elsewhere (Dürr, 2006b; Dürr et al., $2007 \mathrm{~b}, \mathrm{a}$ ), show the potential of the MA in improving the convergence rate and the precision of the genetic algorithm. The chosen benchmark problems pose certain difficulties to the GA including a high dimensionality, multimodality and epistasis. Similar properties can be expected to also apply to the optimization of lithographic process conditions, albeit the tests do not allow for a direct deduction of the actual "real-world" performance. In addition to verifying the performance improvement gained by the hybridization, another goal of the tests was the determination of an adequate configuration of the MA. Particularly, different trigger, selection and optimization radius settings were probed for. Only slight performance differences for the different trigger functions were observed, with a marginal advantage of the dynamic and the adaptive trigger over the constant version. This finding is in line with the conjecture that early optimization stages should emphasize exploration whereas a later phase profits from an intensified search. In order for the GA to take advantage of the local improvements, it has to be granted a sufficient number of generations in which it mixes the local modifications with the remaining candidates. It is thus important to trigger the local search operation with a reasonable frequency. Dürr (2006b), for example, conjectures that an application of local search to more than a fourth of the total generations drastically impairs the exploration power of the GA. Judging from the benchmark tests, an interval of ten to twenty generations, depending on the population size, appears to be ideal.

A more distinct picture was obtained for the selection scheme: The egalitarian variant outperformed both the elitist and the tripartite versions (also compare Dürr, 2006b; Dürr et al., 2007b). The number of selected individuals has to be chosen such that it balances the improvement intensity and the computational cost. Especially under niching techniques, an ideal number can be broadly expected to be dependent on the multimodality of the problem, since every niche may profit from a local search. Allowing more than 15 to 20 percent of the candidates to be locally altered, however, did not show a significant benefit but only an increase in computation time. On the other hand, a selection rate


Figure 5.12: Comparison of performances of GA and MA on 20-dimensional Ackley function over 25 independent runs, showing maximum, average and minimum best fitness values as a function of the number of evaluations.
of below about 7.5 percent, seemed to undermine the effect of local search. In other words, selection probabilities of 0.075 to 0.15 can be considered ideal for the presented tests.

In all presented tests, the optimization radius was kept constant, with values broadly adapted to the properties of the search space. For example, on Rosenbrock's function a relatively large radius (value of six in all parameters) was employed. There, the difficulty for the optimizer is presented by a nonlinear trench in the vicinity of the global minimum. In such a situation, too rigid a restriction may impair the local search by immoderately confining its step length. Similarly, if, like in Ackley's problem, the search space features a multitude of local optima, which obscure the descent direction toward the global optimum, a wider local search radius may be beneficial in that it allows for multiple local optima to be bridged in one local search step. In all other cases a smaller radius on the order of a tenth of the GA-induced coding granularity or less was adopted, mainly for the following two reasons: 1. to limit the computational cost and 2 . to restrict the local search to the local attractor in the vicinity of the corresponding candidate obtained by the GA. The latter goal is especially important when using a localized genetic algorithm as in this work. Its achievement, however, is highly idealistic since in general the shape of the search space is unknown and hence a jump to an adjacent niche cannot be prohibited.

Another problem associated with constant optimization radii occurs when the majority of candidates are locally optimal with respect to the radius. Such a situation may be present in late optimization stages. Then, most local search operations will yield optima that coincide with the start solutions. Constructing heuristics to dynamically adapt optimization radii is far from being straightforward, however, and may introduce an unintentional bias on its own.

Finally, the commendable performance of the test using the Nelder-Mead method instead of the SQP is noteworthy; especially in view of the reported problems of this method on high-dimensional search spaces and the simplistic procedure to enforce bound constraints that has been used in this work. The faster convergence rate of the SQP method seems not to countervail the larger number of function evaluations required to numerically determine gradients in the context of memetic search. The situation may be drastically different for (non-linearly) constrained functions, which have not been considered in the presented test suite.

### 5.6 Local Function Approximation Using Artificial Neural Networks

As argued before, the computation time of fitness evaluations for the problems aimed at in this work can be expected to be high. Consequently, the performance of the optimization approach is chiefly determined by the number of such function evaluations. More drastically, any other routines, including genetic operations or diversity-preserving measures can be considered to be negligible in terms of computation time. The situation is different, however, for the local search step, which involves a number of objective function calls, either to obtain merely zero-order information as in the Nelder-Mead case, or to compute first and second derivatives. To increase its efficiency, the reduction either of the number of function calls or the computation time per call are appropriate measures. A multitude of related ideas applied to evolutionary algorithms have been investigated over the last years. A comprehensive survey of such measures was, for example, given by Jin (2005). There, a broad distinction is drawn between (1) problem approximations in which the problem is replaced by a computationally less expensive model, (2) objective function approximations, which make use of a simpler surrogate model of the objective function, or (3) evolutionary approximations, which targets at reducing the number of actual fitness function evaluations by introducing estimates. Jin (2005) proposes a further subdivision of the last category into techniques he refers to as fitness inheritance and as fitness imitation. While the former can be broadly described as heuristics under which offspring candidates are assigned fitness approximates derived from their parents, the latter is a method exploiting decision space similarities of solutions in order to perform an educated guess on their fitness. One example is to form clusters of individuals and only rigorously evaluate representatives of these clusters. Other candidates receive the fitness of their equivalence classes. This approach is of course highly sensitive against non-linearities, i.e., epistasis or deception, in the optimization parameters.

In objective function approximation techniques, the computation time is reduced by performing evaluations on a model of the fitness function instead of its full-fletched version. For this approach, numerous techniques, well-established in other numerical computation fields, suggest themselves. These techniques (for a discussion, see Jin and Branke, 2005) include response-surface methods or other regression techniques. Alternatively, machine learning approaches such as support vector machines, radial-basis artificial neural networks (ANNs), or, like in this work, multilayer perceptrons (MLPs) are commonly utilized. For the latter to be effective, their capability of serving as universal function approximators is a necessary condition, of course. This has long been a subject of debates, which were often concerned with the question if the superposition theorem by Kolmogorov (1957) is applicable to MLPs. In the late 1980s, several authors independently proved the principal function approximation capabilities of MLPs, ${ }^{20}$ and later these findings were extended to different neural network variants (for a discussion, see Hassoun, 1995, pp. 46-50). Since then, a number of studies have demonstrated the successful application of ANNs as function approximators in optimization applications (for example, Berke and Hajela, 1992; Carpenter and Barthelemy, 1993), including evolutionary algorithms (for example, Bull, 1999; Pierret and Van Den Braembussche, 1999; Papadrakakis et al., 1999; Jin et al., 2000; Hüsken et al., 2002; Hong et al., 2003). An approach similar to the one here was proposed by Guimarães et al. (2006). There, evolution strategy is combined with SQP. Like in our work, the local optimization radius is restricted to the vicinity of the ES-obtained individuals. Instead of conducting the local search on the original function, a radial-basis approximation, limited also to the proximity of the candidate is generated and used. A user-provided parameter defines the number of generations between local searches, equivalent to our static trigger. In their first version, all individuals of one generation were locally improved on the approximated function. Later, Guimarães et al. (2007) replaced this procedure with a truncation selection scheme, reporting a beneficial convergence behavior when locally optimizing a fraction of a five to ten percent of the population. The result of the local optimization with approximation replaces the original candidate obtained by the ES; no model control is used. An improved convergence rate of the approximated memetic algorithm compared to the non-hybridized ES both on benchmark and on real-world problems was demonstrated by the authors, albeit no comparison with a memetic algorithm without approximation was shown.

[^81]Function approximations using ANNs have been previously applied to lithography simulation. In his approach, which he terms meta-modeling, Capodieci (1997) proposes their use as a replacement for time-consuming simulation steps such as PEB (Section 3.4.4). First, a network is trained with a number of pre-computed samples. The so-obtained net is then employed for optimization tasks, also using a genetic algorithm. In contrast to the previous and our fitness function approximation approach, however, candidate solutions are not exploited for a continuous model refinement or control.

Approximation comes at a price. Broadly put, a modification to the objective function or the way the evaluation is performed may have a significant impact on the search behavior of the EA, potentially introducing an unintentional bias. For example, in general, an approximated model cannot be assumed to exhibit the same optimum as the original problem or function. Obviously, the situation aggravates with the required range of validity of the model. As shown in the SQP case (see Section 5.4.1), local models ${ }^{21}$ with a sufficient accuracy and up to a certain confidence can often be found relatively straightforwardly - albeit often requiring extra computation effort. Globally valid models, on the other hand, are rarely available or computable. More importantly, in most cases error estimates or confidence levels cannot be analytically derived at all. To circumvent this problem, it is advisable to set up a regime under which candidates obtained with the approximation model are routinely compared with results from the original formulation. A model management has to be established (Jin and Olhofer, 2001). This may be realized, for example, by evaluating the best, average or randomly drawn candidates with the original function to verify the approximation validity and to trigger approximation refinements. As we shall see later, in this work, a slightly different approximation strategy is applied, which could be referred to as hierarchical fitness model. There, the fitness evaluation is first performed with a lower accuracy. Only if the resulted merit supersedes a predefined threshold, a finer-grained evaluation is conducted. Especially in the scope of penalty methods, in which infeasible solutions are rejected without regards to their objective value, this approach is suited to drastically reduce the required computation time. Although this approach does not completely evade the problem of an ill-biased search, it does so for the well-performing candidates. Other strategies have been suggested in which the approximation is verified after a constant number of generations, or using dynamic or adaptive intervals.

In this work, we have developed an approximation approach specifically tailored for the local search operation (Popp, 2007). The main reasons for this approach can be summarized as follows:
(1) The memetic algorithm developed here applies disparate search spaces for the GA (discrete) and the local search (continuous), allowing for a straightforward, non-disruptive extension using an approximation model in the LO step.
(2) In our approach, local search is followed by a control step, in which the solution is reevaluated in the decision space of the GA. Thus only the exact solution with respect to the GA domain is transferred back into the GA population, and only local modifications outperforming the original solution are accepted. This step implies a model management, rendering approximation model inaccuracies noncritical.
(3) Principally, the search function needs to be modeled only in the proximity of GA candidate solutions. Therefore the model does not have to account for global properties of the search space.
(4) An approximation model for the local search step is profitable since depending on the algorithm the local search may require a large number of function evaluations.

### 5.6.1 Artificial Neural Networks

Like evolutionary algorithms, ANNs are nature-inspired computation models. The basic idea is to leverage a network of relatively simple processing units, also called neurons, for large-scale tasks by exploiting the high degree of freedom given by the configuration of the interconnections. The resemblance to nervous systems of higher species, often considered the role model of ANNs, is a strictly abstract one (Kecman, 2001, p.13). Albeit there are interdisciplinary efforts to use computer models for the simulation of nervous processes, ANNs are typically merely aimed at computing tasks.

[^82]McCulloch and Pitts (1943) are to be credited for the first concept of neural networks, using binary decision elements and edges (sometimes synapses) with fixed weights between these units. In their concept, the units act as threshold gates (see, for example, Rojas, 1996, pp. 27-52). That is, given an input of $n$ bits, the output of the unit is 1 , if and only if the sum of the input bits is greater or equal than the threshold $\theta$. Later this concept was extended to incorporating inhibitor edges; for any active inhibition bit, the unit is inhibited, resulting in an output of 0 , regardless of the values of the excitatory bits. This extension enables the networks to model any non-monotonic function. When restricting the topology to DAGs, ANNs are termed feed-forward neural networks, which because of their earlier discussed principle capability to model any function are suited and hence selected for the purpose of this work. If additionally cycles are permitted, recurrent neural networks can be realized, McCulloch-Pitt nets can be used to model any finite automaton. Despite this principal flexibility, a major practical drawback of the former concept is the use of fixed weights of the edges, because in general an adaptation of the network to new functions or automata requires a modification of the thresholds, and more severely, of the topology. In order to circumvent this issue, Rosenblatt (1958) proposed an adaptive-weight model, with variable weights and a fixed topology. Since his original idea was to model a perception/reaction system, this type of ANNs is referred to as perceptron. In its simplest form, a perceptron consists of a single layer, with one unit. More formally,

Definition 5.3 (Single-layer perceptron) A single-layer perceptron is a linear binary classifier, which maps an input vector $\mathbf{x} \in \mathbb{R}^{n}$ to a boolean value:

$$
y=f_{\theta}(\mathbf{x} ; \mathbf{w})= \begin{cases}1 & \mathbf{w}^{T} \mathbf{x}>\theta \\ 0 & \text { otherwise }\end{cases}
$$

where $\theta \in \mathbb{R}$ is an input-independent bias (which can be interpreted as a decision boundary) and $\mathbf{w} \in \mathbb{R}^{n}$ is a weight parameter vector, where each component corresponds to one input parameter.


Figure 5.13: Single layer perceptron, with inputs $\mathbf{x}:\left[x_{1}, \ldots, x_{n}\right]^{T}$, weights $\mathbf{w}:\left[w_{1}, \ldots, w_{n}\right]^{T}$, bias weight $-\theta$, activation function $f$ and output $y$.

This situation is depicted in Figure 5.13. There, the bias is represented as the constant weight parameter of a constant input of 1 , which, as we shall see, facilitates the demonstration of weightlearning algorithms. Because in order for the perceptron to be employed as a classifier for a specific problem, the task remains to find an adequate weight configuration. As indicated in Definition 5.3, single-layer perceptrons are linear classifiers. Thus their classification success rate is one only if the input data is linearly separable; that is, there is a hyperplane that under appropriate weights strictly partitions the input space into the classification targets. Formally,

Definition 5.4 (Linear separability) Given $X \subset \mathbb{R}^{n}$ and $X_{0}, X_{1}$ with $X=X_{0} \cup X_{1}$ and $X_{0} \cap X_{1}=\emptyset$. $X_{0}$ and $X_{1}$ are called linearly separable $: \Longleftrightarrow\left(\exists \theta \in \mathbb{R} \wedge \exists \mathbf{w} \in \mathbb{R}^{n}\right)\left(\left(\forall \mathbf{x} \in X_{0}\right)\left(\mathbf{w}^{T} \mathbf{x} \leq \theta\right) \wedge(\forall \mathbf{x} \in\right.$ $\left.\left.X_{1}\right)\left(\mathbf{w}^{T} \mathbf{x}>\theta\right)\right)$.

The limitation posed by this property is often illustrated by the failure of the perceptron to correctly model the exclusive-or (XOR) gate. As shown in Figure 5.14, because of the non-linear decision boundary, there is no weight configuration allowing for a linear separation.


Figure 5.14: Non-linear-separability of exclusive-or gate results.

The following straightforward learning approach depends on a set of training data (Minsky and Papert, 1969):

$$
D:=\{(\mathbf{x}, d(\mathbf{x})) \mid \mathbf{x} \in X\}
$$

where $X \subset \mathbb{R}^{n}$ is the input data domain and $d: X \rightarrow\{0,1\}$ is the desired classification result. Here and in the following, analogous to the bias formulation depicted in Figure 5.13, we assume the input vector to be extended by a constant 1 , and the weight vector by $-\theta$, respectively. The error can then be given as:

$$
E(\mathbf{x}, \mathbf{w}):=d(\mathbf{x})-f(\mathbf{x} ; \mathbf{w})
$$

In the case of a correct classification, $E$ yields 0 , samples falsely classified as 1 or 0 yield 1 or -1 , respectively. An update step is then defined as follows:

$$
\begin{equation*}
\widehat{\mathbf{w}}:=\mathbf{w}+\eta E\left(\mathbf{x}_{l}, \mathbf{w}\right) \mathbf{x}_{l}, \tag{5.26}
\end{equation*}
$$

where $\mathbf{x}_{l}$ is an input vector of the training set and $\eta \in[0,1]$ is a user-provided learning rate.
The update rule (5.26) is applied on the entire training set, and the whole procedure is repeated until a termination criterion, such as a certain error ratio, is met. Novikoff (1962) proved that under linearly separability, this algorithm converges. If the classification sets are not linearly separable, however, the algorithm does, in general, not converge. ${ }^{22}$

In order to render ANN learning amenable to gradient descent methods, a differentiable variant of the step function (see Definition 5.3) is commonly used. For that purpose, it is convenient to regard the function $f$ as composition of the integration function $\left(\psi: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}\right)$ and the scalar activation function ( $\phi$ ), i.e.,

$$
f_{\theta}(\mathbf{x} ; \mathbf{w}):=\left(\phi_{\theta} \circ \psi(\mathbf{w})\right)(\mathbf{x}) .
$$

In Definition 5.3, integration is performed as a weighted summation, whereas for the activation a step function was used, which can, for example, be replaced by a (differentiable) sigmoid function,

$$
\phi_{\theta}(x)=\tanh \left(\frac{x-\theta}{2}\right) .
$$

Then, the correction term of (5.26) is replaced by the following expression:

$$
\begin{equation*}
\widehat{\mathbf{w}}=\mathbf{w}+\eta\left(d\left(\mathbf{x}_{l}\right)-f_{\theta}\left(\mathbf{x}_{l} ; \mathbf{w}\right)\right) \phi_{\theta}^{\prime}\left(\psi\left(\mathbf{x}_{l} ; \mathbf{w}\right)\right) \mathbf{x}_{l} \tag{5.27}
\end{equation*}
$$

[^83]where $\phi_{\theta}^{\prime}$ denotes the first derivative of $\phi_{\theta}$. server started The rationale for this update scheme can be illustrated by assuming the following error due to the current weight configuration $\mathbf{w}$ and with respect to the training instance $\mathbf{x}_{l}$ :
$$
E_{D}(\mathbf{w}):=\frac{1}{2}\left(d_{l}-f_{\theta}\left(\mathbf{x}_{l} ; \mathbf{w}\right)\right)^{2}
$$

For the gradient with respect to $\mathbf{w}$ we then have ${ }^{23}$

$$
\nabla E_{D}=-\left(d_{l}-f_{\theta}\left(\mathbf{x}_{l} ; \mathbf{w}\right)\right) \phi_{\theta}^{\prime}\left(\psi\left(\mathbf{x}_{l} ; \mathbf{w}\right)\right) \mathbf{x}_{l}
$$

Applying this error measure to the same training iteration algorithm as before turns it into a gradient descent scheme, often referred to as delta learning rule.

The restriction to linear separability of the single layer perceptron can be obviated by employing multilayer networks with multiple processing units (schematically demonstrated in Figure 5.15). For the following considerations, we will formally define the feed-forward neural networks as used in this work. For the sake of a concise treatment, the input parameters are regarded as input nodes, and the outputs net are represented by output nodes.

Definition 5.5 (Feed-forward neural network) A feed-forward (artificial) neural network is a DAG, with $G=\left(V_{i}, V_{o}, V_{n}, E\right)$, where $V_{i}$ are the input nodes, $V_{n}$ are the processing units, $V_{o}$ are the output nodes and $E$ are the directed, weighted edges:

$$
(e=(u, v, w) \in E) \Longrightarrow\left(u \in V_{i} \cup V_{n} \wedge v \in V_{o} \cup V_{n} \wedge w \in \mathbb{R}\right)
$$

In order to use the same notation as for the single layer perceptron, a few auxiliary definitions are introduced in addition.

The input to a unit $v \in V_{n} \cup V_{o}$, is given by the edges

$$
E_{v}:=\left\{\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \in E \mid v^{\prime}=v\right\}
$$

The input arity of $v$ is hence $n_{v}=\left|E_{v}\right|$. Let, like before, $\psi_{v}: \mathbb{R}^{n_{v}} \times \mathbb{R}^{n_{v}} \rightarrow \mathbb{R}$ be the integration function and $\phi_{\theta_{v}}: \mathbb{R} \rightarrow \mathbb{R}$ the activation function, where $\theta_{v}$ is the threshold corresponding to the node.

Let $I$ be an index set of $E_{v}$, with some bijection $s: I \rightarrow E_{v}$. Then the weight parameter vector is given as $\mathbf{w}_{v}=\left(w_{i}\right)_{i \in I}$. Further, let $x_{u} \in \mathbb{R}$ be the output of a node $u \in V_{i} \cup V_{n}$ either as the result of the activation function $\phi$ or, if $u \in V_{i}$, an input parameter. Then, we can define the input of $v$ as $\mathbf{x}_{v}=\left(x_{i}\right)_{i \in I}$.

In addition to misplaced folklore, which arrived at the conclusion that the results for the singlelayered perceptron are valid also for multilayer variants, a major issue with multilayer variants was the lack of adequate learning algorithms. The popularity of ANNs drastically increased in the mid-1980s with the development of such learning algorithms. Today, a large number of different approaches are available, which can be distinguished according to the following categories:

- Supervised learning involves training data that is presented to the neural network. As shown for the delta rule, which also belongs to this category, the training data consists of input parameters and the corresponding target response of the neural net. Both the selection of the training set and its presentation to the network are normally managed by an external agent. Weights are adapted such that a satisfactory agreement between target and actual response is achieved.
- In the case of unsupervised learning, no teaching agent is involved. Instead, the network is expected to autonomously define rules based on the data it is confronted with. A common application is to reveal (a priori unknown) structures of data, for example, by clustering.
- Reinforcement learning is commonly applied in tasks for which an ad hoc response to a, potentially dynamic, environment is required. There, learning is performed implicitly, by adapting the weights based on the consequence of the current response, often through a reward mechanism. In addition, the exploration of the search space is autonomously (e.g., heuristically) performed by an agent. In a way, evolutionary algorithms can be said to utilize the reinforcement learning paradigm.
${ }^{23}$ For more details, see Rojas (1996, chap. 7)
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Figure 5.15: Multilayer perceptron with an input layer, two single hidden layer and an output layer. Corresponding nodes are from the sets $V_{i}, V_{n}$ and $V_{o}$, respectively. The weight edges (connections) are given by a triple ( $u, v, w$ ), where $u$ and $v$ are the connected nodes and $w$ is the weight factor of the connection. The inputs to each node are denoted as a vector $\mathbf{x}$, the corresponding weights as $\mathbf{w}$. Each processing unit (nodes in the hidden layer) consists of an integration function $\psi$ and an (typically sigmoid) activation function $\phi$.

In this work, for the task of function approximation, we have restricted our focus to supervised learning strategies, for which a common approach is the backpropagation algorithm (Rumelhart et al., 1986; Werbos, 1990). It can be considered a recursive extension of the gradient descent approach for multilayered feed-forward networks. Since only at the output layer, the target pattern can be providedhidden layer output can be inferred, but no desired state can be defined-an error can be determined only there. The basic idea is to propagate this error backward through the network, applying the same weights as in the forward direction. The principal flow for a net with one hidden layer is shown in Algorithm 5.3. Similarly as before, the training set is defined as,

$$
D:=\{(\mathbf{x}, \mathbf{d}(\mathbf{x})) \mid \mathbf{x} \in X\}
$$

where $\mathbf{d}(\mathbf{x})=\left(d_{v}(\mathbf{x})\right)_{v \in V_{o}}$ are the target responses due to $\mathbf{x}$.

```
Algorithm 5.3: Backpropagation Learning for ANN with one hidden layer
    /* randomly initialize all weights*/
    for \((u, v, w) \in E\) do
        \(w \leftarrow\) random initialization
    while termination criterion not met do
        /* for all training samples */
        for \((\mathbf{x}, \mathbf{d}(\mathbf{x})) \in D\) do
            /* feed-forward step */
            foreach \(v \in V_{o}\) do
                \(o_{v}(\mathbf{x}) \leftarrow\) output due to \(\mathbf{x}\)
                \(\delta_{v} \leftarrow o_{v}(\mathbf{x})-d_{v}(\mathbf{x})\)
            /* backward step */
            /* compute hidden layer to output layer errors */
            foreach \(u \in V_{n}\) do
                \(\delta_{u} \leftarrow 0\)
                foreach \((u, v, w) \in E\) do
                    \(\delta_{u} \leftarrow \delta_{u}+w \delta_{v}\)
            /* compute input layer to hidden layer errors */
            foreach \(u^{\prime} \in V_{i}\) do
                \(\delta_{u^{\prime}} \leftarrow 0\)
                foreach \(\left(u^{\prime}, v^{\prime}, w^{\prime}\right) \in E\) do
                    \(\delta_{u^{\prime}} \leftarrow \delta_{u^{\prime}}+w^{\prime} \delta_{v^{\prime}}\)
            update weights
```

For a feed-forward network with a fixed topology, in which each node of a layer is connected with all nodes of the subsequent layer, an alternative concise notation can be adopted (cf. Rojas, 1996, pp. 170-171). Let $\mathbf{W}^{(l)}$ be the weight matrix from layer $l$ to layer $l+1$, with

$$
\mathbf{W}^{(l)}:=(w)_{i, j}^{(l)}
$$

where $i$ denotes a unit in layer $l$ that connects to a unit $j$ in $l+1$. Thus given $m$ units in $l$ and $n$ in $l+1$, we obtain an $m \times n$ matrix. Given the derivatives of the activation functions at layer $l$, which can be computed and stored during the feed-forward step, as the diagonal matrix:

$$
\mathbf{D}^{(l)}:=\operatorname{diag}\left((d)_{i}^{(l)}\right),
$$

for example, with

$$
d_{i}^{(l)}=\phi_{i}^{(l)}\left(1-\phi_{i}^{(l)}\right),
$$

in the case of a sigmoid function. Then, if we define $\phi$ as the output of the neural network due to the current weights and the presented input, and, like before, $\mathbf{d}$ as the target pattern, we have that

$$
\boldsymbol{\delta}^{(\ell)}=\mathbf{D}^{(\ell)}(\phi-\mathbf{d}),
$$

and we obtain the following recursion formula:

$$
\boldsymbol{\delta}^{(l)}=\mathbf{D}^{(l)} \mathbf{W}^{(l+1)} \boldsymbol{\delta}^{(l+1)} \quad l=1, \ldots, \ell-1 .
$$

Given an additive integration function as before, we can infer the weight correction matrix for a layer as follows:

$$
\Delta \mathbf{W}^{(l)}=\eta \boldsymbol{\delta}^{(l)}\left(\mathbf{x}^{(l-1)}\right)^{T}
$$

The above scheme can be readily used in Algorithm 5.3. There are two different modes in which the backpropagation algorithm can be executed:
(1) As an incremental learning routine, in which one or a few training instances are presented to the network, leading to a instant weight correction, transforming the approach into a stochastic gradient descent procedure,
(2) or as a batch learning routine, in which the entire training set is used for one iteration, rendering this approach a classical gradient descent routine.
Incremental learning offers a number of advantages (LeCun et al., 1998), especially with respect to the performance of learning since training samples are typically only considered in case of large errors and can be omitted if the observed output already shows a sufficient agreement with the presented target. Furthermore, stochastic gradient descent methods are generally less prone to prematurely converge to stationary points that are due to the form of the activation function or noisy training patterns. The non-determinism so met with, however, is also a source of error, potentially degrading its accuracy and, more importantly, its precision.

To stabilize convergence, especially in search space regions of ill-directed gradients, it is common practice to average the descent direction over a number of iterations (epochs). This technique sometimes referred to as gradient descent with momentum since it introduces an additional parameter, called momentum. Momentum defines the fraction by which a previous candidate contributes to the current gradient determination (Rumelhart et al., 1986). Alternatively, traditional line-search has been proposed to rigorously adapt the step width (Jones et al., 1990).

Another option to improve the convergence behavior of backpropagation is the use of adaptive learning rates. In that spirit, the resilient backpropagation (Rprop) (Riedmiller and Braun, 1992) makes use of step lengths, which are determined individually for each weight. Specifically, the learning rate is decreased if the sign of the partial error derivative with respect to the weight has changed in the current epoch. It is increased, in the case of a non-changed sign, and unaltered in case of a derivative of zero, which as we shall see is for algorithmic convenience. First we define,

$$
\Delta \partial E_{i, j}^{(k)}:=\left(\frac{\partial E}{\partial w_{i, j}}\right)^{(k-1)}\left(\frac{\partial E}{\partial w_{i, j}}\right)^{(k)}
$$

as the according derivative change from $k-1$ to $k$. We thus have for the learning rate adaptation that

$$
\eta_{i, j}^{(k)}:=\left\{\begin{array}{ll}
\eta^{+} & \Delta \partial E_{i, j}^{(k)}>0  \tag{5.28}\\
\eta^{-} & \Delta \partial E_{i, j}^{(k)}<0 \\
1 & \text { otherwise }
\end{array}\right\} \eta_{i, j}^{(k)}
$$

where $\eta^{-} \in[0,1)$ and $\eta^{+}>1$. Typically, the new learning rate is also bound to some $\left[\eta_{\min }, \eta_{\max }\right]$. In addition to a learning rate adaptation, the original Rprop version uses a weight backtracking mechanism. A number of different variants have been proposed, we will follow the classification of Igel and Hüsken
(2000) in terming (1) The original weight-tracking version Rprop $^{+}$, (2) the variant without weighttracking Rprop ${ }^{-}$, (3) the improved weight-tracking version iRprop ${ }^{+}$, (4) and the improved, non-tracking variant iRprop ${ }^{-}$.

The step length part of the Rprop algorithm is depicted in Algorithm 5.4. There, both variants Rprop ${ }^{+}$and Rprop ${ }^{-}$are illustrated (backtracking is controlled through the flag weight-tracking). The improved variant, devised by Igel and Hüsken (2000), incorporates a minor change, which according to benchmark results provided by the authors, leads to a significant performance improvement. It applies a backtracking step only if, in addition to a change of the error derivative direction, the global error increases due to a given weight change. Broadly put, for a situation in which the weight configuration is close to an optimum, for which the total error can be regarded as a criterion, an oscillation of the descent direction may still lead to a faster convergence compared to a step length optimization under an enforced descent direction. Consequently, the authors propose to conduct the retraction step (Algorithm 5.4; 1.7) only if additionally

$$
E^{(k)}>E^{(k+1)}
$$

```
Algorithm 5.4: Resilient backpropagation algorithm (Rprop)
    foreach \(w_{i, j}\) do
        if \(\Delta \partial E_{i, j} \neq 0\) then \(\quad / *\) no backtrack step */
            \(\eta_{i, j} \leftarrow\) update learning rate \(\quad / *\) as in (5.28) */
        if \(\Delta \partial E_{i, j} \geq 0\) then \(\quad / *\) same derivative direction as in previous epoch or
        backtracking */
            \(w_{i, j} \leftarrow w_{i, j}-\left\{\begin{array}{ll}1 & \partial E / \partial w_{i, j}>0 \\ -1 & \partial E / \partial w_{i, j}<0\end{array}\right\} \eta_{i, j}\)
        else if weight-tracking then /* derivative direction changed */
            \(w_{i, j} \leftarrow w_{i, j}^{(k-2)} \quad / *\) retract weight change */
            \(\Delta \partial E_{i, j} \leftarrow 0\)
```

A closer local approximation of the error function with respect to some weight settings can be achieved by incorporating second-order information. Along that line, Fahlman (1988) has proposed a backpropagation variant that he termed QuickProp and which uses quadratically approximated error responses. Instead, however, of actually computing second derivatives, a secant approximation is employed. The routine can hence be considered a pseudo-Newton method. For the weight correction for an iterate $k$, we have

$$
\left(\Delta w_{i, j}\right)^{(k)}:=\left(\Delta w_{i, j}\right)^{(k-1)} \frac{\frac{\partial E}{\partial w_{i, j}^{(k)}}}{\frac{\partial E}{\partial w_{i, j}^{(k-1)}}-\frac{\partial E}{\partial w_{i, j}^{(k)}}} .
$$

As in the traditional backpropagation approach, first-order derivatives can be conveniently computed during the feed-forward step.

Numerous other backpropagation variants have been proposed, including second-order methods, for example, using BFGS and low-memory BFGS Hessian approximations, Levenberg-Marquard methods (Battiti, 1992), or evolutionary algorithms (Yao, 1993). The performance of these methods strongly depends on the ANN application (where the network topology is an important factor). Because of the proven track record of successful applications and their wide availablility within ANN frameworks, we have restricted our investigations to classical backpropagation, iRprop and QuickProp.

### 5.6.2 Incorporation of Function Approximation for Local Search

In order to conduct the local search on a function approximated by a neural network, the respective facilities have to be integrated into the memetic algorithm. Specifically, (1) the training data set has to be inferred, stored and provided for the training phase of the ANN; (2) the local search has to adapted to operate on the approximated instead of the exact function; and (3) a model control, verifying the quality of the local-search-obtained candidate on the exact function has to be established.


Figure 5.16: Schematic of flow of memetic algorithm with function approximation.
The according flow of the memetic algorithm with fitness approximation is depicted in Figure 5.16 (modified after Popp, 2007). After each GA generation, the current population $P^{(k)}$ is added to the training population (Popp, 2007):

$$
P_{T}:=P_{T} \cup P^{(k)} .
$$

Additionally, like in the non-approximated memetic algorithm (MA), a trigger test is performed, determining whether a local optimization is to be conducted or not. Here, a static trigger, with an interval of 15 generations is used. In case of a negative trigger result $(\tau(k)=0)$, another GA generation is performed; otherwise the individuals for the local search step are selected. In accordance with the previously discussed tests, a random selection, with a probability of 0.1 is performed. In other words, about ten percent of the current population are subjected to local improvements. Let $P_{l} \subset P^{(k)}$ be the selected sub-population. The stored population $P_{T}$ is then used to train the feed-forward ANN. The trainingincremental or batch - is terminated after a sufficiently small error was achieved or a maximum number of epochs has been reached. The ANN model of the function is used as the objective function of the subsequent local optimization. We have restricted our analysis to the Nelder-Mead down-hill simplex algorithm, which we have found to yield acceptable local improvements. All candidates of the local selected sub-population $P_{l}$ are then locally optimized. As before, the continuous representation of the parameters current decision space parameters are used as the start value for the local optimization. No further transformation as in the case of the MA without approximation is required. Since the ANN
yields output values in the range of $[-1,1]$, the fitness has to be rescaled according to the range of the objective space (ibid.). Rescaling can be performed as a step in the fitness calculation, i.e.,

$$
\mu: \phi \mapsto \frac{1}{2}\left((\phi+1) y_{u}+(1-\phi) y_{l}\right)
$$

where $\phi$ denotes the approximated objective function and $\left[y_{u}, y_{l}\right]$ is the range of values to be obtained by $\mu$. Equivalently, the scaling can be applied to the final solution of the local optimizer. Since the actual objective value is discarded in the following steps, however, also scaling can be omitted. Instead, the locally optimized point undergoes a model control step. For that purpose, its parameters are transformed back into the MA decision space representation, which like before is taken to be the binary coding of the GA. The individual is then evaluated using the same fitness function employed in the GA. As before, in the case of unconstrained local optimizers such as the NM method, a clipping of box-constraint violating parameters is performed. The control evaluation can be expected to be the computationally most expensive step. It serves two purposes: first, it determines if the local, approximate fitness improvement prevails (a) on the exact fitness model and (b) using the nominal decision space representation. Particularly, if under exact fitness evaluation the locally modified individual does not outperform the original, GA-obtained solution, it is rejected. Only in the case of an improved fitness, the solution replaces the original candidate. Second, as in the non-approximate MA, the individual is assigned the exact fitness value, which servers as the criterion for the resumed GA and its operations. After all individuals of the local subpopulation have been optimized and controlled, and all accepted candidates have been transferred back into the GA population, the training population is deleted. This is done so in order to adapt the approximation model to the current state of the GA population and the according figure of the search space (ibid.). It could be broadly described as an ad hoc, snapshot-based model generation technique and is motivated by the conjectured properties of the so-obtained model: It accentuates the same search space regions as the GA does at the time of model generation. In other words, the model properties loosely follow the GA stages. In an early phase, in which the population is sampled rather arbitrarily, it can be expected to show a coarse global approximation. Later stages, can be assumed to lead to a model with a finer approximation of certain search space regions, because there exploitation plays a larger role. Similarly, if niching techniques are made use of, the ANN model should show an increasing adaptation to the emerging niches.

Similarly as for the function values, a scaling for the optimization parameters has to be devised, which maps the input to the $[-1,1]$ interval. This could be done in a straightforward way by exploiting the box constraints of the GA. As Popp (2007, chap.3) points out, however, ${ }^{24}$ this could lead to a situation in which all parameter values are either negative or positive, which would drastically impair the learning process. He thus devised the following scheme: Given an optimization parameter $x$ and the mean value $\hat{x}$ due to the current generation. Further let $x_{l}, x_{u}$ denote the current minimum and maximum values, respectively. The maximum absolute deviation from the mean is obtained by,

$$
x_{d}=\max \left(\left|\hat{x}-x_{l}\right|,\left|x_{u}-\hat{x}\right|\right),
$$

such that $\left[\hat{x}-x_{d}, \hat{x}+x_{d}\right]$ constitutes a symmetric range. And hence

$$
\begin{equation*}
\left[\hat{x}-x_{d}, \hat{x}+x_{d}\right] \rightarrow[-1,1] \tag{5.29}
\end{equation*}
$$

yields the desired property of a mean of zero of scaled parameters.
As argued before, ANNs with at least one hidden layer are suited for universal function approximations. The total number of processing units can of course be expected to somehow reflect the "complexity" of the search space, for example, such as multi-modalities. On the other hand, for a efficient learning phase, the number of connections and consequently the number of nodes is to be kept as small as possible. For the purpose of this work, the number of input and output nodes are predetermined: there are as many input nodes as there are optimization parameters, and, since we are concerned with a single-objective MA, a single output node is employed.

[^84]The performance of the learning algorithm strongly depends on the network topology, on the search space and on the training samples. Therefore an analytic selection of the algorithm and its parameters, such as the learning factor, is generally not possible. We have hence conducted several numerical experiments, from which we try to estimate rules for ideal settings. Of course, this procedure is rather imprecise in that it will not avert problem-specific adaptations. However, since precision is not a top priority for the local modification operator, it may result in good enough a heuristic for the real-world applications aimed at.

### 5.6.3 Benchmark Problems

In order to infer suited ANN configurations, including topology, and the learning algorithm and its parameters, a number of benchmark tests were conducted (Popp, 2007, chap. 4). The goal of the training phase was to achieve a mean-squared-error (MSE) of 0.001 or smaller, which in numerical pre-studies was identified as an adequate compromise between learning efficiency and network quality (ibid.). The first benchmark was conducted with the Rosenbrock function (see Appendix F), with 15 and 30dimensional inputs. ${ }^{25}$ The GA population sizes were set to 150 for the 15 -dimensional and to 300 for the 30 -dimensional case; maximum generations were 500 and 1500, respectively. The network topology was determined empirically by evaluating the learning success, the achievement of the designated MSE for different configurations. Both one and two-hidden-layered nets were considered. As the training algorithm, stochastic backpropagation with momentum $(\alpha)$ of 0.9 and a learning rate $(\gamma)$ of 0.2 was applied. The MA was set up to use a constant trigger, executing local search every 15 generations, for which the net was trained with the preceding generations. Thus in the case of 500 generations, 33 ANN approximations are generated. Egalitarian local search selection with a 0.1 selection probability was employed. A canonical, generational, binary-coded GA was used for this benchmark study, with point mutation ( $p_{m}: 0.05$ ), two-point crossover ( $p_{c}: 1.0$ ), roulette wheel selection, and without elitism.

Table 5.1: Comparison of incremental learning results for different network topologies on the 15dimensional Rosenbrock test function. The first row shows the topology; for two-hidden-layered nets, nodes per layer are separated by a dash. The success rate, that is, the number of cases in which the net achieved an error equal to or less than the target within the maximum number of 1000 epochs is presented in the second row. The last row contains the average number of epochs required to achieve the targeted MSE in the success case.

| Hidden nodes | 16 | 18 | 20 | $7-7$ | $8-8$ | $9-9$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Success rate | 0.93 | 0.95 | 0.95 | 0.67 | 0.81 | 0.95 |
| Avg. number of epochs | 452 | 479 | 443 | 556 | 578 | 429 |

As shown in Table 5.1 for the 15-dimensional case, topologies with a single hidden layer exhibit a low sensitivity against the exact number of nodes both with respect to the training success and the number of epochs required to achieve the error target. For the two-layered case, the minimum node number for an acceptable learning success rate seems to be 9-9 (Popp, 2007, chap.4). Leaner configurations drastically degrade the success probability while at the same time increasing the average epochs. In the case of a single-hidden-layered net, the exact number of nodes have a less pronounced impact on the learning success and the learning speed can be observed (ibid.). The approximate rule, proposed by Berke and Hajela (1992) and Carpenter and Barthelemy (1993), which suggests a number of hiddenlayer nodes on the order between the average and the sum of input and output nodes, appears to also be applicable here.

In a next step, we have evaluated the impact of the algorithm on the problem-specific performance of learning (see Popp (2007)). Taking the same Rosenbrock function example, we have conducted an

[^85]Table 5.2: Comparison of learning success for different algorithms and parameters on Rosenbrock's function for a single hidden layer with 20 nodes and for two hidden layers with nine nodes each (99). Incremental backpropagation is conducted with different learning rate ( $\gamma$ ) and momentum ( $\alpha$ ) configurations; for QuickProp, the learning rate is varied, while iRprop is a parameter-less algorithm. Each result consists of two values, the average success rate and the average number of epochs in case of a successful training, in which the designated MSE was achieved. The best results are typeset in bold. The worst results are shown in italics.

| Hidden Layers | 20 | $9-9$ | 20 | $9-9$ | 20 | $9-9$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |

Incremental Backpropagation

|  | $\gamma$ | 0.2 |  | 0.5 |  | 0.7 |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0.0 | $\mathbf{0 . 9 7}$ | 0.91 | 0.95 | 0.92 | 0.95 | 0.95 |  |
|  | 482 | 463 | 434 | 434 | 443 | 439 |  |
| 0.5 | $\mathbf{0 . 9 6}$ | 0.87 | 0.95 | 0.93 | 0.95 | 0.93 |  |
|  | 438 | 431 | 463 | 441 | 462 | 437 |  |
| 0.9 | 0.95 | 0.95 | 0.93 | 0.9 | 0.95 | 0.92 |  |
|  | 443 | 429 | 432 | 478 | 424 | 479 |  |


| QuickProp |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
|  | 0.2 |  | 0.5 |  | 0.7 |  |
| $\gamma$ | 0.95 | 0.88 | 0.92 | 0.95 | $\mathbf{0 . 9 6}$ | 0.89 |
|  | 442 | 442 | 478 | $\mathbf{4 1 6}$ | 460 | 483 |

iRprop

| 0.95 | $\mathbf{0 . 9 6}$ |
| :--- | :--- |
| $\mathbf{4 0 5}$ | 462 |

experiment in which we compared incremental backpropagation, QuickProp, iRprop and the respective parameters. The results are summarized in Table 5.2. Again, the 20-node, single-hidden-layer network proved relatively insensitive against the learning algorithm and parameter selection. The best result in terms of required learning epochs was achieved with the parameter-less iRprop approach, where at the same time the success rate was acceptable. Critical success rates below 0.9 can be observed only for the two-hidden-layered net.


Figure 5.17: Comparison of performances of approximated and non-approximated memetic algorithm on 15 -dimensional Rosenbrock function. The solid line shows the result obtained with a one-hidden-layered 20-node ANN, the dashed line demonstrates the convergence for a two-layered ANN with nine nodes in each layer, and the dotted line denotes the MA without approximation. Both fitness values and number of evaluations are shown in logarithmic scale.

Figure 5.17 shows a comparison of the convergence rate obtained by the two approximated (20 and 9-9 hidden-layered) and the non-approximated MA, all other settings identical. Specifically, both algorithms employ the same Nelder-Mead technique, limited to a maximum of 50 iterations. The initial simplex was set to a 0.001 expansion in all directions. The horizontal axis in the graph denotes actual function evaluations. That is, calls of the approximated function are not shown. All results constitute an average over five independent runs. Neither the single-layer nor the two-layer approximation models reach the same sub-optimal solution as the MA. ${ }^{26}$ The flat plateau in the vicinity of the minimizer of Rosenbrock's function render it difficult for both the GA and the Nelder-Mead algorithm. The approximation model aggravates the situation in that even small local deviations from the exact objective function may lead to a different local search behavior. To illustrate, we have conducted an experiment using Rosenbrock's function in two dimensions (Popp, 2007, chap.4). There, the domain was restricted to $[-10,10] \times$ $[-10,10]$.

Figure 5.18 shows the graph of the exact along with the approximated function, which was obtained from the iRprop-trained ANN after the first 15 GA generations, for which candidates in a domain of about $[-8,8] \times[-10,10]$ occurred. The corresponding, non-scaled approximated function is given by $f:[-1,1]^{2} \rightarrow[-1,1]$. In addition to the apparent errors at the bounds of $x_{1}$, the approximate shows a small, yet effective deviation within the plateau, and hence to an optimum different from the nominal one at $(1,1)$.

A similar situation occurs in the 30 -dimensional Rosenbrock case. For example, conducting an experiment with 30 input nodes and a single-hidden-layer with 25 nodes, again using the iRprop training algorithm, and five independent runs, shows a close agreement of the resulted sub-optimum with the

[^86]

Figure 5.18: Comparison of exact graph of two-dimensional graph of Rosenbrock's function and the approximate obtained through ANN training after 15 MA generations. Approximate function is presented in the ANN domain, i.e., $f:[-1,1]^{2} \rightarrow[-1,1]$.
one obtained through the non-approximated MA (see Figure 5.19). ${ }^{27}$ The high dimensionality of the problem, however, presents a pronounced problem to the NM method, which is reflected by the large average number of function evaluations (912) required per local improvement step.

In order to verify the performance of the proposed approach on multimodal search spaces, another test was performed on Schwefel's function (Appendix F), with a 20-dimensional decision space (Popp, 2007 , chap. 4). The population size was 150 . The maximum generation number was 1500 . In this test, incremental backpropagation using a momentum of 0.9 and a learning factor of 0.2 was applied, where the same MSE of 0.001 was aimed at (and on average reached after 196 epochs). As depicted in Figure 5.20, which shows the convergence graph for five independent runs, the convergence of the MA with approximation is more rapid-with respect to the required function evaluations-than the nonapproximated one. However, the search performed on the approximate model leads to an oscillation around a fitness of about -0.9 , which is above the average value of -0.013 found with the exact model. The corresponding differences in the decision space are small. For example, the (Euclidean) distance between the global minimizer and the solution found by the exact MA is about 0.27 , while global minimizer and the average solution of the approximated MA are separated by a distance of less than three. In other words, both MAs have found solutions, whose attractor is the global minimum. The imprecisions can be attributed to model and sampling inaccuracies and their interaction.

In conclusion, the benchmark experimentations have demonstrated the performance improvement potential of the proposed approximation scheme in conjunction with the MA. Even for the highly multi-modal search space of Schwefel's function, no significant degrade of the accuracy of the found solutions occurred. Similarly, in the Rosenbrock function case, which because of its quasi-stationary region can be considered "hard" for both the evolutionary algorithm and the NM method, the inclusion of an approximation, did not lead to a deteriorated convergence. It can be speculated (but has not been verified here) that an intensified search or a meta-MA approach, as explained earlier, may exhibit further improvement potentials. Of course, the actual performance strongly depends on numerous other actuating factors set by the problem and the local and global search configuration. For example, niching

[^87]

Figure 5.19: Comparison of performances of approximated (solid line) and nonapproximated (dotted line) memetic algorithm on 30-dimensional Rosenbrock function. For the ANN, a single hidden layer with 25 nodes was used. Both axis are in logarithmic scale.


Figure 5.20: Comparison of performances of approximated (solid line) and non-approximated (dotted line) memetic algorithm on 20-dimensional Schwefel function. (a) Entire convergence graph in double logarithmic scale. (b) Close-up of convergence graph around 10000 evaluations. The non-approximated MA shows a significantly longer retention time per fitness value. This is because of the high number of function evaluations required for the local search on the exact function.
approaches, not considered in the former tests, can be expected to concentrate the approximation model to locally sub-optimal regions, posing both a better approximation in the respective regions but also the risk of an overfitting of the ANN and hence a loss of fidelity.

## 6 Simulation and Optimization Framework

The feasibility of the optimization approach aimed at in this work depends on a number of aspects, including an efficient lithographic simulation environment, the implementation of the employed optimizers and mechanisms to exploit the inherent parallelism of the evolutionary algorithms. This chapter presents a brief overview of the respective tools.

### 6.1 Lithography Simulation Environment

As discussed in Chapter 3, the simulation of the lithographic process requires a wide range of numerical models, at least a subset of which can also be expected to be involved when performing process optimizations. For the examples presented in the next two chapters, the following solvers are essential:

- A rigorous EMF solver, applicable both to the mask and the wafer domain.
- An efficient vector imaging model, which supports incidence-dependent spectra and captures thinfilm effects.
In addition, the optimization routine needs to be able to efficiently execute the employed solvers and to access the resulted data. The simulation framework Dr.LiTHO (Erdmann and Henke, 1999; Fühner et al., 2007b) used in this work meets these requirements by providing: ${ }^{1}$
- An FDTD solver (see Section 3.1.1) and the waveguide method, including a domain-decomposition method (see Section 3.1.2).
- An Abbe imaging routine (Section 3.2.5) based on both fixed source and pupil grids. Furthermore, a more recent variant (Evanschitzky et al., 2009) allows for an arbitrary source point specification and continuous-domain projector pupil definition. Both implementations employ vector imaging models, support incidence-angle-dependent spectra and are able to account for thin-film effects.
- An interface to the purely interpreted programming language Python that enables full access to most of the internal data.
- Photoresist models as discussed in Section 3.4.


### 6.2 Single-objective Genetic Algorithm

The single-objective genetic algorithm used in this work is implemented in C and comprises a Python interface. This architecture permits a direct integration with the previously described lithography simulation environment. For example, fitness functions can be tailored for a direct interaction with the simulation environment. Furthermore, the object-oriented design of the GA, albeit not using an objectoriented language for its core, allows for a straightforward extension, either by adding additional components to its C core or, for less involved modifications, by expanding the Python interface. To highlight its inherent niching capabilities-using restricted tournament selection (RTS) (see Section 4.9.2) - this implementation has the recursive acronym "GiNGA is a niching genetic algorithm (GiNGA)." GiNGA is aimed mainly at being a binary-coded GA, supporting standard binary and Gray code. Real-coded chromosomes can be used as well but are not considered in this work. For the optimization problems examined here, a number of different domains are employed, including integers, real numbers or bit patterns, for which also different binary coding schemes are devised. The standard mapping for real numbers can be briefly described as follows: Given a parameter $x \in \mathbb{R}$ and a box constraint:

$$
l \leq x \leq u
$$

[^88]$l, u \in \mathbb{R}$. Additionally, let $d$ denote the number of desired decimal places, by which the target granularity or precision of $x$ is determined. The required bit-string length for the parameter $x$ is then given by
$$
\ell:=\left\lceil\log _{2}\left((u-l) 10^{d}+1\right)\right\rceil,
$$
where $\log _{2}(\cdot)$ denotes the logarithm of base two and
$$
\lceil u\rceil:=\min \{z \in \mathbb{Z} \mid z \geq u\} \quad(u \in \mathbb{R})
$$

Consequently, the (truncated) binary representation of $x$ is found by mapping the number to the range $[0,1]$ and by then scaling it according to the previously obtained bit-string length:

$$
a_{10}:=\frac{x-l}{u-l}\left(2^{\ell}-1\right) .
$$

Finally, this number is converted into the binary or Gray representation. Vice versa, to decode a single parameter after its position in the bit-string is located and its decimal representation is obtained, denoted again by $a_{10}$, we have that

$$
x:=\frac{a_{10}}{2^{\ell}-1}(u-l)+l .
$$

GiNGA provides the following operators:
(1) one-point, two-point and uniform crossover (see Section 4.6),
(2) point mutation (see Section 4.7) and
(3) roulette wheel, rank-based and tournament selection (see Section 4.5),
employing the usual control parameters (see Section 4.8). Parameter adaptation have not been considered in this work. GiNGA is a generational, elitist GA, where the number of elite solutions can be user-configured. Where not otherwise noted, the following settings have been used:

- Gray code,
- restricted tournament selection,
- two-point crossover ( $p_{c}: 0.6$ ),
- point mutation $\left(p_{c}: 0.005\right)$ and
- no explicit elitism under RTS.

GiNGA has been used in a number of applications not related to this work (Tollkühn et al., 2003; Fühner and Jung, 2004; Ortiz et al., 2004).

### 6.2.1 Caching of Fitness Values

In most optimization applications, the evaluation of a solution's merit is the most expensive step in terms of computation time. In contrast, genetic operations, such as crossover or mutation, require only a very small fraction of the overall runtime. On the other hand, some GA operations require a repeated evaluation of individuals for which a fitness has been previously determined. Although some of these operations can be implemented such that the GA is aware of valid merit values, in many cases this is either not possible or would involve a high level of administrative routines. For the following examples no further bookkeeping is required:

Steady State GAs In the case of steady state GAs, only the worst individual of the current population is replaced by a newly created offspring. The rest of the population is left unaltered. For these remaining solutions no further fitness calculations are required.

Elitist Selection As with steady state GAs, for elitist selection the individual's chromosome does not change at all. Thus, no new fitness evaluation is performed.

Recombination When performing recombination, only a certain percentage (specified by the crossover probability $p_{\text {xover }}$ ) of the selected individuals are actually mixed. The other solutions are simply copied. The fitness for the copied individuals remains unchanged.

A moderate administrative effort has to be made for RTS. With RTS, individuals are randomly chosen and recombined. Obtained offspring individuals then replace their closest neighbors in the former population if and only if their fitness is higher than the neighbors' fitness. For this selection operation, fitness values might have to be re-calculated several times. However, it is relatively simple to add a mechanism that identifies if a fitness value is still valid or needs to be recalculated because of an interfering genetic operation (e.g., crossover).

In addition to the former cases, identical individuals may also be generated through other mechanisms. Especially in a later state of a GA run, with high selection pressure the probability of equivalent individuals as a result of genetic operations increases. In order to also exploit pre-evaluated fitness values for these cases, it is necessary to store merit results independent from the individuals. For that, a caching mechanism was developed: Before evaluating an individual's pay-off by calling the objective function, it is first tested whether a merit corresponding to the solutions chromosome is already stored. If so, this value is assigned to the new solution. If it is not present in the cache, the fitness function is called, the yielding value is assigned to the individuals but is also stored in the cache. Algorithm 6.1 demonstrates the flow.

```
Algorithm 6.1: Fitness Cache
    if IsInCache \((A)\) then
        \(\mu(A) \leftarrow \operatorname{GetFitnessFromCache}(A)\)
    else
        \(\mu(A) \leftarrow \operatorname{Evaluate}(A)\)
        StoreInCache \((A, \mu(A))\)
```

For binary strings with fixed lengths (which are common for GAs), the cache can be organized very efficiently by regarding the chromosome as a binary tree. Fitness values are stored as leaves of this tree. Figure 6.1 gives an example of this tree representation of a chromosome with length three, yielding eight $\left(2^{n}\right.$, where $\left.n=3\right)$ different chromosome combinations. Instead of having to linearly search through a maximum of all eight stored chromosomes, this representation limits the maximum search depth to three $\left(n=\log _{2}\left(2^{n}\right)\right)$. Each bit can be regarded as a node determining whether to follow the left or right branch. In the final node or leaf, the fitness value is stored. An incomplete path indicates that no fitness value corresponding to the chromosome is found. In this case, the fitness value has to be actually evaluated.


Figure 6.1: Binary tree representation of chromosomes.
Objective values are stored in the same way. Non-existing branches are created such that a complete path, reflecting the chromosome's bit, down to the leaf level is generated. Even for very long bit-strings and a large number of chromosomes, this strategy is efficient and helps to save numerous time-consuming calculations.

Example 6.1 Given a chromosome length of 50: The number of possible combinations is hence $2^{5} 0=$ 1125899906842624. However, the maximum depth of the binary tree is 50. Thus, in order to retrieve a fitness value from the cache, a maximum of 50 branch-tests has to performed. Also, in case of a cache miss, that is, the corresponding fitness was not saved, the time loss corresponds to 50 branch-tests.

### 6.3 Multi-objective Genetic Algorithm Implementation

The multi-objective GA adopted in the scope of this work is termed Python multi-objective evolutionary algorithm (Pythmea) and was developed by Seifert (2006a). It implements both the NSGA-II (see Section 4.11.3) and the SPEA2 (see Section 4.11.4) algorithms. Its modular concept, however, also allows for the recombination of different aspects of different algorithms, for example, combining NSGA-II with an SPEA2 archive. Like GiNGA, its default representation is binary, employing the same standard coding scheme for integer and real numbers. Pythmea uses the same GA operators and defaults as GiNGA. Additionally, it provides functions to analyze optimization results and to assess the optimization performance (see Section 4.11.5).

### 6.4 Problem Definition Interface

For an optimization approach to be efficient, the problem formulation has to be closely tailored to it. Depending on the assumptions made and on the numerical models employed, an exchange of the optimization approach is often far from being straightforward. This situation is aggravated by the fact that pre-existing optimization routines often greatly differ in terms of their interface. That is, even if a problem could be principally effortlessly reformulated to render it amenable for a different optimizer, a number of practical, implementation-related problems and incompatibilities may lead to significant complications. In this work, a single problem is often solved with multiple optimization approaches, for example, to study the impact of multi-objective compared to single-objective genetic algorithms. In order to be able to re-use problem formulations, we use a Python-implemented interface called OptProb, originally devised by Seifert (2007) and only briefly summarized here. OptProb does not itself provide any functionality other than data structures and activities harmonizing the interfaces of different optimizers. It can hence be considered an adapter framework.

The main components of $O p t P r o b$ are as follows:

- Parameters are defined using the Parameter adapter, which provides attributes such as granularity, bound constraints and an initial value. Most of these attributes are optimizer-specific. Only those attributes required by the targeted approach have to be supplied.
- Similarly, objectives can be specified through the Objective adapter. Objectives may contain merit functions or solely serve to collect pre-computed results. In the multi-objective case, each criterion is specified by one Objective instance. In order for a dual problem formulation, both as a singleobjective and as a multi-objective one, an additional aggregate objective can be defined, called CombinedObjective. There, additional weight parameters to control the aggregation, which may for example have the form of a weighted sum, can be provided or dynamically assigned by the optimization routine.
- The Constraint adapter allows the definition of constraints, generally in combination with a function. Constraints can be classified as linear, non-linear, equality and inequality constraints through attributes.
- The main interface class is called Problem. It serves as a container for the former entities but also provides a number of function interfaces, for example, the evaluate() routine, called by the optimization algorithm and intended to perform time-consuming computations, which may be deferred to external programs or libraries.
All optimization routines used in this work are either designed or modified to conform to the OptProb interface, thus facilitating a straightforward transition from one optimizer to another, provided the problem has also been formulated using OptProb.

In addition to the above core functionality, $O p t$ Prob provides a number of convenience routines, for example, to store results for statistic purposes and to visualize optimality sets in order to facilitate the post-optimization decision making process. Figure 6.2 shows an example obtained from the simultaneous source/mask/projector optimization discussed in Section 7.4. On the left (a), the Pareto front (green circles) of two criteria of the multi-objective problem - sidelobe printability minimization and NILS maximization-is shown. Three candidates are manually selected (red circles), one of which is solution 1269 , also shown in the spread sheet window (b). For further investigations, the solution can be reevaluated.

(a)

(b)

Figure 6.2: OptProb result browser: (a) Plot of dimension-reduced Pareto front given by two criteria of the multi-objective problem. User-selected individuals are marked red. (b) Spread sheet view of the same population, scrolled to show one of the selected solutions, which could be re-evaluated for further investigations.

OptProb can also be used to encapsulate simulation and evaluation routines. For example, the lithographic process and the respective assessment routines of the mask absorber optimization examples in

Chapter 8 have been combined into a class infrastructure that heavily utilizes the $O p t P r o b$ interface. This is schematically shown in Figure 6.3.


Figure 6.3: Optimization framework, consisting of an optimizer, for example a genetic algorithm, the problem formulation interface (OptProb), the evaluation abstraction layer (MStackEvaluator) and the simulation environment (e.g., (Dr.LiTHO)).

### 6.5 Task Distribution Environment

Population-based algorithms such as evolutionary or memetic algorithms are well suited to be parallelized. This is because many individual function evaluations are mutually independent and can hence be conducted concurrently. There are different scopes or levels at which an explicit parallelism can be introduced (Cantú-Paz, 1997; Talbi et al., 2008). For example, the subpopulations of island models (Grosso, 1985; Cohoon et al., 1987), which, broadly put, are isolated, individually evolved and then intermigrated, ${ }^{2}$ often serve as an adequate unit of concurrency (e.g., Gustafson and Burke, 2006). This technique is especially well suited for evaluation functions with low runtimes, where a communication overhead presents a significant efficiency penalty. In our case, the opposite is true: Function evaluations can be expected to be long-running, and a moderate communication overhead can be considered negligible. A straightforward master-slave parallelization - as it is called by Cantú-Paz (1997) - is thus suited. For that purpose, we have adopted two alternative mechanisms:
(1) Message passing interface (MPI): a communication framework which provides a high-level interface for parallelization tasks on distributed memory systems (Gropp et al., 1999). It is available for many computer architectures. Programming bindings include C/C ++ and Fortran. Although some implementations (especially of the new version MPI 2) provide mechanisms for fault-tolerance and load-balancing, including these features is intricate and has to be specially tailored per application. In addition, there is a number of different MPI implementations, many of which are not compatible to each other, making it difficult to provide portable programs.
(2) A distributing Python tasks environment (DisPyTE): an event-driven distribution environment with a certain fault-tolerance and load balancing mechanisms. It is briefly explained in the following.
DisPyTE was developed by Popp (2005) for the distribution of concurrent computational tasks, for example, in the scope of parameter studies or optimization. ${ }^{3}$

It can be described as a requester/worker framework, where remote worker processes provide arbitrary computation services, and a requester dispatches distributable tasks by conferring them on a broker.

[^89]As soon as the broker finds a suited, idle node, it assigns it a new dispatched task. Once a worker has finished a task, it sends its result back to the broker. This result is then made available to the requester by triggering a callback function. Figure 6.4 illustrates the main components and principle call scheme of DisPyTE.


Figure 6.4: Main components and call scheme of DisPyTE.

An implicit load-balancing mechanism is inherent to DisPyTE, since the broker distributes tasks only to idle workers. Thus for example, a worker that is twice as fast as another one will in general be assigned twice as many tasks. Once all tasks are assigned, the broker starts to redundantly distribute unfinished jobs. By so doing, very slow nodes are prevented from thwarting the overall job performance. As soon as a job has been completed, the corresponding computation on the redundant worker nodes is canceled.

The proposed approach is also fault-tolerant in that it is not dependent on the success of all nodes. If a worker fails, the pending task is re-assigned to a different worker. Even in case no workers are currently available, the broker will not fail but wait for new computing entities to attach.

DisPyTE does not depend on a specific interprocess communication mechanism. But as a first implementation, the Python package Twisted Matrix proved an ideal framework (Fettig, 2005). It provides mechanisms for an asynchronous, event-driven network communication, directly reflecting the callback mechanisms of DisPyTE. As demonstrated in Figure 6.5, in order to remotely execute a routine, a socalled deferred is called. Both a callback and an error callback (errback) are attached to this deferred. Once the remote process has set a value on the deferred, the callback is triggered. In case of an error, the errback is executed instead.

One major advantage of the proposed concept is its modularity: Any component can be easily replaced by a custom implementation. Thus an integration of problems defined through the OptProb interface is straightforward (see Section 6.4).


Figure 6.5: Twisted deferreds: once the remote process sets a value on the deferred a previously attached callback is triggered; in case of an error an optional errback is called.

### 6.6 Brokered Network for Hybrid Optimization Approaches

A similar framework as DisPyTE, but specifically tailored to facilitate the hybridization of of two or more optimization routines was developed by Dürr (2006a); Dürr et al. (2007a). A related approach was developed by Cahon et al. (2004), albeit their comprehensive ParidesEO framework is better described as a $\mathrm{C}++$ optimization building block library, providing a large number of components for heuristic and deterministic optimizers, evaluation and parallelization (including MPI and grid-computing facilities). A similar Java-based building block framework, not inherently providing parallelization functionality, called MAFRA (Memetic Algorithm FRAmework) was devised by Krasnogor and Smith (2000).

Heavily making use of communication agents, termed brokers, the environment used in this work has the recursive acronym "LisBON is brokered optimization network (LisBON)." Like DisPyTE, it makes use of an event-driven interprocess communication, allowing for function evaluation workers but also optimization processes to be distributed onto multiple machines. In the current implementation, which is exclusively realized in the programming language Python, an XML-RPC ${ }^{4}$ protocol is used for the underlying interprocess communication. In the current version, LisBON does not employ any fault tolerance. It is hence best suited to be executed in dedicated cluster environments or multi-processor machines.
In order for LisBON to be applicable, two prerequisites have to be met:
(1) The employed optimization algorithms have to be separable into individual steps. A step may for example consist of one or more GA generations or iterations of a local search routine. Most algorithms, such as the GA, the SQP or the NM methods either inherently fulfill this requirement or can be adapted such.
(2) The algorithms have to be designed such that they operate on one or a set (population) of solution candidates, which is the case for all methods considered in this work.
broker The broker constitutes the central entity as it controls the overall flow of the hybridized, distributed system. Any optimization step or function evaluation is instantiated by the broker. The broker thus also manages the communication and data exchange between the workers. Additionally, when supplemented with respective rules, the broker can spawn new processes, including function evaluators or search algorithms.
rule Rules determine the general flow of the hybrid optimization system and are hence processed by the broker. They can be considered small control code pieces triggering an action. As an example, also the trigger and selection mechanisms explained in Chapter 5 have been realized through the

[^90]definition of such rules. Other rules, for instance, governing the transfer of population containers or implementing a (self-)adaptive selection of memes could also be implemented.
worker Similarly to DisPyTE, LisBON introduces the notion of workers, which in contrast, however, are not limited to function evaluation entities but also encapsulate the optimization algorithms to be hybridized. This concept allows, for example, the concurrent execution of several local search instances.
population container Candidate solutions are transfered from and to the broker by means of containers that encompass a single solution or a population of solutions but that can also be annotated, for example, with additional state information optimization algorithms may depend upon.

Both the memetic algorithm (Section 5.3) and the memetic algorithm with function approximations (Section 5.6) used in this work are realized using LisBON. This is greatly facilitated by the fact that the LisBON framework complies with the OptProb interface (see Section 6.4).

## 7 Source/Mask Optimization

As shown before, lithographic process conditions are determined by a number of interacting properties, related to the illuminator, the projection system and the wafer stack, all of which can be individually optimized. Many of these actuating factors, however, mutually influence each other such that an isolated tuning of just a small set of parameters may easily lead to a suboptimal total lithographic performance. On the other hand, to render an optimization effort feasible and tractable it is inevitable to identify and separate units of the complete system, which then can be dealt with in a rigorous manner. One of such units is the lithographic imaging performance to whose improvement this chapter is devoted. As discussed in Chapter 2, without the utilization of advanced resolution enhancement techniques, the current optical lithography generation-operating at a wavelength of 193 nm -would fail to meet the requirements for state-of-the-art semiconductor technology nodes. Indeed, an enormous amount of efforts have been put forth to exceed the given physical limits. The obtained techniques attack all aspects of the lithographic system. And while many of these measures are now well-established either in lithography or in the scope of other optical instruments, their combination still poses a significant difficulty. It is for that reason that in a field that has long been utilizing all types of computer programs, the term computational lithography becomes increasingly popular. It also draws a future perspective, in which the set of available techniques such as RET is considered the toolbox from which an automated procedure assembles an appropriate combinations. Our effort, a rigorous source/mask optimization approach, is directed toward that goal.

As will be shown, in many of the related studies the approach is termed inverse lithography technique (ILT). Inverse problems in the scope of imaging problems can be broadly described as follows (Saleh and Sayegh, 1981): Given a prescribed output pattern, (an image or a resist pattern), a known forward transformation (e.g., imaging and resist response), the goal is to find an input pattern (mask) under which the prescribed output is obtained. For this problem to be well-posed, the forward transformation would have to be invertible. It is not, however, even without any regard to the source. To illustrate that the problem is highly ill-posed, just consider the band-limiting property of the projector, due to which numerous differently shaped masks lead to the same diffraction pattern. Thus a more relaxed formulation for the problem has to be established, such as a minimization of the error between prescribed and obtained output pattern. Yet, even such a formulation is highly ambiguous since any optimum will be strictly local. In other words, the search space is non-convex but instead highly multimodal. Consequently, it is often proposed to extend the problem by additional constraints in order to regularize it, that is, to reduce the degree of multimodality.

We believe that the problem is not an ill-posed inverse problem but ill-stated as an inverse problem, mainly for the following reasons.

- The aim is not to obtain a prescribed pattern. Rather, the output pattern should be an optimum with respect to or in some cases be constrained by a number of criteria, such as a minimum edge placement error, a high contrast and a stable through-focus behavior etc. Minimization of the difference between a candidate and a target image strongly biases the approach toward that target solution. The problem is then to generate a target such that this bias actually conforms to the intention.
- The aim is not to obtain just any input pattern. The regularization efforts clearly demonstrate that. Rather, the mask should meet a variety of manufacturability and precision criteria (such as a minimum MEEF).
- Process variability is prohibitive for a concise formulation of the problem as an inverse problem, hinted upon by the many robustness and sensitivity criteria incorporated into the approaches.

To avoid any misunderstanding, a large number of the approaches, also the ones termed ILT, do account for the problems highlighted above. But by doing so, they in fact do not treat the problem as an inverse formulation but as it is, a plain optimization problem. We will hence stick to the term source/mask optimization (SMO). ${ }^{1}$ There is one exception, when, as proposed by some, the problem is separated into two parts: (1) the search for an optimum wavefront and (2) the search for an ideal mask corresponding to that front. The second subproblem could indeed be termed "inverse." This property, however, can also be considered one of the greatest issues of this approach: At worst, any manufacturability constraints may foil the previous optimization step since the regularized mask may yield a diffraction spectrum rendering the total solution suboptimal.

Before we present the details and some results of our approach, we shall review the field of related work.

### 7.1 Related Work

Few of the ideas incorporated in SMO are entirely new. In fact, many of the techniques, especially those associated with mask optimization, have been either developed for or are already used in conventional OPC software (see Section 2.6.1). Two aspects distinguish SMO from traditional approaches: (1) The rigorous optimization of the source, which before was adjusted empirically or heuristically, and (2) the awareness that sources and masks have to be co-optimized in order for both to constructively combine to a stringent wavefront control.

Early rigorous optimization approaches include a series of papers in which the image synthesis problems for different illumination conditions were considered (Saleh and Sayegh, 1981; Saleh and Nashold, 1985; Nashold and Saleh, 1985; Sherif et al., 1995). There, the problem was stated as a search for an input pattern (mask) that minimizes the error between a prescribed image and the image under the input pattern. These approaches already accounted for a hard-limiting detector such as a photoresist. Different optimization routines including linear programming or mixed integer programmig approaches were applied. A related approach was proposed by Liu and Zakhor (1992). By subdividing the mask into regions for the transition from dark to bright areas (and vice versa) and by maximizing the image slope at the corresponding edges, their approach was able to yield solutions with a significantly improved contrast. For an approach suited in the regime of partial coherent imaging, the authors proposed the use of simulated annealing (see Section 4.1). Using their optimal coherent approximation, commonly termed SOCS (see Section 3.2.6) Pati and Kailath (1994) devised an optimization strategy similar to the one proposed by Saleh and Nashold (1985), albeit accounting for partial coherence.

Oh et al. (1999) proposed a stochastic source/mask optimization routine based on a pixelated representation of the mask and a parametric representation of stepper parameters. The source optimization is performed subsequently. The goal is to find an aerial image that closely resembles the target pattern. The mask optimization approach is similar to the procedure proposed by Saleh and Sayegh (1981): With each iterate, a pixel of the pixelated mask is randomly chosen and inverted. The pixel flip is accepted if and only if it reduces the resulted error. A two-fold manufacturability criterion is included: (1) During the optimization process, clusters of pixels are preferred over isolated ones. (2) A post-optimization routine regulates the mask such that it shows long edges and a reduced number of staircases. During the illumination optimization, the exposure latitude for a set of user-provided sample points is maximized. Due to the limited number of parameters, an exhaustive search is performed. The feasibility of the approach was shown for a number of cases, including chrome-on-glass (COG) masks and phase-shifting masks (PSMs). The authors emphasize the capability of their approach to automatically place serifs. A similar pixel-flipping procedure, used by the former author for the mask only, was later also proposed by Kim et al. (2003).

The rest of this section is devoted to the more recent developments, which will be discussed in more detail.

[^91]
### 7.1.1 Wavefront-based Source/Mask Optimization

Several authors have proposed to employ RET optimization approaches by rigorously accounting for their effect in the wavefront domain. Accordingly, customized sources were, for example, proposed by Burkhardt et al. (1998), Smith and Zavyalova (1998) and Gau (2000), and Smith (2002) presented a seminal study on the joint exploitation of custom sources, PSMs and SRAFs. One of the first mutual source/mask optimization frameworks was devised by Rosenbluth et al. (2002). Their technique can be considered as a hybrid local/global search approach: A global optimization approach is employed on a simplified representation of the problem to generate initial solutions for a local optimization step in which a refined version of the problem, including additional figures of merit and constraints, is used. Rosenbluth et al. point out that previous approaches were concerned with the optimization of either the source or the mask, but that an effective wavefront engineering depends on the interaction of both. In other words, the quality of a mask, in terms of image performance, strongly depends on the source for which it has been designed, and vice versa. One approach to this notion is to perform mask and source optimizations in separate disjoint steps, for example, by first optimizing the source and conducting a mask optimization ex post. This approach, however, necessarily leads to sub-optimal solutions since the second optimization step faces prematurely fixed conditions. Rosenbluth et al. hence devised a more involved procedure incorporating multiple optimization stages, as schematically illustrated in Algorithm 7.1. ${ }^{2}$

```
Algorithm 7.1: Multi-stage Optimization Strategy
    \(S^{\prime} \leftarrow 0 / *\) initialize minimum pupil fill */
    \(\mathbf{s} \leftarrow\) initialize source variables
    /* global optimization */
    \(\mathbf{a}^{*} \leftarrow\) globally optimize mask diffraction pattern
    while termination criterion not met do
        \(\mathbf{s}^{*} \leftarrow\) globally optimize source variables for given \(\mathbf{a}^{*}\) and a given minimum pupil fill \(S^{\prime}\)
        \(\mathbf{s}^{*}, \mathbf{a}^{*} \leftarrow\) locally refine \(\mathbf{s}^{*}, \mathbf{a}^{*}\)
        \(S^{\prime} \leftarrow S^{\prime}+\Delta S^{\prime} / *\) increase pupil fill level */
    /* local refinement */
    \(\mathbf{s}^{*}, \mathbf{a}^{*} \leftarrow\) optional local optimization of \(\mathbf{s}^{*}, \mathbf{a}^{*}\) with additional criteria (e.g., DOF) for obtained \(S^{\prime}\)
    /* mask computation
        */
    \(\mathbf{T} \leftarrow\) generate mask pattern for \(\mathbf{a}^{*}\)
```

Similarly as in previous studies, for example, by Burkhardt et al. (1998), Rosenbluth et al. use a source representation that is closely related to the target layout. Since periodicity is common property in lithographic applications, at least in the frequency-centric treatment normally used in computational lithography, a grid representation can be employed for the diffraction order analysis in the pupil plane. Given a layout as shown in Figure 7.1a, with a a pitch $\mathbf{a}_{1}:=\left[p_{x}, p_{y}\right]^{T}$. In the spatial domain of the layout, the pitches between arbitrary features can be written as follows:

$$
\begin{equation*}
\mathbf{p}=m \mathbf{a}_{1}+n \mathbf{a}_{2} \quad m, n \in \mathbb{Z} \tag{7.1}
\end{equation*}
$$

where $\mathbf{a}_{1}$ is defined as before and

$$
\mathbf{a}_{2}:=\left[-p_{x}, p_{y}\right]^{T}
$$

Comparably to the reciprocal lattice in solid state physics and following Burkhardt et al. (1998), one can find pupil plane equivalents $\left(\mathbf{g}_{1}\right.$ and $\left.\mathbf{g}_{2}\right)$ for the two vectors, satisfying the following condition

$$
\mathbf{a}_{i} \mathbf{g}_{i}=\left\{\begin{array}{ll}
2 \pi & i=j  \tag{7.2}\\
0 & i \neq j
\end{array} \quad i, j=1,2\right.
$$

[^92]This can be motivated by noting that for the Fourier transform of the mask transmission function, which is equivalent to the Fraunhofer diffraction formula, we have that

$$
\begin{equation*}
\int T(\mathbf{r}) e^{i \mathbf{k r}} \mathrm{~d} \mathbf{r} \tag{7.3}
\end{equation*}
$$

where $\mathbf{r}$ is the spatial coordinate and $\mathbf{k}$ is the pupil plane coordinate. The mask transmission function can then be defined as the following Fourier series

$$
\begin{equation*}
T(\mathbf{r}) \sum_{m, n} \rho_{m, n} e^{i\left(m \mathbf{g}_{1}+n \mathbf{g}_{2}\right) \mathbf{r}} \quad m, n \in \mathbb{Z} \tag{7.4}
\end{equation*}
$$

This Fourier analysis leads to a straightforward determination of the diffraction orders in the pupil plane: The integers $m$ and $n$ represent the number of the orders, whose position in terms of the normalized spatial frequency in the pupil plane is given by a linear combination of the vectors $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$. This is depicted in the diagram shown in Figure 7.1b, which was obtained for a $[187.5,75 .]^{T} \mathrm{~nm}$ grid, an NA of 0.8 and a wavelength of 193 nm . About each diffraction order, a circle with a radius corresponding to the NA is centered, leading to a number of overlapping segments, called archels. Each archel then defines a region in the source that directs a specific combination of diffraction orders into the projector lens. These archels, more precisely their intensity, and potentially also their phase and polarization, present the optimization variables for the source.


Figure 7.1: Archel-based source representation: Typically computational lithography employs periodic structures or boundary conditions such as the layout in inset (a). The two-dimensional period can then be given as vectors $\mathbf{a}_{1}$ and $\mathbf{a}_{2}$. The corresponding basis vectors in the pupil plane are $\mathbf{g}_{1}$ and $\mathbf{g}_{2}$. Any linear combination with integer scalars determines a diffraction order in the coherent (axial) illumination case (b). By centering circles with radius equal to the NA about each diffraction order, one can construct unique source segments that direct the same orders into the pupil-coherent on-axis illumination assumed, again. Each of the so-obtained segments or archels can hence be used as one optimization variable. The staggered pitch ( $\mathbf{a}_{1}$ ) in this example is $[187.5,75 .]^{T} \mathrm{~nm}$, the NA (black circle) is 0.8 and a wavelength of 193 nm is assumed (adopted from Rosenbluth et al., 2002).

Similarly, the mask response is defined as its amplitude per diffraction order. This technique is sometimes referred to as wavefront engineering: Instead of varying the mask layout and optimizing it for a desired image behavior, first the wavefront response of the mask is optimized for, and the soobtained continuous map is then reproduced by a suited transmission function in a second step. In
addition to a concise mathematical formulation and a complexity reduction of the first step, the major advantage of this is its independence from a specific mask technology. As a disadvantage, however, mask manufacturing constraints can be employed only in the second step. Thus compromise solutions, highly manufacturable with an acceptable imaging behavior, can be considered only insofar as they are covered by the optimized continuous diffraction amplitude function.

In the first step of the global optimization stage (Algorithm 7.1, 1. 3), a simplified replacement problem is first posed. This is done by considering only one source region at a time, for which the mask diffraction amplitudes are optimized. The goal of this optimization step is the minimization of (sampled) dark areas while at the same time ensuring that samples of the bright regions actually exhibit an intensity of one and above. ${ }^{3}$ Points on feature edges can be emphasized by an introduction of weights. As pointed out by Rosenbluth et al. (2002), the so-stated quadratic problem with quadratic inequality constraints is highly multimodal. In order to obtain a globally (quasi) optimal solution, Rosenbluth et al. propose a decomposition they term joint eigenvector formulation, in which a common eigenspace for the dark and the bright region imaging matrices is set-up (which due to homogeneity of both matrices can be done through a coordinate transformation). Solutions are assumed to consist of a combination of the principal eigenvectors (Rosenbluth et al. (2002) use three). This is so because each bright point must fall into a bright region of the eigenvector, but a number of eigenvectors do not capture the intended intensity distribution and thus degrade the contrast. The minimization problem can then be regarded as a search for the closest point to the origin of the eigenspace, which does not violate the bright constraints, i.e., which does not lie within any of the ellipsoids spanned by the constraints. The search domain is decomposed by introducing a celestial hyper-sphere, representing an abysmally high intensity A triangular decomposition of the search space is produced by first projecting the principal axis of the constraint-defining ellipsoids onto the sphere. Additional nodes on the sphere are then generated through subdivision. Finally, solutions are obtained by searching for the closest intersection of the edge between the vertex on the sphere and the origin and a subsequent local search in the vicinity of this intersection, yielding an enumeration of different locally optimal solutions. The global solution can, for example, be taken as the best of the so-obtained local candidates.

This solution is used in the following source optimization step (ll.4-7), for which Rosenbluth et al. (2002) employ a linear program formulation. A mutual local refinement of the source and the mask diffraction variables can be optionally employed (l.6). Due to the non-linearity of this problem, sophisticated solvers, for example, using a SQP formulation (see Section 5.4.1), suggest themselves. The source optimization steps are repeated for different pupil fill levels $\left(S^{\prime}\right)$. Subsequent to this iteration, a compromise solution balancing an ideal source/mask combination and an acceptable pupil fill can be selected, either manually or automatically. In a final step (1.8), the so-obtained solution is again locally refined, optionally using a more rigorous problem formulation. For example, while in the former steps only the best-focus performance is considered, the local refinement step may incorporate image conditions for several focus positions (Rosenbluth et al., 2002).

In the last step (l. 9), the mask diffraction variables are translated into a pixelated representation of the mask layout. Like the other steps, this is an ill-posed problem, since a number of different mask functions generally conform to the optimized amplitude distribution. It is thus posed as an optimization problem. Using a pixelated mask representation, Rosenbluth et al. (2002) propose to maximize the total intensity of the gridded mask, subject to the optimized diffraction amplitude distribution. As a simple manufacturing criterion, a pixel size conforming to the mask writer resolution is used. The criteria for the mask computation of course depend on the employed mask technology. Especially in the case of alternating phase shifting masks, design conflicts have to be resolved. The authors hence introduce a final regularization step, in which design conformance and other mask-related criteria can be taken into account.

One shortcoming of the original optimization approach is the restriction of quality assessment to the best focus position. To circumvent this issue, Rosenbluth et al. (2002) conducted an experiment in which the DOF performance is optimized for only in the final local refinement optimization step and were able to compute well performing source/mask combinations with this modification. In a later

[^93]paper, Rosenbluth et al. (2007) indicate that also the global optimization step could be conducted at the boundaries of a pre-defined DOF range.

Other extensions include the optimization for process window performance during the source optimization stage (Rosenbluth, 2006), the consideration of thin-film effects and the incorporation of circuit-design-driven criteria (Rosenbluth et al., 2007).

### 7.1.2 Interference Map Lithography Approach

Socha et al. (2005) propose an aerial image-based source/mask optimization approach, in which, similarly to Rosenbluth et al. (2002), first an ideal mask spectrum is sought and in a second step a corresponding mask transmission function for this spectrum is generated. Employing an Abbe imaging approach, the impact of each point of a pixelated source on the intensity distribution is individually evaluated, for example, on representative clips in the image domain. To optimize for image fidelity, Socha proposes to measure the ILS at critical edges. The optimization parameters of the mask are given by the discretized mask spectrum, restricted to the diffraction orders collected by the projector. Since the overall goal of the optimization procedure is the maximization of both the exposure latitude (EL) and the DOF, the minimum ILS for the representative edges is maximized over a pre-defined focus range. The minimax problem posed so is additionally subject to a number of constraints, including safeguards to ensure that the intensity in dark and bright fields is within an intended range and illumination and mask spectrum regularization constraints. This renders the optimization problem generally non-linear (cf. Section 5.4.1). In addition to high dimensionality, the problem exhibits a high degree of multimodality (cf. Rosenbluth et al., 2002). Subsequent to the co-optimization, the spatial correspondent of the mask spectrum (the pseudo-near field) determines the mask layout. There, the continuous field has to be translated into a manufacturable geometry consisting of regions with discrete transmission values.

In the same paper, Socha also proposes a source/mask procedure suited for larger areas, combining the former rigorous approach for critical structures and an interference mapping lithography (IML) approach for an assist feature (AF) placement for the remaining features. Since in this second phase the source can be assumed to be constant, the SOCS approach can be applied (see Section 3.2.6). The computation of the interference map is loosely related to a principal component analysis: Socha et al. (2004) argue that in many cases only few SOCS kernels exhibit a significant eigenvalue. Specifically the first kernel carries most of the information of the illumination/projection system. It can hence be regarded as an approximate analogon of the point spread function (PSF) for partially coherent illumination. The interference map is computed by convolving the first SOCS kernel with the intended layout, ${ }^{4}$ approximated through a linear combination of Dirac delta and line functions. Its discretized version is then used to optimize the exposure latitude by maximizing the intensity in bright regions and minimizing it in dark regions. Similarly, the depth-of-focus can be optimized for by minimizing the intensity change with respect to a predefined focus range. Socha points out that the two criteria, EL and DOF, are incommensurable. As a solution, he proposes to reformulate the problem such that the EL component becomes a constraint. As an alternative, it could be stated as a bi-objective problem and accordingly solved with a multi-objective optimization approach. Socha et al. (2005) devise another technique to optimize the source, broadly put, by maximizing the cross-correlation of the first SOCS kernel and the pitch frequency, which is a measure of the occurrence of pitches in the target pattern.

### 7.1.3 Pixelated Source Optimization

Granik (2004) developed a source optimization aimed at maximizing the throughput of illuminators using DOEs. Mainly to account for their discrete nature, he also employs a pixel-based source representation for the optimization. The pixel grid is defined on a Cartesian coordinate system, bounded by a circle of radius $\sigma$. The equidistant $N \times N(N \in \mathbb{N}, N$ odd $)$ grid is hence given by:

$$
X:=\left\{\left(x_{i}, y_{j}\right) \mid(i, j \in \mathbb{N}, i, j<N) \wedge((i-N / 2) \Delta x)^{2}+((j-N / 2) \Delta y)^{2} \leq \sigma^{2}\right\}
$$

[^94]with $\Delta x=\Delta y:=2 \sigma / N$. The source function maps the grid to its intensity values:
$$
S: X \rightarrow \mathbb{R}_{0}^{+}
$$

In the regime of DOEs, light is not blocked, but the total energy $E_{0}$ emitted by the illuminator is transmitted. Formally

$$
E_{0}=\sum_{i=0}^{N} \sum_{j=0}^{N} S\left(x_{i}, y_{j}\right)
$$

One of the optimization criterion is to minimize intensity peaks in individual pixels (or DOEs). This prevents damages in lenses and especially their coatings:

$$
\begin{equation*}
\min \max S\left(x_{i}, y_{j}\right) \tag{7.5}
\end{equation*}
$$

One solution and the lower bound to this criterion, is a uniform intensity distribution:

$$
S\left(x_{i}, y_{j}\right)=E_{0} / N^{2} \quad(\forall i, j \in N)
$$

Granik proposes to replace the harsh and intricate minimization criterion of (7.5) with a Sobolev norm, which imposes a smooth distribution by including derivatives:

$$
\begin{equation*}
|S|_{2,2}=\sqrt{\sum_{l=0}^{2} \sum_{i=0}^{N} \sum_{j=0}^{N}\left(\alpha_{l} S^{(l)}\left(x_{i}, y_{j}\right)\right)^{2}} \tag{7.6}
\end{equation*}
$$

where $\alpha_{l}$ are metric constants to control the degree of smoothness.
As the central image optimization goal, Granik introduces what he calls the image fidelity error:

$$
\begin{equation*}
F:=\left|I-I^{*}\right|_{2} \tag{7.7}
\end{equation*}
$$

where $I^{\prime}$ denotes the target image. Granik argues that this metric is capable of capturing local image properties, in contrast, for example, to global metrics such as the global contrast (which is adequate only for grating-like structures). But the determination of an appropriate target image is far from being straightforward and bears the risk of a strong bias toward a suboptimal solution, predetermined by the target.

Granik (2004) exemplifies the use of a target image by assuming that the target is equivalent to the non-projected mask function. By substituting Hopkins' formula for the intensity calculation in (7.7), we obtain:

$$
\begin{align*}
\left(\mathcal{F}(I)-\mathcal{F}\left(I^{*}\right)\right)(f, g)=\iint_{-\infty}^{\infty}\left(\mathcal{T}\left(\left(f^{\prime}+f, g^{\prime}+g\right),\left(f^{\prime}, g^{\prime}\right)\right)-1\right)  \tag{7.8}\\
\mathcal{F}(O)\left(f^{\prime}+f, g^{\prime}+g\right) \mathcal{F}(O)^{*}\left(f^{\prime}, g^{\prime}\right) \mathrm{d} f^{\prime} \mathrm{d} g^{\prime}
\end{align*}
$$

Thus in order to minimize the error, the TCC components $(\mathcal{T})$ should be as close to one as possible. ${ }^{5}$
To intensify the optimization for critical layers or aspects of the image, Granik proposes the use of a weighting function. Or-also to speed up the optimization-a reduction to one-dimensional cut-lines; thus reducing the error evaluation to multiple one-dimensional functions:

$$
\begin{equation*}
F_{j}=\left|I_{j}(t)-I_{j}^{\prime}(t)\right|_{2} \tag{7.9}
\end{equation*}
$$

where $j$ denotes the (index of the) cut-line and $t$ the position along this cut-line. Since the Euclidean norm can be considered to yield the average distance between the real and the target image, extreme

[^95]variances may be underestimated. In contrast, the uniform norm (or supremum norm) measures the maximum distance between the images and is hence well-suited to capture large deviations, which might jeopardize the printability of the entire layout. However, this norm poses a number of issues for the optimization problem, most importantly, its non-transferability into the frequency domain.

Similarly to the source smoothness problem, Granik makes use of the $W^{1,2}$ Sobolev norm:

$$
\begin{equation*}
F_{W^{1,2}}=\alpha_{0}^{2}\left\|I-I^{\prime}\right\|_{2}^{2}+\alpha_{1}^{2}\left\|\left(I-I^{\prime}\right)^{(1)}\right\|_{2}^{2} \tag{7.10}
\end{equation*}
$$

where $\alpha_{0}$ and $\alpha_{1}$ define the ratio of the distance measure between the intensity values and their derivatives. In the vicinity of boundaries of features, the first derivative corresponds to the image slope. Since this slope is most likely infinite in the target image, this error definition can be used to implicitly maximize the image slope, as illustrated in Figure 7.2. Similarly to a more explicit evaluation of the image slope such as the normalized image slope (NILS), introducing such a criterion yields solutions with superior dose latit


Figure 7.2: Different slopes in target and actual pattern at feature edges. While the target pattern is typically defined to have an infinite slope, the actual pattern may exhibit a significantly different gradient. By introducing a derivative-aware norm, such as the Sobolev norm, the slope difference can be implicitly introduced as an optimization criterion.

In his optimization routine, Granik also accounts for a stable through-focus behavior. For that, fidelity error evaluations for different focus positions are introduced. Two alternatives are proposed: (1) an optionally weighted average over all focus positions, or (2) an image evaluation only at one defocus position. Granik argues that the latter significantly reduces the run-time, but results are biased towards the pre-selected focus position. Thus a careful, problem-dependent choice of one of the two alternatives has to be carried out. The optimization problem can then, for example, be stated as the following bi-objective form, aiming at finding a source function that both minimizes the image fidelity error and that yields an ideal intensity distribution:

$$
\begin{align*}
\arg \min _{S} & {\left[F^{+},\|S\|_{2,2}\right]^{T} } \\
\text { subject to } & S \geq 0  \tag{7.11}\\
& \|S\|_{1}=E_{0}
\end{align*}
$$

where $\quad S$ is the source function to optimize $F^{+}$is the image fidelity error at a predefined defocus position.

Equation (7.11) could be straightforwardly solved with a multi-objective approach such as an epsilonconstraint technique (see Section 4.11.1), which would hence allow for an ex posterior selection of suited compromise solutions. Granik (2004), however, poses the problem as a weighted least squares replacement problem. There, the source intensity is replaced by a relative source intensity. In other words, the intensity is normalized by the energy:

$$
j:=\frac{S}{E_{0}} .
$$

Moreover, Granik uses a penalty method (see Section 4.4) to account for the energy constraint in order to obtain the following concise least-squares formulation:

$$
\begin{array}{ll}
\underset{j}{\arg \min _{j}} & w^{2}\left(F^{+}\right)^{2}+(1-w)^{2}|j|_{2,2}^{2}+c^{2}\left(|j|_{1}-1\right)^{2} \\
\text { subject to } & j \geq 1  \tag{7.12}\\
\text { where } & w \in[0,1] \text { is a weight parameter and } \\
& c \text { is the penalty coefficient } \geq 1
\end{array}
$$

The minimization term in (7.12) can be considered a function of the source point. It is thus convenient to employ Abbe's approach for the image calculation (see Section 3.2.5), which directly resembles this situation. For a given mask and precomputed coherence terms ( $a_{\sigma}$ in (3.8)) and assuming a discrete image, the intensity calculation can be stated in the following matrix form:

$$
\mathbf{I}=\mathbf{T} \mathbf{j}
$$

where the transformation $\mathbf{T}$ is precomputed from (3.8) and $\mathbf{j}$ denotes an appropriate flattened vector of the intensities of the pixelated source. The problem is then solved with the least-squares method.

The results reported by Granik (2004) clearly demonstrate a superior imaging performance of his approach, especially in comparison with standard parametric and contour-based source definitions. Granik showed a strong dependence of the result on the weights assigned to different image regions.

### 7.1.4 Image Fidelity Mask Optimization

Also for the mask optimization, Granik (2006) proposes a pixel-based approach. The size of each pixel is determined, for example, by the resolution of the mask writer, thus already incorporating one mask manufacturability criterion into the problem definition. Moreover, each pixel can take arbitrary phase and transmission values, allowing for different mask types-including binary and phase-shifting masks - to be taken into account. Like for the source optimization, the figure of merit is given by the difference of the aerial image resulted by the mask of a solution candidate and a target image, which may incorporate the intended binary pattern and the desired image and contour fidelity. In addition, resist characteristics can be incorporated, for example, by using a simple threshold approach. Granik studied three different optimization techniques:
(1) A line search approach,
(2) a quadratic programming technique and
(3) a general non-linear method.

For each, the problem has to be formulated in a slightly different way.
For the linear approach, the Hopkins imaging equation (see Section 3.2.6) is approximated by a linear coherent equation, which is equal to the SOCS formula (3.14) truncated to only the most effective kernel (compare Section 7.1.2), so that we have:

$$
\mathbf{I}\left[l_{x}, l_{y}\right] \approx \lambda\left|(\mathbf{x} * \mathbf{O})\left[l_{x}, l_{y}\right]\right|^{2}
$$

where $\lambda$ and $\mathbf{x}$ are the eigenvalue and the eigenvector, respectively, and $\mathbf{O}$ is the mask transmission matrix. For the amplitude, we obtain:

$$
\begin{equation*}
\mathbf{A}\left[l_{x}, l_{y}\right]=\sqrt{\lambda}(\mathbf{x} * \mathbf{O})\left[l_{x}, l_{y}\right] \tag{7.13}
\end{equation*}
$$

This simplification allows for the application of an iterative approach first proposed by (Saleh and Nashold, 1985): The image is assumed to be an output signal $g$ due to an input signal $f$, the mask, with

$$
\begin{equation*}
g=L B f \tag{7.14}
\end{equation*}
$$

where $B$ is a bandlimiting operator, forcing the image into the frequency support of the projector, and $L$ is a hard-limiting operator, imposing a threshold cut-off on the result. The output signal $g$ then serves as an input for the next iteration step. Formally,

$$
\begin{equation*}
f^{(k+1)}:=L B f^{(k)} \tag{7.15}
\end{equation*}
$$

This procedure is inspired by the Gerchberg-Saxton algorithm (Gerchberg and Saxton, 1972), used to retrieve phase values under known intensity distributions and imaging conditions. This algorithm can be said to be an image reconstruction algorithm in that the object is iteratively modified until close enough an approximation for the target image is obtained. Fienup (1978) proposes an extension to this scheme that relaxes the threshold enforcement operator, which has been shown to lead to a convergence improvement. Granik summarized and parameterized Fienup's modifications as follows:

$$
\begin{equation*}
f^{(k+1)}:=(L B+\alpha(\gamma(L B-B)-L+I)) f^{(k)} \tag{7.16}
\end{equation*}
$$

where $\alpha$ and $\gamma$ are parameters whose choice is critical, which Granik demonstrated by an example in which $\alpha$ was set to zero, which in turn corresponds to a conventional Gerchberg-Saxton approach: Instead of a phase alternation between lines and spaces, a non-useful mask with phases alternating along the line was found. However, with a different choice of operator parameters and a smoothing of the target image, the algorithm converged to a printable solution.

As an alternative, Granik proposed to formulate the difference minimization between a target and the obtained image as a quadratic problem, a formulation closely related to the global mask optimization step proposed by Rosenbluth et al. (2002). ${ }^{6}$ Like in the source optimization case, the optimization goal is hence to find a mask such that the resulted image shows the highest possible agreement with a predefined target image. Mathematically, this can be achieved by finding a mask whose image shows a minimum deviation from the target pattern:

$$
\begin{equation*}
\underset{\mathbf{O}}{\arg \min }|\mathbf{I}(\mathbf{O})-\mathbf{T}|_{P}, \tag{7.17}
\end{equation*}
$$

where $\mathbf{T}$ is the target image and $P$ is the norm used as a measure for the deviation. For a convenient representation, Granik proposes the Manhattan norm, i.e., $P:=1$, which can be interpreted as a linear average. ${ }^{7}$

By additionally assuming a binary target pattern, that is, bright regions have a value of 1 and dark areas are 0 , the difference in the discrete case can be stated as follows:

$$
\begin{aligned}
\varepsilon(\mathbf{O}) & =\sum_{l_{x}, l_{y}}\left|\mathbf{I}\left[l_{x}, l_{y}\right]-\mathbf{T}\left[l_{x}, l_{y}\right]\right| \\
& =\sum_{l_{x}, l_{y}} w_{l_{x}, l_{y}}\left(\mathbf{I}\left[l_{x}, l_{y}\right]-\mathbf{T}\left[l_{x}, l_{y}\right]\right) \quad \text { with } w_{l_{x}, l_{y}}= \begin{cases}1 & \mathbf{T}\left[l_{x}, l_{y}\right]=0 \\
-1 & \mathbf{T}\left[l_{x}, l_{y}\right]=1\end{cases}
\end{aligned}
$$

The target pattern is constant and can hence be omitted. Moreover, a weighting function or matrix $\mathbf{W}$ can be introduced to attenuate or ignore the merit of specific pixels or regions:

$$
\begin{equation*}
\varepsilon_{\mathbf{W}}: \mathbf{O} \rightarrow \sum_{l_{x}, l_{y}} \mathbf{W}\left[l_{x}, l_{y}\right] \mathbf{I}\left[l_{x}, l_{y}\right] . \tag{7.18}
\end{equation*}
$$

[^96]Substituting (7.18) into the Hopkins imaging equation, integrating the weighting function into the TCC kernel, and applying an appropriate stacking operator allows for a compact, QP compatible representation of the error:

$$
\begin{equation*}
\varepsilon_{\mathbf{W}}: \mathbf{O} \rightarrow \mathbf{O}^{*} \mathbf{Q}_{\mathbf{W}} \mathbf{O} \tag{7.19}
\end{equation*}
$$

where $\mathbf{Q}$ is the stacked weighted kernel matrix. In order to bound the problem-it can be expected to be non-convex - the box-constraint limiting the mask amplitudes to 1 suggest itself, yielding the following QP:

$$
\begin{equation*}
\underset{\min }{\arg } \mathbf{O}^{*} \mathbf{Q}_{\mathbf{W}} \mathbf{O} \tag{7.20}
\end{equation*}
$$

O
subject to $g(\mathbf{O})=|\mathbf{O}|_{\infty}-1 \leq 0$,
The problem of (7.20) exhibits a strong resemblance with trust-region models, which are often applied to render non-linear problems amenable for quasi-Newton methods (see, for example, Section 5.4.1). Often the Euclidean norm is employed to define a (iteratively modified) hyper-spherical trust region. By also replacing the maximum by the Euclidean norm in his study, Granik applied a theorem by Moré and Sorensen (1983), ${ }^{8}$ stating that $\mathbf{O}^{\prime}$ is a global solution to problem (7.20) -albeit with a Euclidean norm - if and only if there exists a non-negative scalar $\lambda$, such that

$$
\begin{align*}
\left(\mathbf{Q}_{w}+\lambda I\right) \mathbf{O}^{\prime} & =0 \\
\lambda\left(1-\left|\mathbf{O}^{\prime}\right|\right) & =0  \tag{7.21}\\
\left(\mathbf{Q}_{w}+\lambda I\right) & \text { is positve semidefinite }
\end{align*}
$$

Assuming that the matrix $\mathbf{Q}_{w}$ is indefinite, Granik arrives at the conclusion that the global solution (1) has an active trust-region constraint and (2) is given by the eigenvector corresponding to the smallest negative eigenvalue of $\mathbf{Q}_{w}$. The Langrange multiplier in this case is then given by the absolute value of the negative eigenvalue. The absolute values of all other negative eigenvalues constitute Lagrange multipliers of local minima. Granik further proposes to use the so-obtained (global and local) solutions as start points for a local optimization subject to the original box constraint. The box constraint allows transmission values ranging from -1 to 1 , which is suited, for example, for attenuated PSMs or CPL. In the same paper, a solution to the slightly more involved situation of a binary mask-suited constraint is shown.

As a third alternative for the image-fidelity-based mask optimization problem, Granik devises a direct non-linear problem formulation. Similarly to his source optimization approach, he reformulates (7.23) employing introducing a Sobolev norm for smoothing (see (7.10)):

$$
\begin{equation*}
\epsilon_{w}(\mathbf{O})=\left(|w(\mathbf{I}-\mathbf{T})|^{2}+\alpha_{1}\left|L_{1} \mathbf{O}\right|^{2}+\alpha_{2}\left|L_{2} \mathbf{O}\right|^{2}+\alpha_{3}\left|\mathbf{O}-\mathbf{O}_{0}\right|^{2}\right)^{1 / 2} \tag{7.22}
\end{equation*}
$$

The operators $L_{i}(i=1,2)$ yield the respective derivatives whose squared Euclidean norm is weighted with the parameters $\alpha_{i}$. In addition, the last term can be considered a regulation expression in that it can be used to incorporate intended mask properties. Specifically, it measures the difference between a design intent $\left(\mathbf{O}_{0}\right)$ and the evaluated solution candidate. As before, a weight function $w$ can be employed to emphasize or ignore regions in the deviation evaluation. In contrast to the previous QP formulation, the image difference is expressed in terms of a Euclidean norm, providing a smoother function compared with the Manhattan norm, because it turns the first term in (7.22) into a polynomial. The application of the Sobolev-norm scheme further improves the smoothness of the error function and hence leads to a reduction of discontinuities, especially in the derivatives of the error function. Granik states that despite an improved image fidelity, the so-posed figure of merit still exhibits contour errors. He thus extended the error function by a contour fidelity term (cf. Sayegh, 1982):

$$
\begin{equation*}
z_{\theta}(I, C):=\oint_{C}(I-\theta)^{2 n} \mathrm{~d} z, \tag{7.23}
\end{equation*}
$$

[^97]where $I$ is the image, $C$ is the intended contour and $\theta$ is a predefined threshold. The exponent $n$ can be interpreted as a relaxation attribute for which Sayegh suggests values of 1 or 2 . This leads to the following final optimization problem:
\[

$$
\begin{align*}
& \underset{\mathbf{O}}{\arg \min } \epsilon_{w}(\mathbf{O})=\left(|w(\mathbf{I}-\mathbf{T})|^{2}+\alpha_{1}\left|L_{1} \mathbf{O}\right|^{2}+\alpha_{2}\left|L_{2} \mathbf{O}\right|^{2}+\alpha_{3}\left|\mathbf{O}-\mathbf{O}_{0}\right|^{2}+z_{\theta}(I, C)\right)^{1 / 2}  \tag{7.24}\\
& \quad \text { s.t. }|\mathbf{O}|_{\infty}-1 \leq 0,
\end{align*}
$$
\]

Granik demonstrates the application of two different optimization methods to this problem: (1) a direct local variation method and (2) a gradient descent approach. The local variation method is similar to the iterative pixel flipping approach by Saleh and Sayegh (1981); Sayegh (1982). As schematically demonstrated in Algorithm 7.2, in each iteration the impact of each individual mask pixel is evaluated. This is done by determining the image error resulted by the original pixel value, and by an incremented and a decremented variation. The value leading to the smallest error is fixed. Pixels leading to a constraint violation are pulled back onto the boundary. After all pixels have been visited, both the increment and the decrement are contracted for the next iteration step. The procedure is repeated until a predefined termination criterion is met. The visitation order of the pixels is critical since changes in one pixel also influence the assessment outcome of neighboring ones. Without any contraction of the modification increments and decrements, the algorithm does in general not converge. Moreover, this procedure can be said to be "brute force" as it neither implicitly nor explicitly considers any information gathered in previous iteration steps. An alternative to this approach was more recently proposed by Zhang et al. (2008), aiming at reducing the number of evaluations by attempting to relate the impact of individual pixels to a global cost function.

```
Algorithm 7.2: Local variation optimization scheme.
    Data: O; // initial mask
    Data: \(\Delta_{0} \longleftarrow\); // initial mask pixel increment
    while not termination criterion met do
        foreach \(\mathbf{O}\left[l_{x}, l_{y}\right]\) do // for each mask element
            for \(i=0,1,2\) do // duplicate mask
                \(\mathbf{O}_{i}^{\prime} \longleftarrow \mathbf{O} ;\)
            \(\mathbf{O}_{1}^{\prime}\left[l_{x}, l_{y}\right] \longleftarrow \mathbf{O}\left[l_{x}, l_{y}\right]+\Delta^{(k)} ;\)
            \(\mathbf{O}_{2}^{\prime}\left[l_{x}, l_{y}\right] \longleftarrow \mathbf{O}\left[l_{x}, l_{y}\right]-\Delta^{(k)} ;\)
            if \(\left|\mathbf{O}_{i}^{\prime}\left[l_{x}, l_{y}\right]\right|>1\) then
                pull back;
            \(\mathbf{O} \longleftarrow \arg \min \left\{\varepsilon_{w}\left(\mathbf{O}_{i}^{\prime}\right) \mid i=0, \ldots 2\right\} ;\)
                        \(\mathbf{O}_{i}^{\prime}\)
            \(\Delta^{(k+1)} \longleftarrow \alpha \Delta^{(k)} ; / /\) contraction \((\alpha<1)\)
            \(k \longleftarrow k+1 ;\)
```

As an alternative, Granik proposes to use a gradient descent method, which if the merit function is sufficiently smooth and gradients can be obtained in a straightforward manner, i.e., analytically or efficiently numerically, and may lead to a much improved convergence behavior. Because of the local nature of the locality of quasi-Newton approaches, starting points have to be carefully chosen. According to Granik, an analytic solution of the quadratic problem, as demonstrated above, presents a viable initial point. Granik proposes the application of the reduced gradient method by Frank and Wolfe (1956) to solve the problem. This method, although not suited as an efficient general-purpose approach for the class of non-linear programs, exhibits certain advantages for large-scale optimization task, especially when a fast convergence to an approximate solution is intended. First order gradient approaches strongly depend on the efficient computation of the first derivatives. Granik derives an analytical approximation
as follows: Rewriting the first term of (7.25) - the image deviation measure - as the (weighted) inner product, we have that

$$
\begin{align*}
\varepsilon_{w}^{2}(\mathbf{O}+\delta \mathbf{O}) & =\langle\mathbf{I}-\mathbf{T}, \mathbf{I}-\mathbf{T}\rangle \\
& \approx \varepsilon_{w}^{2}(\mathbf{O})+2\langle\mathbf{I}-\mathbf{T}, \delta \mathbf{I}\rangle \tag{7.25}
\end{align*}
$$

where the image derivative can be stated as follows:

$$
\begin{equation*}
\delta \mathbf{I}:=\mathbf{I}_{\mathbf{O}+\delta \mathbf{O}}-\mathbf{I}_{\mathbf{O}} \tag{7.26}
\end{equation*}
$$

which, when using the SOCS formulation becomes,

$$
\begin{align*}
\delta \mathbf{I}= & \sum_{m} \lambda_{m}\left(\mathbf{x}_{m} *(\mathbf{O}+\delta \mathbf{O})\right)\left(\mathbf{x}_{m} *(\mathbf{O}+\delta \mathbf{O})\right)^{*} \\
& \quad-\sum_{m} \lambda_{m}\left(\mathbf{x}_{m} * \mathbf{O}\right)\left(\mathbf{x}_{m} * \mathbf{O}\right)^{*}  \tag{7.27}\\
\approx & \sum_{m} \lambda_{m}\left(\mathbf{A}_{m}\left(\mathbf{x}_{m} * \delta \mathbf{O}\right)+\mathbf{A}_{m}^{*}\left(\mathbf{x}_{m} * \delta \mathbf{O}\right)\right)
\end{align*}
$$

where $\mathbf{A}_{m}$ can be regarded as the field amplitude under the $m$ th kernel; formally,

$$
\begin{equation*}
\mathbf{A}_{m}:=\mathbf{x}_{m} * \mathbf{O} \tag{7.28}
\end{equation*}
$$

Substituting the approximation of $\delta \mathbf{I}$ into the inner product $\langle\mathbf{I}-\mathbf{T}, \delta \mathbf{I}\rangle$, results: ${ }^{9}$

$$
\begin{align*}
\langle\mathbf{I}-\mathbf{T}, \delta \mathbf{I}\rangle & \approx 2 \sum_{m} \lambda_{m} \Re\left\langle\mathbf{A}_{m}^{*}(\mathbf{I}-\mathbf{T}), \mathbf{x}_{m} * \delta \mathbf{O}\right\rangle \\
& =2 \sum_{m} \lambda_{m} \Re\left\langle\delta \mathbf{O} * \mathbf{x}_{m}, \mathbf{A}_{m}^{*}(\mathbf{I}-\mathbf{T})\right\rangle  \tag{7.30}\\
& =2 \sum_{m} \lambda_{m} \Re\left\langle\delta \mathbf{O}, \mathbf{x}_{m}^{*} \star w \mathbf{A}_{m}^{*}(\mathbf{I}-\mathbf{T})\right\rangle,
\end{align*}
$$

Thus with

$$
\begin{equation*}
\nabla \varepsilon_{w}^{2} \approx \varepsilon_{w}^{2}(\mathbf{O}+\delta \mathbf{O})-\varepsilon_{w}^{2}(\mathbf{O}) \approx 2\langle\mathbf{I}-\mathbf{T}, \delta \mathbf{I}\rangle_{w} \tag{7.31}
\end{equation*}
$$

we have that

$$
\begin{equation*}
\nabla \varepsilon_{w}^{2} \approx 4 \sum_{m} \lambda_{m} \Re\left(\mathbf{x}_{m}^{*} \star w \mathbf{A}_{m}^{*}(\mathbf{I}-\mathbf{T})\right) . \tag{7.32}
\end{equation*}
$$

According to Granik, this semi-analytical determination of the gradient leads to a significant performance increase as it reduces the dependence from the number of pixels in the image from $O\left(n^{2}\right)$ to $O(n \log n)$.

Another speed-up both for the local variation and the gradient descent approach can be achieved by exploiting the multi-linearity of the SOCS formulation and of convolution. In the spatial domain, the SOCS formula can be written as

$$
\begin{equation*}
\mathbf{I}=\sum_{m} \lambda_{m} \mathbf{A}_{m} \mathbf{A}_{m}^{*} \tag{7.33}
\end{equation*}
$$

Given a mask $\mathbf{O}^{(k)}$ for which the field amplitude under kernel $m$ is known $\left(\mathbf{A}_{m}^{(k)}\right)$. If the mask is only slightly changed-that is, the new mask $\left(\mathbf{O}^{(k)}\right)$ exhibits only a small pixel difference from the

[^98]where $f, g$ and $h$ are complex-valued functions and $w$ is a weight factor for the inner product.
$k$ th mask-the distributivity of convolution allows for a computation-time-efficient update scheme as follows:
\[

$$
\begin{aligned}
\mathbf{A}_{m}^{(k+1)} & =\mathbf{x}_{m} * \mathbf{O}^{(k+1)} \\
& =\mathbf{x}_{m} *\left(\mathbf{O}^{(k)}+\mathbf{O}^{(k+1)}-\mathbf{O}^{(k)}\right) \\
& =\mathbf{x}_{m} * \mathbf{O}^{(k)}+\mathbf{x}_{m} *\left(\mathbf{O}^{(k+1)}-\mathbf{O}^{(k)}\right) \\
& =\quad \mathbf{A}_{m}^{(k)}+\mathbf{x}_{m} *\left(\mathbf{O}^{(k+1)}-\mathbf{O}^{(k)}\right) .
\end{aligned}
$$
\]

Granik demonstrates the applicability of the former scheme to the Frank-Wolfe method as follows: In each step of the method a linear program (LP) model of the original problem is solved, and the solution yields the search direction, for which the step length is computed through line search (also see (5.19)). Let $\mathbf{d}$ be a solution to the LP, leading to the following line search problem:

$$
\begin{equation*}
\mathbf{O}^{(k+1)}:=\mathbf{O}^{(k)}+\alpha \mathbf{d} \tag{7.34}
\end{equation*}
$$

Let, as before, $\mathbf{A}_{m}^{(k)}$ be the field amplitude due to the mask of the current iteration step. In addition, let ${\mathbf{A}^{\prime}}_{m}^{(k+1)}$ be the amplitude under the LP solution. The amplitude due to the step length solution $\alpha$ can hence be obtained by the following linearization:

$$
\begin{align*}
\mathbf{A}_{m}^{(k+1)} & =\mathbf{x}_{m} *\left(\mathbf{O}^{(k)}+\alpha \mathbf{d}\right) \\
& =\mathbf{x}_{m} * \mathbf{O}^{(k)}+\mathbf{x}_{m} * \alpha \mathbf{d}  \tag{7.35}\\
& =\left(\mathbf{x}_{m} * \mathbf{O}^{(k)}\right)+\alpha\left(\mathbf{x}_{m} * \mathbf{d}\right) \\
& =\mathbf{A}_{m}^{(k)}+\alpha \mathbf{A}_{m}^{\prime(k+1)}
\end{align*}
$$

Granik demonstrated the feasibility of his approach for the optimization of different feature set-ups including isolated contactholes, the contacthole layout example by Socha et al. (2004), and critical layers of random logic and SRAM cells. Significant improvements in terms of image and contour fidelity for both binary masks and PSMs. Because of the pixel representation, the proposed approach does not only provide classical OPC solution such as line-width variations or serifs but also "adds" SRAFs to the layout. However, the manufacturability criterion that can be incorporated into the merit function are limited. For example, later a restriction of scatter bars to rectilinear or 45-degree structures was implemented as a post-optimization regularization routine (Granik et al., 2006). Differences in terms of performance and mask write times were experimentally verified (Hendrickx et al., 2008). Recently, the approach was extended to high transmission AttPSMs (Sakajiri et al., 2009).

### 7.1.5 Local Mask Pattern Optimization

Another inverse lithography approach to source/mask optimization was proposed by Poonawala and Milanfar (2006, 2007c). The authors start with an abstract view on the lithographic process, in which the lithographic process is regarded as an operator $T$ transforming an input mask pattern $m$ into an intensity distribution or pattern representation $z$ :

$$
\begin{equation*}
z(x, y):=T\{m(x, y)\} \tag{7.36}
\end{equation*}
$$

Consequently, inverse lithography is regarded as an inverse process, that, given a desired output, yields the corresponding mask. Thus the task is to find an inverse operator $T^{-1}$ such that

$$
\begin{equation*}
\hat{m}(x, y)=T^{-1}\left\{z^{*}(x, y)\right\} \tag{7.37}
\end{equation*}
$$

The so-obtained ill-posed problem is to be stated as an optimization problem minimizing the difference between the target and the actual pattern:

$$
\begin{equation*}
\hat{m}(x, y)=\arg \min _{m(x, y)} d\left(z^{*}(x, y), T\{m(x, y)\}\right) \tag{7.38}
\end{equation*}
$$

where $d$ is the distance between a target pattern and an intensity output pattern achieved by a given input.

The transfer function $T$ is defined as a continuous function, allowing for a gradient-based search approach. Both coherent and incoherent imaging systems can be taken into account, an extension to the partially coherent case - for example, using a (truncated) SOCS approach-is also indicated. A regularization framework is introduced in order to account for mask manufacturability criteria. Additionally, the aerial image performance in terms of contrast and side-lobes is evaluated and included in the merit function as penalty method. The transfer function is split into two parts: (1) the aerial image formation and (2) the resist processes. In their approach, the authors assume a simplified thresholdbased resist model. In order for the proposed continuous function optimization approach to work, the discrete threshold model has to be transferred into a continuous one. Thus, the Heaviside operator is approximated by a sigmoid function, which is defined as follows:

$$
\begin{equation*}
\operatorname{sig}(x):=\frac{1}{1+\exp (-a(x-\theta))} \tag{7.39}
\end{equation*}
$$

Here, $\theta$ specifies the $x$ value of the saddle point. This value corresponds to the given threshold intensity value of the resist. Above this threshold value, the positive photoresist is assumed to be completely removed. The slope of the sigmoid can be influence by the parameter $a$. Figure 7.3 demonstrates the impact of $a$.


Figure 7.3: Sigmoid function as defined in (7.39). The threshold value $(\theta)$ is fixed to 0.5 . Two different slope values (parameter $a$ ) are illustrated.

The flow of the combined imaging and resist transfer procedure is depicted in Figure 7.4.


Figure 7.4: Flow of imaging and resist forward process.

In their work, the authors focus on mask optimization for fully coherent and fully incoherent imaging systems. Only binary and strong phase-shifting masks with phase values of 0 and $\pi$ are regarded. Additionally, a pixelation of both input and output patterns is employed. Each pixel of the mask $\left(m_{j}\right)$
can hence be expressed as the real part of the complex transmission only. The minimization problem can so be reduced to:

$$
\begin{equation*}
\min \sum_{j}^{N}\left(z_{k}^{*}-z_{k}\right)^{2} \tag{7.40}
\end{equation*}
$$

where $N$ is the number of pixels in both $x$ and $y$ direction. The electric field amplitude in the coherent imaging case can be described as convolution of the field of the mask $U$ and a amplitude point spread function $h$ :

$$
\begin{equation*}
I=|E|^{2}=|U * h|^{2}, \tag{7.41}
\end{equation*}
$$

where $x \mapsto|x|^{2}$ denotes the element-wise absolute square. The amplitude point spread function can be estimated by the Fourier transform of a circular aperture, which corresponds to $J_{1}$, the first kind, first order Bessel function. Applying the resist threshold model to the intensity (square of electric field) and discretizing the convolution yields

$$
\begin{equation*}
z_{k}:=\operatorname{sig}\left[\left(\sum_{j}^{N} h_{k j} U_{j}\right)^{2}\right] \tag{7.42}
\end{equation*}
$$

for each pixel $z_{k}$.
In the incoherent case, the field amplitude is given by:

$$
\begin{equation*}
I=|E|^{2}=|U|^{2} *|h|^{2} \tag{7.43}
\end{equation*}
$$

where $h$ again refers to the amplitude point spread function. Equivalently, $\tilde{h}:=|h|^{2}$ is the point spread function. Thus,

$$
\begin{equation*}
z_{k}:=\operatorname{sig}\left[\left(\sum_{j}^{N}\left|h_{k j} U_{j}\right|^{2}\right)\right], \tag{7.44}
\end{equation*}
$$

for each pixel $z_{k}$. For binary masks, $\left|U_{j}\right|^{2}=U_{j}$, thus (7.44), can be stated as follows:

$$
\begin{equation*}
z_{k}:=\operatorname{sig}\left[\left(\sum_{j}^{N} \tilde{h}_{k j} U_{j}\right)\right], \tag{7.45}
\end{equation*}
$$

In order to apply a steepest-descent search algorithm to the minimization problem (7.40), the following gradient has to be computed:

$$
\begin{equation*}
\frac{\partial}{\partial U_{j}} \sum_{j}^{N}\left(z_{k}^{*}-z_{k}\right)^{2} \tag{7.46}
\end{equation*}
$$

which in the coherent case is equivalent to:

$$
\begin{align*}
& \frac{\partial}{\partial U_{j}} \sum_{j}^{N}\left(z_{k}^{*}-\operatorname{sig}\left[\left(\sum_{j}^{N} h_{k j} U_{j}\right)^{2}\right]\right)^{2} \\
= & -4 a \sum_{k=1}^{N} h_{k j}\left(\sum_{i=1}^{N} h_{k i} U_{i}\right) \exp \left(-a\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}+a \theta\right) \\
& \left(z_{k}^{*}-\frac{1}{1+\exp \left(-a\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}+a \theta\right)}\right) \\
& \left(\frac{1}{1+\exp \left(-a\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}+a \theta\right)}\right)^{2}  \tag{7.47}\\
= & -4 a \sum_{k=1}^{N} h_{k j}\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)\left(\frac{1}{\operatorname{sig}\left[\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}\right]}-1\right) \\
& \left(z_{k}^{*}-\operatorname{sig}\left[\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}\right]\right) \\
& \left.\left(\operatorname{sig}\left[\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)^{2}\right]\right)^{2}\right]
\end{align*}
$$

Let $F=\sum_{j}^{N}\left(z_{k}^{*}-z_{k}\right)^{2}$ :

$$
\begin{align*}
\frac{\partial F}{\partial U_{j}} & =-4 a \sum_{k=1}^{N} h_{k j}\left(\sum_{i=1}^{N} h_{k i} U_{i}\right)\left(\frac{1}{z_{k}}-1\right)\left(z_{k}^{*}-z_{k}\right)\left(z_{k}\right)^{2} \\
& =-4 a \sum_{k=1}^{N} h_{k j}\left(\sum_{i=1}^{N} h_{k i} U_{i}\right) z_{k}\left(1-z_{k}\right)\left(z_{k}^{*}-z_{k}\right) \tag{7.48}
\end{align*}
$$

The gradient can then be written as:

$$
\begin{equation*}
\nabla F(U)=-4 a\left(H^{T}\left[\left(z^{*}-z\right) \circ z \circ(1-z)(H U)\right]\right) \tag{7.49}
\end{equation*}
$$

where $\circ$ is the entry-wise or Hadamard or Schur product. Similarly, in the incoherent case, the following expression can be obtained:

$$
\begin{equation*}
\nabla F(U)=-4 a\left(H^{T}\left[\left(z^{*}-z\right) \circ z \circ(1-z)\right]\right) \tag{7.50}
\end{equation*}
$$

When aiming at binary masks, $U_{j}$ is of course to be restricted values of either 0 or 1 . Such a constraint, however, yields a discrete optimization problem. Since the authors were determined to use their continuous approach also for the binary mask, they introduce a box constraint:

$$
\forall j \in[1 . . N])\left(0 \leq U_{j} \leq 1,\right.
$$

with an according mapping $(\mathbb{R} \rightarrow \mathbb{N})$. Additionally, to employ an unconstrained optimizer, the constrained is translated into a function mapping $\mathbb{R}$ to the $[0,1]$ range, for which the function

$$
f: x \mapsto \frac{1}{2}(1+\cos (x))
$$

is used. The rationale for using this function is that due to its periodic nature, pixel values are flipped more frequently, therefore allowing for a more vivid search and a lower probability of a premature convergence. Being a strictly local approach, the devised method is only capable of yielding local optima and strongly depends on the selection of an adequate initial solution. A straightforward approach is, for example, the use of the target pattern. Albeit without the incorporation of additional criteria, such a choice can be expected to bias the search toward solutions close to the original design intent. An iteration step of the steepest descent algorithm is given by

$$
\begin{equation*}
\mathbf{x}^{n+1}:=\mathbf{x}^{n}-s \nabla F\left(\mathbf{x}^{n}\right) \tag{7.51}
\end{equation*}
$$

where $s$ is the step size. The authors demonstrated the potential of this approach. In order to incorporate further constraints, for example, accounting for mask manufacturablity, the authors developed penalty method approach, which they term regularization. Specifically, the authors introduced three penalty terms: (1) A discretization penalty, which introduces a bias favoring mask transmission values close to 0 or 1. (2) A complexity penalty, rewarding smooth mask, that is, those patterns that consist of larger regions with uniform transmission values. (3) And an aerial image quality penalty, favoring patterns with a smaller difference (for example in terms of an Euclidean norm distance measure) to the binary target pattern representations. This latter term is similar to the image fidelity term proposed by Granik (see Section 7.1.3) and is to some extent suited to ensure that solutions exhibit an improved local contrast. As pointed out by Granik (2006), ${ }^{10}$ the use of a Euclidean norm bears the risk of yielding solutions with both regions closely on target and those that are dramatically different from the intended image, a situation that could be circumvented by the use of the maximum norm. Poonawala and Milanfar (2007c) acknowledge this fact by stating that their image fidelity criterion should in general not be used without the main target, the contour fidelity.

As argued before, due to the strong locality of the proposed approach and the strong bias presented through the contour difference objective, solutions tend to be close to the nominal (non-optimized) mask layout. To attenuate this shortcoming Poonawala and Milanfar (2007a) devised a two-stage optimization strategy in which first only the image fidelity is maximized, thus removing the strong bias presented by the contour criterion. As a consequence the solutions can be expected to show a less pronounced resemblance with the target layout - in other words, show a higher level of innovation. The results of the former step are used as initial solutions for a subsequent optimization, accounting for the remaining criteria.

Albeit limited to only fully coherent and incoherent cases, the authors clearly demonstrated the feasibility and potential of their method, presenting well-performing solutions for different mask and patterning technologies (e.g., Poonawala and Milanfar, 2007b). As common for penalty methods, the selection of weight parameters strongly impacts the resulted solutions. The authors presented a number of comparisons between different weight settings vividly demonstrating this fact.

The partially coherent illumination case indicated by the original authors was later further developed by Ma and Arce (2008b). In their extension, aimed at CPL, only the SOCS kernel corresponding to the largest eigenvalue is considered, ${ }^{11}$ allowing for a similarly concise derivation of gradients as in the fully coherent case. Using the same framework, the authors also demonstrated the optimization of binary masks (Ma and Arce, 2008a).

Another extension developed by Ma and Arce (2007) further extended the framework by introducing an alternative regularization term based on a Haar wavelet transform of the mask and by which they penalize masks with high frequency patterns (i.e., patterns with a high level of detail). The penalty can be applied either globally or locally, such that regions can be discriminated according to the detail level that they may exhibit.

A closely related approach that rigorously accounts for partial coherence was very recently devised by Jia and Lam (2011). There, process variations are probabilistically taken into account, rendering it less prone to yielding solutions non-feasible under realistic process conditions. Another interesting path studied by the same authors is the application of an incremental learning approach to a through-focus

[^99]mask optimization problem (Jia and Lam, 2010). There, the set of images at different focus positions is regarded as the training set. One probabilistically selected defocused image is considered at one iteration step. ${ }^{12}$

### 7.1.6 Level-set-function-based Approach

Another innovative ILT technique was developed by a group of authors (see, for example, Liu et al., 2005; Abrams and Pang, 2006; Pang et al., 2007). Like in the previously discussed approach (see Section 7.1.5), an abstract inverse problem formulation is derived, assuming an operation $T$ transforming a mask function into a wafer pattern (7.36). Straightforwardly, the inverse is then defined as a transformation from a target pattern to a mask pattern that produces the target (7.37). As an example optimization target, replacing the ill-posed inverse problem, Abrams and Pang (2006) propose a total variation distance metric:

$$
\begin{equation*}
H(\phi)=\iint_{x, y}\left|T(\phi)-z^{*}\right| \mathrm{d} x \mathrm{~d} y \tag{7.52}
\end{equation*}
$$

where $\phi$ is the mask function and $T$ and $z^{*}$ are the pattern forming operation and the target pattern, respectively. This formulation does not account for process conditions such as focus variations or image fidelity considerations. Thus the operator $T$ transforms one mask pattern into exactly one wafer pattern. Many of process window related aspects can be modeled into this merit function in a straight-forward manner. For example, different focus positions could be taken into account by forming a weighted sum over the differences yielded by the different image results for different focus positions. Other criteria require a sophisticated formulation. For example, the mask manufacturability may be considered both as a figure merit - simpler mask receive a lower error value - or as a constraint, omitting non-producible mask functions from the considered set. The main advantage of a so-defined merit function is that it can be regarded as a Hamiltonian mapping a two-dimensional function (out of some appropriate Hilbert space) to a real value, the error. This property renders the problem amenable to a level-set formulation (Osher and Sethian, 1988; Sethian and Adalsteinsson, 1997), ${ }^{13}$ in which the mask function $\phi$ is defined as the level-set function, greater than zero inside, less than zero outside and zero on the contour of the mask. In other words, the contour of the mask is given as the set of coordinates for which $x, y$ is zero. The optimization task is to find a level-set function that minimizes the error due to $H$, which is equivalent to finding $\phi$ such that the functional derivative of $H$ with respect to $\phi$ becomes zero, numerically solvable, for example, using gradient-based optimization techniques. ${ }^{14}$

The level-set formulation presents a number of expedient characteristics. The functional representation of the mask, for instance, allows for a reduced of the parameters compared to traditional OPC or other SMO approaches. Moreover, due to the implicit retrieval of contours, a number of topographyrelated constraints can be accounted for in a straightforward fashion. Consequently, SRAF placement or, more generally, the decomposition of an individual feature into several sub-features can be considered a "natural" property of the level-set approach. This is demonstrated in the simplistic example of Figure 7.5. There, following a common practice, the level-set function of a fictive mask is defined as the signed distance of points to the closest edge. A simple translation in the $z$-direction leads to a significant topological modification of the pattern. The example also demonstrates that the volatile geometries require an additional effort to ensure the producibility of the attained masks, best seen when noting the small squares of the " S " in Figure 7.5(e).

The major drawback of this method is its limited flexibility in terms of joint source optimization. This has been alleviated, however, by introducing an additional level-set function for the source. There, similarly as for the mask optimization task, contours representing source regions are generated through the evolution of a level-set function (e.g., Pang et al., 2010). Like for the mask, regularizing constraints
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Figure 7.5: Signed distance function representation of multiple feature contours under $z$-translation: (a) -15 , (b) -5 , (c) 0 , (d) 5 and (e) 10 , which result in different topologies.
can be included to account for producibility or robustness requirements of the source. Additional objectives such as process-window-related criteria (ibid.) or MEEF (Pang et al., 2008b) and aberration and polarization-induced effects (Dam et al., 2010) have also been shown to be integrable into the approach. Multiple results demonstrate the feasibility and the benefits of the presented approach using mask-only optimization, for example for DRAM structures (Chu et al., 2006) on the 65 nm technology node (Hung et al., 2006), and for the 45 nm and 32 nm nodes (Pang et al., 2007, 2008a).

### 7.1.7 Pixelated Chromeless Phase Lithography Mask Optimization

Another comprehensive mask optimization framework was proposed by a group of authors (Singh et al., 2008; Davids and Bollepalli, 2008), aiming mainly at CPL ${ }^{15}$ (Borodovsky et al., 2008; Schenker et al., 2008) but being principally extensible to any other mask technology (Singh et al., 2008). One of the key techniques of their optimization approach is the use of an indirect representation of the mask that the authors refer to as Tau-map. Similarly to the previous discussed wavefront engineering approaches (see Section 7.1.1, Section 7.1.2 and Section 7.1.3), the basic idea is to optimize the Tau-map in order to obtain an ideal imaging performance. Summarizing the paper by (Davids and Bollepalli, 2008), the main ideas, (1) an illumination-independent forward imaging step as a function of the Tau-map, (2) the formulations for the according Tau-map optimization problem, and (3) the reverse mask construction algorithm, are briefly reviewed in the following.

As indicated before, the mask transmission and phase values of the mask are given on the discrete Tau-map, whose resolution is determined by the optical system, that is, by the NA of the projector lens, the employed wavelength and the filling factor of the illuminator. Of course, the sampling rate has to be greater than or equal to the Nyquist number. The Tau-map can hence be perceived as a mask spectrum with a resolution perfectly matching the propagation capability of the optical system. The point-spread function of the projector serves as an interpolation function that reconstructs the mask spectrum within its support, i.e., within the NA of the pupil.

Figure 7.8 demonstrates the Tau-map and the image computation scheme: An individual image point $\mathbf{r}^{\prime}$ (mask scale) is evaluated in the grid coordinate system. The imaging behavior of the point-spread function $\left(U_{1}\right)$ on an individual Tau-map entry can be expressed as a weighting equation:

$$
\begin{equation*}
\mathfrak{O}\left(\mathbf{r}^{\prime} ; n, m\right):=\tau[n, m] U_{1}\left(k \mathrm{NA}\left|\mathbf{r}^{\prime}-\mathbf{x}_{n, m}\right|\right) \tag{7.53}
\end{equation*}
$$

where $k$ is the wavenumber and $\mathbf{x}_{n, m}$ is the actual coordinate corresponding to the Tau-map entry $n, m$. Here, the point-spread function can be said to be both a weighting and an interpolation function. Under partially coherent illumination, the mutual coherence of the imaged Tau-map entries has to be taken into account (cf. Section 3.2). This can be achieved by a properly stacked mutual intensity matrix (J) defined on the same grid as the Tau-map. We then have the following equation for the image intensity:

$$
\begin{equation*}
I\left(\mathbf{r}^{\prime}\right)=I_{0} \sum_{n} \sum_{m} \sum_{n^{\prime}} \sum_{m^{\prime}} \mathfrak{O}^{*}\left(\mathbf{r}^{\prime} ; n, m\right) \mathbf{J}\left[n, m ; n^{\prime}, m^{\prime}\right] \mathfrak{O}\left(\mathbf{r}^{\prime} ; n^{\prime}, m^{\prime}\right) \tag{7.54}
\end{equation*}
$$

The intensity computation can be further simplified by using a translated coordinate system centered at the coordinate $\mathbf{x}_{a, b}$ that is closest to the evaluation point. Moreover, because of the band-limiting property of the pupil, only a portion of the grid has to be taken into account. Let $\pm l_{x}, \pm l_{y}$ be the indices corresponding to the NA-determined limits. If we set $\boldsymbol{\rho}:=\mathbf{r}^{\prime}-\mathbf{x}_{a, b}$, we obtain:

$$
\begin{equation*}
I\left(\mathbf{r}^{\prime}\right)=I_{a, b}(\boldsymbol{\rho})=I_{0} \sum_{\nu=-l_{x}}^{l_{x}} \sum_{\mu=-l_{y}}^{l_{y}} \sum_{\nu^{\prime}=-l_{x}}^{l_{x}} \sum_{\mu^{\prime}=-l_{y}}^{l_{y}} \mathfrak{O}^{*}(\boldsymbol{\rho} ; \nu+a, \mu+b) \mathbf{J}\left[\nu, \mu ; \nu^{\prime}, \mu^{\prime}\right] \mathfrak{O}\left(\boldsymbol{\rho} ; \nu^{\prime}+a, \mu^{\prime}+b\right) . \tag{7.55}
\end{equation*}
$$

This simplification is valid because, as stated before (Section 3.2), the mutual intensity depends on the difference between two points, not on its absolute values. It is hence invariant to a translation. Moreover, because the mutual intensity matrix is real and symmetric (for symmetric illumination sources), and
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Figure 7.8: (a) Tau-map: sampled mask spectrum representation with a grid size and discretization determined by the wavelength, the illuminator and the NA of the projector. In addition, the pupil implies a band-pass filter, so that only the grayshaded region, centered at the point where the image is evaluated has to be taken into account. For image points with no direct correspondence in the Tau-map, the point-spread function serves as an interpolation function. (b) Pupil frequency and illumination domain (normalized by the wavenumber $[k]$ ): the gray-shaded circle denotes the NA of the pupil, which corresponds to the support in the Tau-map.
hence hermitian, an eigen-decomposition using an orthogonal similarity transform can be be carried out such that

$$
\begin{equation*}
\boldsymbol{\Lambda}=\mathbf{V}^{T} \mathbf{J} \mathbf{V} \tag{7.56}
\end{equation*}
$$

where $\boldsymbol{\Lambda}$ is a diagonal matrix containing the eigenvalues and $\mathbf{V}$ is an orthogonal matrix whose columns are the eigenvectors. This decomposition gives rise to a formulation that is closely related to the SOCS formulation of the Hopkins imaging approach (see Section 3.2.6). In this case, however, the coherent kernels can be regarded as the pseudo-electric fields due to the Tau-map filtered by the PSF that is weighted by the source (Davids and Bollepalli, 2008). Formally,

$$
\begin{equation*}
\mathfrak{E}_{a, b}(\boldsymbol{\rho} ; \nu, \mu):=\sum_{\nu^{\prime}=-l_{x}}^{l_{x}} \sum_{\mu^{\prime}=-l_{y}}^{l_{y}} \tau\left[\nu^{\prime}+a, \mu^{\prime}+b\right] \mathbf{V}\left[\nu, \mu ; \nu^{\prime}, \mu^{\prime}\right] U_{1}\left(k \mathrm{NA}\left|\boldsymbol{\rho}-\mathbf{x}_{\nu^{\prime}, \mu^{\prime}}\right|\right), \tag{7.57}
\end{equation*}
$$

which corresponds to a discrete convolution of the Tau-map with the mutual-intensity-weighted PSF, ${ }^{16}$ and by accordingly substituting it into (7.55), we have:

$$
\begin{equation*}
I_{a, b}(\boldsymbol{\rho})=I_{0} \sum_{\nu=-l_{x}}^{l_{x}} \sum_{\mu=-l_{y}}^{l_{y}} \lambda_{\nu, \mu}\left|\mathfrak{E}_{a, b}(\boldsymbol{\rho}, \nu, \mu)\right|^{2} . \tag{7.58}
\end{equation*}
$$

Based on this compact forward imaging formulation, the inverse step can be described as a search for a Tau-map that minimizes the difference between the target image and the image due to the Tau-map. This problem can be solved with a number of different optimization schemes. The authors schematically demonstrate the application of two approaches: (1) a first-order technique in which each iterate consists of an LP sub-problem and (2) a second-order weighted least squares formulation.

[^102]For the first approach, termed linear variation techniques by the authors, Tau-map variations are related to the difference between the target $\left(I^{*}\right)$ and the image under the map $(I)$ as first order derivatives. That is, given

$$
\Delta I:=I^{*}-I
$$

$\Delta I$ has to formulated as a function of the Tau-map. From (7.55), restricted to the actual sampling grid, that is omitting the interpolation vector $\boldsymbol{\rho}$, Davids and Bollepalli (2008) derive the following differential expression:

$$
\begin{align*}
& \Delta I_{a, b}=I_{0} \sum_{\nu=-l_{x}}^{l_{x}} \sum_{\mu=-l_{y}}^{l_{y}} \sum_{\nu^{\prime}=-l_{x}}^{l_{x}} \sum_{\mu^{\prime}=-l_{y}}^{l_{y}} \Delta \mathfrak{O}^{*}(\nu+a, \mu+b) \mathbf{J}\left[\nu, \mu ; \nu^{\prime}, \mu^{\prime}\right] \mathfrak{O}\left(\nu^{\prime}+a, \mu^{\prime}+b\right)  \tag{7.59}\\
&+\mathfrak{Q}^{*}(\nu+a, \mu+b) \mathbf{J}\left[\nu, \mu ; \nu^{\prime}, \mu^{\prime}\right] \Delta \mathfrak{O}\left(\nu^{\prime}+a, \mu^{\prime}+b\right)+R_{a, b},
\end{align*}
$$

where $R_{a, b}$ is a residual error. From (7.59), a linear approximation for the Tau-map derivatives, which are directly proportionate to the pseudo-electric field differentials, can be derived and applied in a line-search. As noted by Davids and Bollepalli (2008), the computation of the derivatives requires the inverse of the mutual intensity matrix $\mathbf{J}$, which can be obtained through a diagonalization similarly to (7.56), potentially involving a preconditioning to a singular eigenvalue matrix $\mathbf{D}$.

For the second approach, a weighted least squares regression, the authors propose the solution with a quasi-Newton method, where the sub-problem is obtained through a Taylor series expansion about the iterative candidate solutions of the Tau-map, consequently requiring the numerical determination of the Hessian of the functional defined by the residual error on the grid. As they point out, the Hessian is in general ill-conditioned, requiring according preconditioning (compare Section 5.4.1). As an alternative, the authors propose the use of smoothing techniques such as the introduction of a Sobolev norm (similarly, for example, to the approach taken by Granik (2004); see Section 7.1.3) or different search strategies such as direct search (e.g., Section 5.4.2).

As the final step, the reconstruction from the Tau-map obtained from either optimization procedure remains to be conducted. Like already mentioned in the discussion, for example, of the approach by Rosenbluth et al. (2002), this is again an ill-posed problem since numerous mask layouts may result in the same diffraction pattern. This is because of the band-limiting behavior of the lens, but it becomes even more critical when considering mask topography effects. The set of potential solutions is therefore best restricted using additional criteria such as mask manufacturing constraints, for example, by requiring a minimum pixel size that reflects the mask writer resolution capabilities. Unfortunately, by introducing restrictions not taken into account in the previous optimization stage, such an approach easily leads to sub-optimal solutions.

Albeit not explicitly shown, the authors claim that their approach allows to account for vector imaging, resist and EMF effects. However, such extensions are likely to break the presented concise representation and can be expected to be associated with a significant computational overhead. To alleviate the computational cost of rigorous EMF calculations, the use of a domain-decomposition technique (see Section 3.1.1) or approximation models such as the boundary layer method (TirapuAzpiroz and Burchard, 2003) have been proposed.

Of course, the Tau-map formulation allows to be used within virtually any including a global optimization framework. When combined with a local search, however, it strongly depends on the provision of an initial solution that lies within the basin of attraction of a suited local optimum. This strong dependence was also clearly demonstrated by Singh et al. (2008), in which different initial pixelations are discussed. Singh et al. (2008) also briefly discuss the problems involved when regarding source/mask optimization as an inverse lithography approach. He expresses this as a problem of generating an adequate target image that serves as comparison with the image obtained through an optimization step. To account for additional criteria such as contrast and image fidelity, the authors propose to include according parameters into the computation of the target image, indicating that a number of experiments had to be conducted in order to find suited such parameters. The feasibility of the approach was demonstrated up to full-chip scale through a number of other numerical experiments and silicon validations (ibid.).

### 7.2 Direct Problem Statement

In contrast to many of the related efforts to mutually optimize lithographic mask and illumination settings, using an inverse problem formulation, the approach proposed here can be considered a direct method, taking a holistic view on the lithography process. ${ }^{17}$ Instead of starting with an aerial image or the mask's nearfield and searching for (closely) matching mask and illumination set-ups, this technique (probabilistically) searches the entire space of all possible mask and illumination set-ups in order to find an "ideal" combination. Ideal in this case can be defined very flexibly, including virtually any criteria, for example, image performance related objectives or producibility constraints. The number and kind of criteria can be adjusted with very little effort. Furthermore, for the aerial (or bulk) image evaluation, no specially tailored simulation routines have to be used. Instead a normal lithography process simulation can be conducted. Thus also virtually any electro-magnetic field solver can be utilized, which will be a requirement for next generation lithography applications.

Figure 7.9 depicts the general flow of the proposed optimization approach. It also demonstrates, that this procedure can be easily integrated into the proposed optimizer, the genetic algorithm. Furthermore, the lithography simulation environment can be applied for the computation and evaluation of aerial (or bulk) images in a straightforward manner: (1) Mask and illumination settings are generated by the genetic algorithm. (2) Resulted solution candidates are evaluated using a simulation program and a post-processing analysis. (3) The obtained information (parameter settings and merit values) are used by the optimization routine to generate new solutions. These iteration steps are repeated until a satisfactory solution is found.


Figure 7.9: General optimization flow.
As indicated before, in genetic algorithms there is a dualism between the internal representation of solutions and the actual problem space: In this application, the problem specific representation (phenotype) of mask and illumination settings has to correspond with the required input for the lithography simulator. For the internal GA representation (the genotype) both mask and illumination parameters have to be represented as bit strings.

Another requirement for this optimization approach is the formulation of the merit (fitness) function. As in most other optimization problems, the pay-off of a solution is given by a number of (often incommensurable) different criteria. For the single-objective case, all objectives that determine the merit of a solution have to be modeled into a function that yields a single scalar value. This value serves as the

[^103]fitness of a solution candidate for the genetic algorithm. In the case of a multi-objective optimization GA, sub-criteria can be evaluated individually, as the optimizer will treat them multi-dimensionally.

The parameter representation, the objective criteria, and the formulation of the merit function are presented in the remainder of this section.

### 7.2.1 Parameter Representation

Several different representation schemes for both the mask geometry and the illumination set-up have been investigated. In general, two categories of values can be distinguished: (1) continuous and (2) discrete.

Continuous values, such as the parameters for the continuous mask geometry representation and the illumination system are modeled as follows: The parameter's domain, that is, upper and lower bounds of the parameter ( $u$ and $l$ ) and the required number of decimal places $(d)$, is specified in advance. The number of bits taken by this parameter in the chromosome can then be calculated by shifting the parameter's domain $(u-l)$ by the required number of decimal places, and computing the required (up-rounded) exponent of radix two:

$$
\left.\ell:=\left\lceil\log _{2}(u-l) 10^{d}+1\right)\right\rceil .
$$

Any real number $x$ can now be encoded by subtracting the offset (lower bound $l$ ) and dividing it by the range of the parameter $(u-l)$; yielding numbers ranging from 0 to 1 . The result is then scaled by the maximum number that can be represented by this parameter's part of the bit string $\left(2^{\ell}-1\right): a_{10}(x):=\frac{x-l}{u-l} \cdot\left(2^{\ell}-1\right)$. The binary representation $\left(a_{2}(x):=\operatorname{bin}\left(a_{10}(x)\right)\right.$, finally, yields the parameter's bit encoding in the chromosome. Thus, decoding of the parameter is performed as follows: $x:=\frac{\operatorname{dec}\left(a_{2}\right)}{2^{\ell}-1}(u-l)+l$.

Discrete values, such as transmission levels, are encoded bit-wisely.

## Photomask

In the first examples, we have limited our view to the Kirchhoff mask approach (infinitely thin masks). Hence the mask geometry is defined in one or two dimensions. The one-dimensional representation is well suited for the determination of ideal conditions for line/space patterns, whereas for more complicated structures - such as contact holes - or an evaluation of line-end properties a two-dimensional representation is required. In both cases, the geometry can be represented continuously, that is, by a parametric geometry description, or discretely, in the form of a grid.

One-dimensional Masks The optimization problem for one-dimensional mask with line/space patterns is specified in two different ways. In the first case, the mask is represented by continuous variables which describe certain features on the mask. Figure 7.10a depicts a main feature with sub-resolution assists, which are symmetrically positioned on the left and on the right side of the main feature. Simulations are performed using different numbers of assist features.

Photomasks in optical lithography are commonly generated by mask writers (e-beam or laser), which have a limited resolution. This is directly taken into account for the second, the pixelated masks representation (demonstrated in Figure 7.10b). The mask is divided into pixels of size $\Delta x$ that is determined by the resolution of the mask writer. Each pixel takes predefined complex transmission values $t_{i}$. In the binary mask (BIM) case, two values occur:

$$
\begin{aligned}
& t_{1}: 0+0 j \\
& t_{2}: 1+0 j
\end{aligned}
$$

Alternating and attenuated phase shifting mask pixels may take one of the following three values:

$$
\begin{aligned}
& t_{1}: 0+0 j \\
& t_{2}: 1+0 j \\
& t_{3}:-1+0 j
\end{aligned}
$$

Parameters for the discrete mask representation are converted in a straightforward manner. For binary masks, each grid point can only take two transmission values, thus requiring only a single bit. Depending on the technology, phase shifting masks require two (CPL) or three values (both AttPSM or AltPSM). While for the former case two bits are sufficient, the latter cannot be coded with an integer number of bits. There are multiple options to circumvent this problem, for example: (1) introducing tertiary alphabet, (2) disrespecting bit boundaries and aggregating multiple pixels into a number of integers, or (3) associating multiple bit configuration with a single (complex) transmission. For two reasons, we employed the latter. First, because it is compatible with the rest of our (binary) chromosome and second since an interweaving of pixel boundaries can be expected to introduce dispensable epistasis. Additionally, the non-unique assignment offers the possibility to introduce a bias toward a specific transmission, for example, to incorporate an implicit preference of chrome regions.


Figure 7.10: Mask geometry representations: Gray areas symbolize opaque chromium covered areas of the mask; continuous (a) and discrete (b) representations are illustrated for the one-dimensional case; $w_{m}$ width of main feature, $w_{a i}$-width of assist feature $i, d_{i}$ distance of assist feature $i, \Delta x$-grid resolution. For the two-dimensional rectangle representation (c) only the structures of the upper-right quadrant are defined; the remaining quadrants are mirrored.

Two-dimensional Masks Both the continuous and the discrete approach can be generalized to two dimensions. However, both representations have certain advantages over each other: The binary representation is very flexible and reflects the procedure of the mask production. On the other hand, it converges much slower than its counterpart, the continuous representation, which - due to the fixed number of assist structures-is associated with a significantly smaller search space, but which is hence also less flexible.
Therefore a third representation was developed as a compromise between the former approaches: The mask is described by a list of rectangles (Figure 7.10c). Each rectangle is characterized by four parameters (either origin, width and height or two opposite vertices). The number of rectangles may vary up to a user-provided maximum. The rectangle mask representation is flexible and capable to "invent" new layout-forms. Unfortunately, the varying number of rectangles (and important optimization parameters) limits the convergence of the implemented optimization procedure. Section 7.3 .2 will present the application of the rectangle mask representation for the optimization of mask and source geometries for printing contact holes.

## Illumination

Under Köhler illumination, the mask can be considered to be illuminated by plane waves with different directions (see Chapter 2). The Abbe approach employed in this work (see Section 3.2.5), accounts for that by computing the intensity distribution for each of these incident waves, which are then incoherently superposed to form the final image.

The traditional source geometries are revisited in Figure 7.11. In a first approach, the source is represented by a parametric definition of these illumination set-ups: The circular and annular illumination are characterized by one $(\sigma)$ or two parameters $\left(\sigma_{\mathrm{in}}, \sigma_{\mathrm{out}}\right)$, respectively. The multipole illumination is specified by the number of poles, by their orientation $(\theta)$, the offset ( $\sigma_{\text {off }}$ ), and the radius $\left(\sigma_{r}\right)$ of the poles. The implementation of other illumination types such as QUASAR or even user-defined geometries is straightforward.


Figure 7.11: Illumination models.

Since in this approach the principal illumination layout has to be pre-specified by the user, an alternative more flexible approach was developed, using a pixel representation of the source: As depicted in Figure 7.12 , the source is sub-divided into tracks and sectors, each of which can have a different transmission value. Symmetry is exploited by restricting the source definition to only one quadrant, which is mirrored accordingly. Each track/sector can be regarded as one bit, which is either set (transmission $=1$ ) or not (transmission $=0$ ). The GA representation is thus straightforward: Figure 7.12(c), for example, shows a setup for bit string 000010000 as only the second sector in the second track has transmission 1, all other sections have 0 transmission.

In the course of the simulation studies, different Abbe-based aerial image simulators have been applied. For the first studies, a variant using a fixed mesh grid for the source was used into which the track/sector representation has to be expressed. Figure 7.12(d) shows the simulator's representation of the former example.


Figure 7.12: Illumination representation. (a) Tracks and Sector definition used by the genetic algorithm, (b) Pupil mesh point representation as used by lithography simulator: Matrix is specified that envelops the NA, (c) example set-up, (d) same set-up as mesh point representation

Figure 7.13 exemplifies the components of a bit string, given the track/sector illumination and rectangle representation of the mask.


Figure 7.13: Bit string representation of illumination parameters and rectangles.

### 7.2.2 Objectives and Constraints

It should be mentioned that the considerations in this work are solely aerial-image and bulk-imagebased. That is, no resist effects have been taken into account. Instead, a constant threshold resist model is employed. There, an image computation is performed with a nominal line/space pattern, that is assumed to be on target without any OPC measures. In other words, mask and wafer linewidth are assumed to be identical. The intensity threshold for which this is the case is sought and kept constant for all other patterns.

As already illustrated through the review of related work, the merit of a solution is determined by a number of different criteria, related to the performance of a candidate solution but also accounting for manufacturability constraints. The discussion in Section 4.4 showed that constraint-handling in GAs is far from being straightforward such that replacement formulations have to be devised. As will be demonstrated, in this work, we have used a number of constraint handling techniques, including the penalty method, a multi-objective approach, a decoder and a repair strategy.

Another perspective on constraints is their impact on the solution. Hard constraints are those whose violations render a solution completely "useless." In the case of soft constraints, a lower degree of violation enhances the utility of that solution; there may or may not be a turning point at which the solution is actually considered infeasible. These kind of constraints can alternatively be considered as regularization criteria, increasing the uniqueness of solutions of ill-posed problems. In this study, we employed criteria that can be regarded as hybrids incorporating both the pay-off and the degree of constraint violation. In other words, these figures of merit function as penalties, regularization criteria and pay-off values. For example, in order to minimize the risk of sidelobe printability, especially in the case of SRAFs, an according criterion can be formulated as follows: If the nominal threshold leads to sidelobe printing, the candidate solution is punished by a value proportionate to the difference between the nominal threshold and a safe intensity at which sidelobes do not print. If the nominal threshold results in no sidelobe, the solution is rewarded proportionate to the threshold-to-sidelobe distance. Hence since we are aiming at a straightforward and concise formulation as the merit function (singleobjective or multi-objective), we will not draw a strict line between objectives and constraints but instead term all components of the merit criteria.

Broadly, the evaluation of an individual involves the following steps:
(1) mask evaluation/repair,
(2) image computation and
(3) image evaluation.

The criteria are hence introduced in this order in the following.

## Manufacturability

In order to achieve producible and inspectable masks, a number manufacturability criterion were introduced. The merit evaluation for this criterion strongly depends on the mask representation.

One-dimensional Masks Since the simulator employed for the first example applications represents mask elements by rectangles, the continuous and discrete representations require an extra step: The mask structures have to be converted to rectangles, which in both cases can be done in a straightforward manner. Since in the continuous case, parameters can only be varied such that they yield valid and producible masks, this representation does not require any additional geometry check. The binary representation, however, may generate cleft masks, i.e., masks that have a high number of adjacent regions with alternating transmissions. As such masks are hard to produce, higher merit values are assigned to masks exhibiting large connected areas with the same transmission (manufacturability criterion [MC]).

Two-dimensional Masks The manufacturability criterion is also applied in the case of the two dimensional rectangle representation. In this case, the validity of the rectangles has to be checked and the rectangles have to be modified such that they are processable by the lithography simulator.


Figure 7.14: Overlap healing. (a) initial condition: overlapping rectangles, (b) union-yields rectilinear polygon, (c) repaired (non-overlapping) rectangles

Again dealing with a precondition of one of the employed simulators, overlapping rectangles, potentially obtained as candidate solutions, have to be resolved. Thus the overlapping does not only have to be taken into account for the merit, but the overlap has to be resolved, that is, a combination of a repair and a penalty method is utilized. Two alternatives of dealing with overlapping structures have been implemented: (a) deletion of overlapping rectangles, (b) re-structuring. In the first alternative (a), for each rectangle, it is checked whether other rectangles intersect this rectangle. Each rectangle that intersects the checked rectangle is removed. The re-structuring alternative (b) is illustrated in Figure 7.14. First, the union of all overlapping rectangles is generated, resulting in a rectilinear polygon. This polygon is divided into rectangles afterward (for example, using the algorithm by Nahar and Sahni, 1988). The fitness is decreased by a penalty which is proportional to the overlap areas.

In a second step, rectangles that do not meet a predefined minimum size (Figure 7.15a) are punished: A value proportional to the difference of minimum size and actual size is subtracted from the merit; optionally, these rectangles are also deleted, thus again employing a hybrid of a repair and a penalty approach.

The decode function, which converts the bit string into rectangles, is not surjective, that is, there may be multiple definitions for the same mask set-up. For example, the rectangle defined by points $(1,4)$ and $(4,1)$ is equal to rectangle $(1,1),(4,4)$. Also, rectangles may occur in a different order (in the bit string), still generating the same layout: ... $R_{1}, R_{2} \ldots$ and ... $R_{2}, R_{1} \ldots$ (where $R_{1}$ and $R_{2}$ denote rectangles) would lead to the same geometry. In order to improve the GA's convergence behavior, layouts with different bit string representations have been made distinguishable by punishing settings where the bit string representation does not reflect the geometric position. The example in Figure 7.15 b would be punished, as the second rectangle in the bit string (denoted by the number 2) has a smaller distance (from the origin) than the first rectangle.

If rectangles lie outside of the specified mask area, they are punished proportionally to the area by which they exceed the mask array (this criterion is relevant only if rectangles are specified by origins and dimensions; Figure 7.15c). For manufacturability reasons, rectangles must respect a pre-specified minimum distance. Rectangles that under-run this distance are punished by a proportion of the violation (Figure 7.15d). Punished rectangles are deleted optionally (that is, the layout is repaired).


Figure 7.15: Rectangle representation: different criteria and repair steps are applied in the "geometry stage." (a) Features below a minimum dimension are punished and expanded to the minimum size; (b) rectangles whose order within the candidate representation does not reflect the distance from the origin of the mask are punished; (c) rectangles outside of the mask area are repaired and punished; (d) rectangles whose distance to adjacent features falls below a minimum are punished and optionally deleted; (e) exploiting symmetry, the mask is defined only by one quadrant (e.g., upper right, shown magnified). The remaining quadrants are implicitly given as the mirrored representatives. Minimum distance violations at a symmetry axis are punished, and rectangles are rectified by pulling them onto the respective edge such that the symmetric instances form a single feature.

For symmetry reasons-the first 2-D application aims at optimizing masks for contact holes-, the mask is defined by its upper right quadrant. The remaining quadrants are mirrored accordingly. Thus rectangles must have at least half the minimum distance from the left and bottom border of the mask area, as they would get too close to their mirrored instance otherwise. Rectangles violating this criterion are stretched (repaired) such that their offending edge then lies on the border (Figure 7.15e). Additionally, they are punished with a proportion of their distance violation.

Morphological mask evaluation An alternative method with a closer resemblance to the mask representation used in mask writing was devised by Seifert (2006b), borrowed from a morphological regularization technique used in image processing (see, for example, Haralick et al., 1987). Similarly to the mask manufacturability criteria above, the rationale behind this is to minimize the occurrence of (1) isolated structures that may be critical for the mask writer to achieve and that increase the writing time and of (2) structures with too low a distance in between, for which the writer may produce unintended bridges. In the first step, a binary representation of the masks is obtained. The pixelation is performed for a fixed grid, for example, with a resolution adapted to the mask writer capabilities. Let $I_{m}$ be the binary map for mask $m$; formally,

$$
\begin{equation*}
I_{m}: E \rightarrow T \tag{7.60}
\end{equation*}
$$

where $E$ is the fixed mesh, i.e., $E \subset \mathbb{Z}^{2}$ and $T$ is a set of transmission values. For simplicity, let $T$ be $\{0,1\}$, i.e., a binary mask. The idea is to subsequently conduct two regularization operators, termed opening and closing, and two compute the difference between the original and both of the regularized version of the binary mask. Formally, the mask manufacturability criterion can hence be defined as:

$$
\begin{equation*}
\mu_{\mathrm{MC}}:=w_{o}\left|I_{m}-o_{k}\left(I_{m}\right)\right|+w_{c}\left|I_{m}-c_{k}\left(I_{m}\right)\right|, \tag{7.61}
\end{equation*}
$$

where $o_{k}$ and $c_{k}$ are the opening and closing operations, respectively, The index $k$ denotes the proximity of the influence of the operation and $|$.$| is a suited norm; the Manhattan norm in this case. The optional$ weight factors $w_{o}$ and $w_{c}$ can be used to attenuated or accentuate any of the two operations. Both operators can be regarded as a composition of two more fundamental morphological operations, erosion and dilation. In our context, the first operator, erosion can be described as follows: given a pattern consisting of one type of pixels (e.g., bright) and a structuring, for example, a quadratic element. Further let the structuring element be centered on one target pixel in the original pattern. The pixel remains if and only if all pixels in the pattern within the support of the structuring element are identical with the ones in the structuring element. This is illustrated in Figure 7.16 as the first operation in the top and the second operation in the bottom row. To formalize, let $A$ be the set of bright pixels, that is,

$$
A:=\left\{\mathbf{z} \in E \mid I_{m}(\mathbf{z})=1\right\} .
$$

Let further $B$ be a structuring element, also defined on $E$. In our case, it is appropriate to let $B$ define a quadratic region of the grid, i.e.,

$$
B_{k}=\left\{\mathbf{z} \in\{-k, \ldots, k\}^{2} \subseteq E\right\}
$$

where $k \in \mathbb{N}$ (the index $k$ is omitted in the following). Erosion can then be defined as follows:

$$
\begin{equation*}
A \ominus B:=\{\mathbf{z} \in E \mid(\forall \mathbf{b} \in B)(\mathbf{z}+\mathbf{b} \in A)\} \tag{7.62}
\end{equation*}
$$

Analogously, dilation is an operation that for each pixel in the original pattern reproduces the support of the structuring element, shown in Figure 7.16, where it is the second and first operation in the top and the bottom row, respectively. Formally,

$$
\begin{equation*}
A \oplus B:=\bigcup_{\mathbf{b} \in B}(A)_{\mathbf{b}} \tag{7.63}
\end{equation*}
$$

where $(A)_{\mathbf{b}}$ denotes the by $\mathbf{b}$ translated set $A$.

The opening operator, which can be perceived as a subtle-feature-removing operator, is defined as:

$$
A \circ B:=(A \ominus B) \oplus B
$$

The closing operator, which can be perceived as a subtle-space-removing operator, is defined as:

$$
A \bullet B:=(A \oplus B) \ominus B
$$

The effects of both operations are illustrated in the top and bottom rows of Figure 7.16, respectively. There, a proximity of one pixel $(k: 1)$ was used, rendering $B$ a $3 \times 3$ matrix representative.


Figure 7.16: Mask manufacturability criterion based on morphological regularity analysis for a $3 \times 3$ support ( $k: 1$ ). Top row: Opening consists of a erosion and a dilation operation, removing subtle bright parts from features. Bottom row: Closing, performing dilation and then opening, can be considered the dual operation in that it removes fragile spaces. Image taken from Seifert (2006b).

## Aerial Image

After repairing and evaluating the geometry of the mask, the image simulator is called with that mask and the source as inputs. Since in this example no further constraints are applied to the source (as opposed to, for example, the peak intensity minimization explained in Section 7.1.3) the source geometry is simply transcoded into the mesh grid of the simulator and assigned accordingly. Since we are concerned here with an aerial-image-based assessment, no further processing steps are conducted. The aerial image data are evaluated as follows.

The evaluation of lithographic processes has to take several effects into account. Following selection of criteria proved sound in order to achieve well-performing imaging conditions:

CD Criterion The critical dimension (CD) specifies the size of the printed main feature. The deviation between the size of the printed feature at the threshold intensity $\mathrm{CD}_{p}$ and the target $\mathrm{CD}_{t}$ provides the first aerial image (minimization) component of the objective function (cf. Figure 7.17a):

$$
\begin{equation*}
\mu_{\Delta \mathrm{CD}}(\mathrm{x}):=\left|\mathrm{CD}_{p}(\mathbf{x})-\mathrm{CD}_{t}\right| \tag{7.64}
\end{equation*}
$$

For simple one-dimensional line/space studies, a single CD measurement position is indeed sufficient. In the case of 2-D features, such as contact holes, the CD difference has to be evaluated at different positions. Also Multiple CD evaluations can be combined with a weighted sum approach or using a root mean square error (RMSE). For each evaluation region, an according user-provided cut line has to be defined.


Figure 7.17: Evaluation of lithographic images: (a) main feature: critical dimension (CD), i.e., size of feature at a specified threshold intensity (dashed line), the (average) slope is evaluated at the nominal edges of the feature; (b) global evaluation: band criterion, which ensures that sidelobes are only printed where required.

Band Criterion (BC) In order to ensure that only the desired features are printed, those solutions whose sidelobes exhibit a low intensity are punished. On the other hand, the feature's intensity should not exceed a certain value to avoid exposed spots within areas that are to be printed. For that, a band around the threshold value (as shown in Figure 7.17b) has been introduced. Solutions that violate this criterion are punished.

$$
\mu_{\mathrm{BC}}(\mathbf{x}):= \begin{cases}I_{t}\left(1+p_{t}\right)-I_{e}(\mathbf{x}) & \text { no-print sidelobes with too low an intensity }  \tag{7.65}\\ I_{e}(\mathbf{x})-I_{t}\left(1+p_{t}\right) & \text { print areas with too high an intensity }\end{cases}
$$

where $I_{t}$ is the threshold intensity, $I_{e}$ is is the intensity at the minimum of the sidelobe (maximum, resp.), and $p_{t}$ is the band size (which is set to $\pm 30 \%$ throughout this work). Again, multiple features or orientations can be combined by introducing several cut lines and by combining the assessment result using a weighted sum or RMSE approach.

Slope Criterion (SC) This criterion (see Section 2.2 .7 for a discussion) ensures that good solutions should be tolerant against variations in exposure doses. Thus, the slope of the normalized intensity curve at the edges of the target feature is to be maximized (cf.Figure 7.17a).

$$
\begin{equation*}
\mu_{\mathrm{SC}}(\mathbf{x}):=d I /\left.d x\right|_{\mathrm{edge}} \tag{7.66}
\end{equation*}
$$

Through-focus evaluation In order to provide a stable process, variations of the focus position should have as little impact on the imaging performance as possible. To optimize the through-focus behavior, the former criteria are conducted at a number of different focus positions.

## Fitness Function

The combination of the individual criteria is critical in that it may drastically impact both the result and the convergence rate of the optimization process. Especially, the determination of a suited balance between the individual penalty and merit values is far from being straightforward since it can easily lead to an unintentional bias (see Section 4.4 and Section 4.11 for a discussion). In a first step, using
the single-objective genetic algorithm, we have used a weighted sum approach. For the combined fitness function, we thus have that,

$$
\begin{equation*}
\mu: \mathbf{x} \mapsto \frac{w_{\mathrm{MC}} \cdot \mu_{\mathrm{MC}}(\mathbf{x})+w_{\mathrm{AI}} \cdot \sum_{i=1}^{n} \frac{w_{\Delta \mathrm{CD}} \cdot \mu_{\Delta \mathrm{CD}}(\mathbf{x})+w_{\mathrm{SC}} \cdot \mu_{\mathrm{SC}}(\mathbf{x})+w_{\mathrm{BC}} \cdot \mu_{\mathrm{BC}}(\mathbf{x})}{n\left(w_{\Delta \mathrm{CD}}+w_{\mathrm{SC}}+w_{\mathrm{BC}}\right)}}{w_{\mathrm{MC}}+w_{\mathrm{AI}}} \tag{7.67}
\end{equation*}
$$

where $\mu_{\mathrm{MC}}, \mu_{\Delta \mathrm{CD}}, \mu_{\mathrm{SC}}$, and $\mu_{\mathrm{BC}}$ denote the results of the former criteria and $w_{\mathrm{MC}}, w_{\Delta \mathrm{CD}}, w_{\mathrm{SC}}$, and $w_{\mathrm{BC}}$ symbolize the corresponding weights, $w_{\mathrm{AI}}$ is used to bias the ratio between geometry (mask) and aerial image evaluation. The number of focus settings, which each solution is evaluated for, is denoted by $n$.

To exploit the multi-objective nature of the problem and to circumvent the problems associated with a weighted-sum replacement problem, we have applied a multi-objective GA to a number of examples. As a consequence, the fitness function also becomes multi-objective, that is, results a vector rather than a scalar. In fact, one could employ as many sub-objectives as there are criteria, which, however, is not practical for a number of reasons; for example:
(1) The solution space after optimization becomes intractable, consisting of too many candidates for the decision maker to select from.
(2) Due to the "curse of dimensionality," ${ }^{18}$ genetic operations are significantly impaired and thus lead to a poor performance.
(3) Especially crowding and clustering techniques in the objective space tend to fail since they are less likely to reject or combine solutions. ${ }^{19}$
To reduce the number of sub-objectives, we have combined the criteria as follows (compare Seifert, 2006b). For the CD different criterion:

$$
\begin{equation*}
\mu_{\Delta C D}: \mathbf{x} \mapsto w_{0} \mu_{\Delta C D}^{0}+\sum_{\phi} \mu_{\Delta C D}^{\phi}, \tag{7.68}
\end{equation*}
$$

where $\phi$ is the focus position and $\mu_{\Delta C D}^{p h i}$ is the aggregate CD difference at the cut lines at that focus position. In order to accentuate the best-focus performance, a weight $w_{0}$ can be optionally used. Similarly for the band criterion,

$$
\begin{equation*}
\mu_{B C}: \mathbf{x} \mapsto w_{0} \mu_{B C}^{0}+\sum_{\phi} \mu_{B C}^{\phi} \tag{7.69}
\end{equation*}
$$

and the slope criterion,

$$
\begin{equation*}
\mu_{S C}: \mathbf{x} \mapsto w_{0} \mu_{S C}^{0}+\sum_{\phi} \mu_{S C}^{\phi} \tag{7.70}
\end{equation*}
$$

where the same weights $w_{0}$ as in the CD case can be used.

### 7.3 Results

The optimization courses presented in this section have been conducted using a light's wavelength $(\lambda)$ of 193 nm and a numerical aperture (NA) of $0.7 .{ }^{20}$

### 7.3.1 One-dimensional Mask Representation

In a first experiment, the objective of the optimization is to find the optimum mask for parameters for a lines/spaces pattern with a line width of 110 nm and pitch between the lines of 760 nm . A reference process window (exposure dose vs. defocus) is defined by a dense lines and spaces pattern (same line width, a pitch of 220 nm ) with a threshold intensity of 0.314 . This experiment was performed using the

[^104]continuous mask representation: Three assist features have been placed between the two main features, one of which is placed in the center between both features, the remaining two assists have identical sizes and the same distance from the main feature. The goal was to find optimal width and distance parameters as depicted in Figure 7.18a. The ranges for the four parameters are set as follows:

- width of main feature: $w_{m} \in[40 \mathrm{~nm}, 100 \mathrm{~nm}]$,
- width of center assist $w_{c} \in[40 \mathrm{~nm}, 80 \mathrm{~nm}]$,
- width of the other two assists $w_{a} \in[40 \mathrm{~nm}, 80 \mathrm{~nm}]$, and
- distance of these assists $d_{a} \in[40 \mathrm{~nm}, 300 \mathrm{~nm}]$.
width of main feature: $w_{m} \in[40 \mathrm{~nm}, 100 \mathrm{~nm}]$, width of center assist $w_{c} \in[40 \mathrm{~nm}, 80 \mathrm{~nm}]$, width of the other two assists $w_{a} \in[40 \mathrm{~nm}, 80 \mathrm{~nm}]$, and distance of these assists $d_{a} \in[40 \mathrm{~nm}, 300 \mathrm{~nm}]$. For this example, the illumination parameters are not varied but fixed to $\sigma_{\text {in }}: 0.5, \sigma_{\text {out }}: 0.7$.

Table 7.1: GA settings for both the continuous and discrete mask representation. Five runs are performed for each setting. The window size specifies the number of compared individuals with restricted tournament selection (see Section 4.9). The maximum, minimum, and average fitness of the five runs' best solution are listed.

| selection operator | window size | mutation <br> rate | Continuous |  |  | Discrete |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | average fitness | lowest fitness | best fitness | average fitness | lowest <br> fitness | best fitness |
| roulette wheel |  | 0.001 | 55.58 | 55.33 | 56.42 | 28.24 | 26.94 | 28.88 |
| roulette wheel |  | 0.005 | 55.93 | 55.35 | 56.42 | 28.60 | 26.51 | 29.80 |
| binary tournament |  | 0.001 | 55.52 | 55.35 | 55.67 | 24.37 | 22.84 | 25.49 |
| binary tournament |  | 0.005 | 55.60 | 54.78 | 56.42 | 29.45 | 28.52 | 29.80 |
| restricted tournament | 20 | 0.001 | 56.16 | 55.60 | 56.42 | 28.91 | 28.10 | 29.80 |
| restricted tournament | 20 | 0.005 | 56.42 | 56.42 | 56.42 | 29.68 | 28.99 | 30.08 |
| restricted tournament | 50 | 0.001 | 56.42 | 56.42 | 56.42 | 29.64 | $\underline{29.01}$ | 29.80 |
| restricted tournament | 50 | 0.005 | 56.35 | 56.11 | 56.42 | 29.57 | 28.77 | 29.80 |

The number of individuals is 51 ; experiments with larger population numbers did not improve the convergence behavior-yet, in case of restricted tournament selection, a remarkable slowdown could be observed. Crossover probability is set to 0.6 , mutation probabilities are 0.001 and 0.005 , and the number of generations is 500. As shown in Table 7.1, several settings are tested. In order to verify the reproducibility of results, five runs are conducted for each setting; each run takes about $5-6$ minutes on a five node cluster with each machine having two 2.66 GHz Pentium 4 processors. Although with all settings the GA results do not differ significantly, it is noticeable that RTS provided the highest degree of reproducibility of results.

The improvement of the imaging performance after a certain number of generation is depicted in Figure 7.18b. In the first row, aerial images at a defocus of 250 nm are presented. The dashed line indicates the threshold intensity which is used for the image evaluation. The lower row shows process windows for the optimized mask (solid lines) compared to dense lines/spaces (dashed lines). On the left, simulation results for the mask with no assist features are shown. The minimum intensity almost reaches the threshold value. Also, the overlap between the process windows of semi-dense and dense patterns is very small, i.e., semi-dense and dense patterns can only be printed simultaneously within a small range of dose and focus settings. After 50 generations the GA has already provided mask patterns that result in a highly improved imaging performance. Both quality and overlap are noticeably improved.

The same problem is approached with the discrete mask representation. As illustrated in Figure 7.19, in the first generations the GA is assembling clusters of lines. In the 10th generation the mask mainly consists of thin lines and spaces. However, after a number of iterations the manufacturability criterion leads to larger regions. In the following steps, the GA combines these clustered patterns. As the clus-


Figure 7.18: Results for one-dimensional mask representation. (a) Mask geometry with 4 variables; (b) Improvement of the image performance obtained with the continuous mask representation, upper row: images at 250 nm defocus (solid lines) and threshold intensity (dotted line), lower row: process windows of the semi-dense feature (solid lines, target: width $=110 \mathrm{~nm}$, pitch $=760 \mathrm{~nm}$ ) compared to process widows of dense features (dashed lines, target: width $=110 \mathrm{~nm}$, pitch $=760 \mathrm{~nm}$ ), left column: isolated line without assist ( $w_{m}=150 \mathrm{~nm}$ ), right column: after 50 generations ( $\left[w_{m}, w_{a}, w_{c}, d_{1}\right]=[125 \mathrm{~nm}, 50 \mathrm{~nm}$, $55 \mathrm{~nm}, 215 \mathrm{~nm}]$ ).
tering phase requires some time, the number of generations has to be increased. In this example, the GA was run with 2000 generations, computing time (using the same computer set-up as in the previous example) scaled up to about 45 minutes. After 800 generations, the GA yielded a mask geometry which guarantees a good imaging performance and which resembles the mask obtained from the continuous optimization approach. The different settings tested with this experiment are listed in Table 7.1.

The discrete representation of mask geometries can be used to compare different mask types and illumination options. This is demonstrated in Figure 7.20, which shows the best mask layouts, annular illumination settings, and resulting process windows. The only information the GA was provided with was the size of the addressable grid on the mask $(\Delta x=5 \mathrm{~nm})$, the complex transmission values of the mask (binary: $1+0 j, 0+0 j$; PSM: $1+0 j,-1+0 j, 0+0 j$ ), and the type of illumination (annular). In case of binary masks, the optimization of the merit function 7.67 results in a typical sub-resolution assisted mask configuration and strong off-axis illumination. For the PSM, the algorithm suggests a standard phase edge design and coherent illumination. The process window for the PSM is considerably larger than for binary masks.


Figure 7.19: Improvement of the image performance obtained with the GA for the discrete mask representation. Upper row: mask geometry, center row: images at 250 nm defocus, lower row: process windows.

## Proximity Curves for Lines/Spaces Patterns

In general, among other structures, a lithographic mask typically contains lines and spaces patterns with different pitches (periods). These structures have to be printed with an identical illumination set-up. Thus the optimum mask configuration can be determined as function of the pitch.

Figure 7.21 presents the result of such an optimization procedure, using the 1-D continuous mask representation. For that, the pitch was varied in a range of 220 nm (dense features) to 1000 nm (semidense features) using 20 nm steps. For small pitches (up to 320 nm ), the space between main features does not allow for assists to be placed. At pitches starting from 340 nm , a single assist between two main features provides the best lithographic performance. As the pitch is increased, more additional assists have to be placed between the main features for an ideal imaging performance. At the largest pitch of 1000 nm , four assists between the two main features provide the best solution.

The presented results also demonstrate the "forbidden" pitch phenomenon (Chen et al., 1997; Mansfield et al., 2000; Trouiller et al., 2002): At pitch widths close to the introduction of an additional assist, a poor imaging performance (fitness) can be observed. This information can be retrieved from the optimization results without any additional a priori information of the corresponding process.

### 7.3.2 Two-Dimensional Mask Representation

The following example demonstrates a first application of the two dimensional mask representation. The goal was to find optimum mask and illumination settings for contact holes ( $140 \mathrm{~nm} \cdot 170 \mathrm{~nm}$ ). The following pitch settings have been investigated:
(a) dense: $x$-pitch $=320 \mathrm{~nm}, y$-pitch $=410 \mathrm{~nm}$,
(b) chain: $x$-pitch $=320 \mathrm{~nm}$, and
(c) isolated.


Figure 7.20: Optimized imaging performance for $90-\mathrm{nm}$ isolated lines for the discrete mask representation, upper row: binary mask (BIM), lower row: alternating phase shift mask.

For the source geometry, the parametric representation (cf. Section 7.2.1) has been used. As the principal set-up for this representation is fixed, several different layouts have been used. Illumination geometries with their corresponding parameters are listed in Table 7.2.

Table 7.2: Illumination source layouts and corresponding parameters (cf. Figure 7.11).

| configuration | parameter values |
| :--- | :--- |
| CIRCULAR | $0.3 \leq \sigma \leq 0.9$ |
| ANNULAR | $\sigma_{\text {in }} \geq 0.3$ |
|  | $\sigma_{\text {out }}-\sigma_{\text {in }} \geq 0.12$ |
| MP0 (0-deg. quadrupole) | $\theta: 0 \mathrm{deg}$ |
|  | $0.45 \leq \sigma_{\text {off }} \leq 0.75$ |
|  | $0.12 \leq \sigma_{r} \leq 0.4$ |
| MP45 (45-deg. quadrupole) | $\theta: 45 \mathrm{deg}$ |
|  | $0.45 \leq \sigma_{\text {off }} \leq 0.75$ |
|  | $0.12 \leq \sigma_{r} \leq 0.4$ |
|  | $\theta: 0 \mathrm{deg}$ |
| DP0 (0-deg. dipole) | $0.45 \leq \sigma_{\text {off }} \leq 0.75$ |
|  | $0.12 \leq \sigma_{r} \leq 0.4$ |
|  | $\theta: 90 \mathrm{deg}$ |
| DP90 (90-deg. dipole) | $0.45 \leq \sigma_{\text {off }} \leq 0.75$ |
|  | $0.12 \leq \sigma_{r} \leq 0.4$ |

Optimization runs were performed for AttPSMs with both high (19.3 percent) and low ( 6 percent) background transmission values. As in the one-dimensional case, the optical settings are: numerical aperture (NA) of 0.7 and a wavelength $(\lambda)$ of 193 nm . The threshold for the aerial image evaluation was computed using a $160-\mathrm{nm}$ dense lines and spaces pattern with a $320-\mathrm{nm}$ pitch. For the band criterion (cf. Section 7.2.2), a threshold band of 30 percent was introduced. That is, main features are assumed to print only if their intensity exceeds the threshold intensity by at least 30 percent. Vice versa, sidelobes


Figure 7.21: Simulated optimum main feature and scattering bar number, size and placement configuration for $110-\mathrm{nm}$ lines with pitches ranging from 220 nm to 1000 nm . The optimal parameters of the annular illumination were found to be $\sigma_{\text {in }} / \sigma_{\text {in }}=0.51 / 0.72$, all other parameters as specified before: (a) Maximum fitness per pitch. (b) Optimum main feature width per pitch, (c) Optimum distance of first assist from main feature (center-to-center). In the case of only one assist (green triangles), the assist is placed in the center of two adjacent main features. (d) Optimum width of the first assist. (e) Optimum distance of the second assist from main feature. In the case of three assists (cyan-colored stars), the second assist is placed in the center of two adjacent main features. (f) Optimum width of the second assist. (g) Assist configuration schemes.

Table 7.3: Results for different illumination settings for a chain set-up using low transmission (6 percent) attenuated phase shifting mask. The first row shows the mask layout (right) and the illumination type (left). The second row displays the fitness $(\mu)$. And the images and the respective CDs obtained at no, 200 nm , and 400 nm defocus are depicted in the last three rows.

| CIRCULAR | AnNular | DP0 | DP90 | MP0 | MP45 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |

will print up to an intensity of 30 percent below the threshold. Structures were assumed to print at 30 percent above this threshold (and not to print at 30 percent below).

Table 7.3 shows results for the low transmission AttPSM and a chain (periodic in x direction) setup. Although for all illumination layouts good results are achieved for 0 nm and even 200 nm defocus positions, only the dipole and quadrupole geometries show a stable imaging behavior for the $400-\mathrm{nm}$ defocus case. In all cases, the proposed optimization procedure is able to place assist structures and alter the illumination geometry parameters such that a drastically improved imaging performance is obtained.

Extensive optimization runs have been conducted using the 45-degree quadrupole illumination geometry (MP45). Both low and high transmission AttPSM have been investigated. The results are depicted in Table 7.4. For both mask types and all set-ups well-performing mask and illumination settings could be obtained. Even though the background for the high transmission masks is naturally brighter, no sidelobe problems were encountered.

Table 7.4: Result of the mask/source optimization for dense, chain, and isolated $140 \mathrm{~nm} \cdot 170 \mathrm{~nm}$ contact holes with MP45 illumination for: low transmission ( 6 percent) and high transmission (19.3 percent) attenuated PSM. The upper row show a unit cell of the optimized mask layout. The lower three rows show images and CDs at nominal focus, 200 nm and 400 nm defocus.

| low transmission (6 percent) |  |  | high transmission (19.3 percent) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| dense | chain | isolated | dense | chain | isolated |
| $\square$ |  |  |  |  |  |
|  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 170.0 \mathrm{~nm} \end{aligned}$ |
|  |  |  |  |  |  |
| $\begin{aligned} & \mathrm{CD}_{x}: 134.3 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 167.3 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 132.2 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 169.1 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 130.4 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 148.4 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 140.0 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 171.1 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 138.9 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 169.2 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 132.4 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 160.2 \mathrm{~nm} \end{aligned}$ |
|  |  |  |  |  | 8 |
| $\begin{aligned} & \mathrm{CD}_{x}: 116.4 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 156.3 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 108.7 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 159.9 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 56.7 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 53.7 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 136.9 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 164.6 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 131.8 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 160.6 \mathrm{~nm} \end{aligned}$ | $\begin{aligned} & \mathrm{CD}_{x}: 101.3 \mathrm{~nm} \\ & \mathrm{CD}_{y}: 121.7 \mathrm{~nm} \end{aligned}$ |

### 7.3.3 Track/Sector Illumination Representation

The following results were obtained with the more flexible track and sector-based illumination representation (see Section 7.2.1). Additionally, computation time for the simulation and evaluation of the aerial image was reduced by introducing a pre-evaluation step: Before the actual evaluation is conducted, a coarse grained (fewer mesh points) simulation-at the best focus position only-is performed. Only if the resulted CD of the aerial image is close enough to the target CD, a computation on a finer grid and at all defocus positions is performed. Thus it was possible to remarkably improve the convergence behavior and hence the obtained solutions.

Figure 7.22 shows the best result for a dense set-up. The illumination was divided into seven sections (defined in a quarter-circle) and ten tracks. In order to improve the convergence time, four inner tracks have been set to 0 transmission (forbidden tracks). Acceptable results at 200 nm defocus were obtained after about 1500 generations ( 300 solutions per generation), which corresponds to about 4 hours (on 20 CPUs; 2.8 GHz Pentium 4). In this case, the following CD mismatch values could be obtained:

| defocus | CD |
| :--- | :--- |
| none | $141.07 \mathrm{~nm} \cdot 170.1 \mathrm{~nm}$ |
| 200 nm | $135.52 \mathrm{~nm} \cdot 169.27 \mathrm{~nm}$ |
| 400 nm | $111.43 \mathrm{~nm} \cdot 155.25 \mathrm{~nm}$ |



Figure 7.22: Best optimization results achieved for a dense contact hole set-up.
The result shown in Figure 7.22 was achieved after a prolonged run of 7000 generations ( $\equiv 16$ hours). Although the optimizer was allowed to place as many as five rectangles in each quadrant, no assist features are generated. The obtained solution provides an excellent CD match for the best focus but also for the 200 nm defocus position. At 400 nm the CD is still close to the target. None of the defocus positions exhibit sidelobe printing.

The best optimization results of all feature settings were obtained for a chained set-up (see Figure 7.23). Even at 400 nm defocus the CD is on target. Again, at no defocus position does the solution run the risk of sidelobe printing. As in the former example, the illumination consists of seven sections and ten tracks, with four forbidden tracks. After 300 generations ( 600 solutions/generation; $\equiv 1.5 \mathrm{~h}$ on 50 CPUs) an acceptable solution was acquired:

| defocus | CD |
| :--- | :--- |
| none | $143.11 \mathrm{~nm} \cdot 169.5 \mathrm{~nm}$ |
| 200 nm | $141.39 \mathrm{~nm} \cdot 169.13 \mathrm{~nm}$ |
| 400 nm | $135.68 \mathrm{~nm} \cdot 169.1 \mathrm{~nm}$ |

After about 1000 generations (4h), the following results were obtained:

| defocus | CD |
| :--- | :--- |
| none | $140.38 \mathrm{~nm} \cdot 170.03 \mathrm{~nm}$ |
| 200 nm | $139.82 \mathrm{~nm} \cdot 169.78 \mathrm{~nm}$ |
| 400 nm | $140.32 \mathrm{~nm} \cdot 169.94 \mathrm{~nm}$ |

There, even in the $400-\mathrm{nm}$ case, the CD values are almost exactly on target.
The illustrated solution (Figure 7.23) is resulted after a long-lasting run of 7000 generations ( $\equiv 24 \mathrm{~h}$ ). Compared to the results after 1000 iterations, only slight improvements of the best focus' CD and the exposure latitude were achieved.


Figure 7.23: Best optimization results achieved for a chained contact hole set-up.
Figure 7.24 illustrates the best optimization result for an isolated contact hole. The solution was achieved after 3500 generations ( 500 individuals/generation; 28 h on 20 CPUs ). The illumination was pixelated as in the former examples. The imaging performance is slightly worse than for the previous set-ups. However, the target CD was reached at the best focus position, and also at 200 nm defocus it is almost on target. For 400 nm defocus, the disagreement is significant. However, at any position no sidelobe printing appears.

threshold: 0.270

$\mathrm{CD}_{x}: 140.01 \mathrm{~nm}$
$\mathrm{CD}_{y}: 169.92 \mathrm{~nm}$

200 nm defocus

$\mathrm{CD}_{x}: 138.65 \mathrm{~nm}$
$\mathrm{CD}_{y}: 169.90 \mathrm{~nm}$

400 nm defocus

$\mathrm{CD}_{x}: 115.06 \mathrm{~nm}$
$\mathrm{CD}_{y}: 140.27 \mathrm{~nm}$

Figure 7.24: Best optimization results achieved for an isolated contact hole.
After 500 generations ( $\equiv 5 \mathrm{~h}$ ), the following decent CD values could be obtained:

| defocus | CD |
| :--- | :--- |
| none | $141.12 \mathrm{~nm} \cdot 169.67 \mathrm{~nm}$ |
| 200 nm | $133.84 \mathrm{~nm} \cdot 170.3 \mathrm{~nm}$ |
| 400 nm | $90.39 \mathrm{~nm} \cdot 139.33 \mathrm{~nm}$ |

The following example (Figure 7.25) is a first demonstration of a mutual optimization of two different feature set-ups. In this case, an isolated contact hole and a chained set-up have been simultaneously optimized. As an additional objective, a source illumination, ideal for both masks, had to be found. A first
acceptable image performance could be obtained after 1000 generations ( 400 individuals/generation; 20 h on 20 CPUs ):

| defocus | CD isolated | CD chain |
| :--- | :--- | :--- |
| none | $148.62 \mathrm{~nm} \cdot 172.12 \mathrm{~nm}$ | $162.33 \mathrm{~nm} \cdot 172.46 \mathrm{~nm}$ |
| 200 nm | $145.59 \mathrm{~nm} \cdot 172.28 \mathrm{~nm}$ | $159.25 \mathrm{~nm} \cdot 172.41 \mathrm{~nm}$ |
| 400 nm | $124.67 \mathrm{~nm} \cdot 158.6 \mathrm{~nm}$ | $143.06 \mathrm{~nm} \cdot 162.84 \mathrm{~nm}$ |

Results depicted in Figure 7.25 were acquired after 4000 generations, or about 72 hours.


Figure 7.25: Best result of a mutual optimization for both chain set-up (top) and an isolated contact hole (bottom).

The computation time for this first multi-feature example is still very high. This is due to a sloppy formulation: the CD criterion of the merit function consists of the average CD mismatch of the two features. Thus a bad CD match of one feature and an excellent merit of the other set-up results in a similar fitness as sound CD performances of both features. In order to stabilize the convergence behavior, a poor fitness behavior of a single feature has to be "punished" more drastically.

### 7.3.4 Results Using the Multi-objective GA

The following results were obtained using SPEA2 using an unrestricted archive. Both the parameter representation and the aerial image evaluation were adopted from the single-optimization approach. For the manufacturability criterion, first, the original procedure was inherited, but was later replaced by the dilation/erosion operator. In contrast to the single-objective optimization approach, the formulation of the actual fitness function was greatly simplified: no weights for individual sub-criteria ( $\Delta \mathrm{CD}$, band, slope, etc. criteria) had to be determined.

As with this multi-objective approach, the GA converges towards the Pareto front (set of equally well performing solutions), it also yields candidate solutions that are performing well in one trait but abysmally in other objectives. Therefore a post-optimization review and selection among the set of solutions with their trade-offs is required. Figure 7.26 is a rather extreme example of a non-viable candidate solutions for the isolated contact hole problem. This example exhibits an inverse intensity situation: The intensity of the main feature is low, its surroundings show a high intensity. Still, the

CD is on target, and hence the solution receives a very high fitness for the CD criterion. However, the band criterion is obviously strongly violated. Because of its high fitness regarding one dimension (CD criterion), this solution is situated on the Pareto front approximation.


Figure 7.26: Example of a very poorly performing solution. The band criterion's violation is extreme , but the solution has very good CD values (albeit measured at different positions outside the target CD area).

Figure 7.27 illustrates such Pareto approximations, taken from a multi-dimensional objective space and projected onto the plane of the band and the CD criterion. Review of the lower left area yields reasonable solutions. The structure of the approximation set is an indicator of possible trade-offs, allowing design space exploration to take place.


Figure 7.27: An approximation set found during a run with 200 individuals at generation 1000. The band criterion is drawn in horizontal, the CD criterion in vertical direction. The individual of Figure 7.26 is located in the far lower right part.

Avoiding the intricate definition of weights for the fitness function and using CD deviation, band criterion violation, and manufacturability as direct objectives (and manual post-selection of solutions), we were easily able to obtain well performing results for a chain of contact holes (see Figure 7.28).

As candidate solution were observed to be predominantly situated in specific regions of the Pareto front approximation, additional diversity maintaining measures were incorporated into the multi-objective GA (Section 4.11). Additionally, the improved dilation/erosion manufacturability criterion was introduced. With that, excellent results could be produced for the isolated contact hole set-up. After about 42 h of computation on 8 AMD Opteron 64 cluster nodes, using 250 individuals over 1000 generations, well performing solutions were obtained. A candidate manually selected by review (of the promising lower left area of the Pareto front approximation) is shown in Figure 7.29.

In a next step, the multi-objective algorithm has been applied to the mutual optimization of different feature set-ups. The intuitive choice of an objective vector-the concatenation of the isolated and the


Figure 7.28: A good solution manually chosen from a Pareto front approximation of the contact hole chain set-up. Found after 2000 generations of 400 individuals. Comparably good results were, however, already obtained after 1000 generations of 200 individuals.


Figure 7.29: A good solution for the isolated set-up.
chain set-ups' criteria evaluation-lead to a very slow convergence and yielded only unacceptable, local optimum solutions. Reducing the dimensionality of the objective space by adding the CD and band criteria of both set-ups yielded a significantly improved convergence. A run of 300 individuals over 2000 generations produced promising results. A typical solution is shown in Figure 7.30. Early convergence, however, is still an issue and better results are expected to be possible (e.g., by introducing further diversity maintaining measures).


Figure 7.30: A good solution of simultaneous optimization of chained and isolated set-up.

### 7.4 Source/Mask/Projector Pupil Optimization

The previous examples ${ }^{21}$ clearly demonstrate that a rigorous source/mask optimization approach is generally capable of extending the applicability of lithography generations far beyond their expected lifetime. Through the following numerical experiments we shall underline this argument by allowing for an additional degree of freedom, the projector. ${ }^{22}$ Aiming at state-of-the-art hyper-NA set-ups, however, additional difficulties have to be accounted for. For example, among other topological mask effects, phase variations may lead to a pronounced asymmetry of process windows (Erdmann, 2001; Ruoff et al., 2008; Erdmann et al., 2010), more severely yet, heterogeneously affecting different features and pitches (Brunner, 1997; Flagello et al., 1997) and thus prohibiting a global compensation. Recently, it has been proposed to modify the projector to incorporate aberrations that are suitable to counteract the mask-induced wavefront skews (Finders et al., 2010; Evanschitzky et al., 2011; Sears et al., 2011). As a number of modern scanner tools already employ a sophisticated wavefront control mechanism, this technique can be expected to be principally feasible, and in fact, has already been demonstrated by Finders et al. (2010). The following experiment is aimed at a co-optimization of the source, the mask and the projector wavefront.

[^105]
### 7.4.1 Problem Definition

The example, adopted from Finders et al. (2010)—and slightly modified-consists of a set of different pitches of horizontally and vertically oriented features with a linewidth of 45 and 90 nm , respectively, which are to be patterned in one process. The goal is hence to maximize the common process window. Although the maximization of process windows was inherently targeted also in the former examples, by maximizing the local contrast and the through-focus-behavior, here we have stated it as a more explicitly formulation as will be shown below. Exhibiting a $k_{1}$ factor of about 0.3 , this example is close to the limit of what is considered the comfort zone of i193 (immersion lithography at a wavelength of 193 nm and an NA of 1.35 ) printing. As the mask technology, we employ a COG reticle. In contrast to the former examples, the topology of the mask is considered, and the absorber is assumed to be 80 nm thick. The following pitches are considered: $90,125,135,270,315 \mathrm{~nm}$ for the vertical and 207 and 270 nm for the horizontal lines (see Figure 7.31).


Figure 7.31: Seven line/space configurations are to be simultaneously optimized: five different pitches of horizontally oriented $45-\mathrm{nm}$ lines and two pitches of a horizontal $90-\mathrm{nm}$ line.

The mask diffraction spectra are computed through two-dimensional rigorous EMF simulations, using the waveguide method (see Section 3.1.2). Spectra were evaluated not only for a nominal incidence but for different source inclination angles. Over the past years, it has been widely acknowledged that the Hopkins assumption - that is, the assumption that diffraction spectra due to different illumination angles can be adequately approximated through translation-is not valid for recent lithographic projection systems (see Section 3.2.6). As shown in Figure 7.32, nine different source incidence angles (sometimes provocatively called "No Hopkins" orders) are considered. The orders are fixed. In the future, a mechanism self-adapting to the optimized source should be devised. In contrast to the former examples, a more recent image simulator was employed (Evanschitzky et al., 2009) that does not employ a fixed source grid but allows for an arbitrary placement of source points.

The optimization study is bulk image-based, using a constant threshold, similarly as before. The threshold is obtained as follows: For each source, generated by the optimizer, the threshold is evaluated by performing a threshold-to-size computation for the dense vertical pitch. The feature of the dense pitch is hence on target for this threshold. In order to account for thin film effects, the CD is extracted at the ten-percent bottom position of the resist on top of an index-matched substrate. A $100-\mathrm{nm}$ thick chemically amplified resist is assumed (with a refractive index of $1.723-0.032 j$ ); the nominal defocus position is set to -50 nm (inside of the resist).


Figure 7.32: Nine constant incidence angles are assumed for the computation of the angle-specific spectra. The "No Hopkins" orders are placed such that two orders lie on the center dipole sigma of 0.8.

### 7.4.2 Optimization Variables

Accounting for the greater flexibility of the alternative image simulator, the polar-coordinate-based source variable definition is slightly adapted, see Figure 7.33. The number of source points is determined


Figure 7.33: Source representation using a polar grid.
by the number of radii and the number of points on the outer radius ( $\sigma: 1$ ). The so-obtained point density is maintained for the inner radii by scaling the outer point number with the radius. The source is defined only in one quadrant exploiting symmetries. For the total number of source points we hence have:

$$
\begin{equation*}
n_{s}=\left(\sum_{i}^{n_{r}-1}\left[\frac{n_{p}}{i}\right]\right)+1 \tag{7.71}
\end{equation*}
$$

where $n_{r}$ is the number of radii
$n_{p}$ is the number of outer source points
[.] denotes the closest integer
Given the number of intensity values $n_{i}$, the total number of source combinations is,

$$
\begin{equation*}
\mid \text { sources } \mid=n_{i}^{n_{s}} \tag{7.72}
\end{equation*}
$$

In this paper, we use 20 radii, 20 outer source points and eight intensity values,

$$
\begin{aligned}
& n_{p}=20, n_{r}=20, n_{i}=8 \\
\rightarrow & n_{s}=210 \\
\rightarrow & \mid \text { sources } \mid=8^{210}=2^{630}
\end{aligned}
$$

The source can hence, for example, be encoded using ten ( 64 bit ) integers.
This study is concerned with a one-dimensional line/space pattern representation. The OPC measures are thus restricted to size-biasing and scatter bars. Both schemes can be represented parametrically in a straightforward manner. For all seven pitches, separate bias parameters are introduced, each in the range of -10 to 60 nm (mask scale). Because of the binary parameter representation of the GA used here, real variables are not only defined by their range but also by their granularity (step length), which for the size biases was set to 0.4 nm . The SRAF configuration strategy is depicted in Figure 7.34. SRAFs are placed in the area between two features. The maximum width of this area is equal to the pitch subtracted by the line width of the feature. One parameter ( $\alpha$ in Figure 7.34) is dedicated to scaling this area between this maximum width and zero. Since SRAFs are assumed to be placed in the center between two features, also the SRAFs area is assumed to be centered. The number of SRAFs to be placed is determined by another variable $\left(n_{a}\right)$. Given the number of scatter bars and the usable area, a (1:1-duty ratio) pitch for the $\operatorname{SRAFs}\left(p_{a}\right)$ is determined. The line width of the features is then modified through a scaling parameter $(\beta)$, also in the range of zero and one. Both scaling parameters have a granularity of 0.1 . No scatter bars were allowed for the dense pitch and the horizontally oriented lines. The maximum number of SRAFs for the remaining pitches is as follows: $125 \mathrm{~nm}: 2,135 \mathrm{~nm}: 3$, $270 \mathrm{~nm}: 4,315 \mathrm{~nm}: 5$. The total number of size-biasing and scatter bars parameters is 19.


Figure 7.34: The scatter bar configuration for each pitch is determined by three parameters. The scaling of the usable SRAFs area $(\alpha)$, the number of bars $\left(n_{a}\right)$ and the linewidth of each bar relative to the 1:1-duty-ratio pitch $(\beta)$.

For the projector wavefront control, the coefficients of the according Fringe-Zernike polynomials are varied. Principally, the modification of any combination of (symmetric) Zernike orders is eligible to optimize process window overlaps. Higher-order spherical aberrations, however, can be considered the critical contributors since they are suited to achieve a pitch-dependent focus shift. We have therefore included the spherical aberrations shown depicted in Figure 7.35. As can be seen from the phase maps, the different orders can be expected to show a different effect on the different spatial frequencies arising from different pitches and features sizes. Thus the goal is to find a combination of different orders that maximizes the overlap of the different process windows. Each Zernike coefficient is varied in the range of -300 to $300 \mathrm{~m} \lambda$; with a granularity of $1 \mathrm{~m} \lambda$.

In all optimization examples presented here, the total number of parameters for the source, the mask and the projector is 34 .


Figure 7.35: Spherical Zernike orders. Phase maps depicted for $0.5 \lambda$

### 7.4.3 Optimization Objectives

Using a simplistic 1-D definition of the mask, manufacturability criteria are omitted in this example, and only aerial-image-related criteria are considered.


Figure 7.36: Sidelobe criterion. (a) In the case of a sidelobe printing violation, a penalty, proportionate to the intensity distance to a "sidelobe-free" region, is assigned. (b) If no sidelobe printing occurs, the candidate is rewarded according to the distance to an intensity at which sidelobes print.

Like before, criteria are understood as "soft" constraints, where a lower degree of violation enhances the utility of that solution. There may or may not be a turning point at which the solution is actually considered infeasible. These kind of constraints can alternatively be considered as regularization criteria, increasing the uniqueness of solutions of ill-posed problems (see similar penalty-method-based approaches discussed in Section 7.1). A criterion, similar to the band criterion in the former examples, was used (illustrated in Figure 7.36), punishing a candidate solution if its sidelobes bear the danger to print and rewarding solutions that in bright areas show an intensity significantly above the threshold.

In this study, a process-window-centric problem definition is offered. Therefore the maximization of the process window overlap can be considered the central objective. In order to obtain a common process, all windows have to overlap. If only one of the windows does not intersect with any other window, the solution is not feasible. A minimum process window overlap can hence be described as a hard constraint. To allow infeasible candidates to eventually converge toward the feasibility boundary, the distance of those solutions to the process window of the dense pitch, which can thus be thought of as the anchor window, is being minimized (see Figure 7.37(a)). Virtually any well-behaved point in the process window may be suited for the distance comparison. We have used the centroids; an alternative
is the mean of the threshold range of the process window at its best focus. In case all process windows intersect, by whatever small value, the process window criterion becomes a figure of merit that is to be maximized (Figure 7.37(b)).


Figure 7.37: Process window overlap criterion. (a) If any of the process windows do not intersect, the distance of all process windows from the dense process windows is used as a penalty. (b) If all process windows intersect, their common overlap is used as a figure of merit.

The process window overlap constitutes a criterion that incorporates a number of implicit evaluation factors. For example, a large common window also indicates a large exposure latitude and depth-offocus of the individual processes. Moreover, with the dense pitch serving as an anchor, the CD deviation at the nominal threshold (obtained for the dense case) can be expected to be marginal. Mainly as auxiliary criteria to speed up the convergence in the early GA stage, two additional figures of merit have been included: (1) the explicit minimization of the CD deviation for the different pitches at the nominal threshold and (2) the ILS at the nominal CD. Further criteria such as mask manufacturability constraints could be incorporated in a straightforward manner.

The fitness function of the single-objective replacement problem is

$$
\begin{equation*}
\mu: \mathbf{x} \mapsto \sum_{c=1}^{4} w_{c} \mu_{c}(\mathbf{x}) \tag{7.73}
\end{equation*}
$$

where $\mu_{1}$ is the sidelobe merit,
$\mu_{2}$ is the process window overlap merit,
$\mu_{3}$ is the CD deviation penalty and
$\mu_{4}$ is the ILS merit
$w_{c}$ are the according weight parameters
For the multi-objective formulation, the four criteria $\mu_{1}, \ldots \mu_{4}$ directly form the sub-objectives:

$$
\begin{equation*}
\boldsymbol{\mu}(\mathbf{x})=\left[\mu_{1}(\mathbf{x}), \mu_{2}(\mathbf{x}), \mu_{3}(\mathbf{x}), \mu_{4}(\mathbf{x})\right]^{T} \tag{7.74}
\end{equation*}
$$

The simulation and evaluation flow used to determine the individual objectives is summarized in Figure 7.38.

### 7.4.4 Results

The optimization behavior of genetic algorithms can be broadly described as an evolutionary process in which individuals are improved by selecting and recombining above-average candidates, eventually


Figure 7.38: Activity diagram illustrating the simulation and evaluation flow for each candidate solution.
yielding a (local) optimum. Since in addition to the pay-off of the visited search points no other information of the search space or the optimization variables are exploited, the search can be characterized as a probabilistic process, which is illustrated in Table 7.5.

Table 7.5: Evolution of best candidate solutions for a number of example generations. The first column denotes the generation index, the second column shows a Cartesian grid representation of the source, the third column the mask where the numbers are the pitches in nanometers, the fourth column presents the Zernike coefficients, and the last column shows the process windows.

(continued)



The best result after the tenth generation is displayed in the top row. Both the parameters and the objective values are insignificantly different from randomly generated solutions: The source, for example, does not show any preference for specific frequencies. In this early stage, mainly the distance between process windows is minimized. The large aberration values and SRAFs can thus be attributed to the strong impact they have on this distance. After 50 generations (second row), process windows start to overlap, specific frequencies in the source are accentuated, others begin to diminish. Mainly the sidelobe criterion leads to a SRAF configuration showing a significantly reduced risk of unintentional
printing. In generation 300 (third row), there is already a usable process window. The wavefront control parameters become an effective actuating variable in increasing the common overlap; a tendency of large $\mathrm{Z}_{25}$ parameters and significantly smaller values of the other Zernike coefficients emerges. After another 150 generations, further process window asymmetries are resolved, and additionally the exposure and focus latitudes of the individual pitches are increased. This is achieved mainly by an increase of the 16th Zernike coefficient and a pronounced change of the source, strongly emphasizing specific offaxis frequencies. The resulted process window shows both an acceptable DOF and EL. Since in this first optimization study we have employed a weighted sum approach with a niching technique, the final population consists of numerous local optima. We have limited the number of generations to 695 (runtime of about 2 days using 60 processors). The best two final solutions are depicted in the last two rows of Table 7.5. Both solutions show a large overlapping process window both in terms of the usable exposure latitude and the depth-of-focus. The source shapes of both results are similar. As could be expected, both show a pronounced dipole component. The wavefront is modified by a considerable amount of aberrations, especially the 25 th and the 36 th order Zernikes.

To verify the performance of the final solution candidates, a reference solution with an "aggressive" $y$-polarized dipole and a simplistic size-biasing OPC was computed. The center sigma for the dipole is 0.8 , with an opening angle of 40 deg. In comparison to the first final solution Figure 7.39 (a), this "hand-optimized" solution Figure 7.39(b) shows a significantly narrower depth-of-focus, due not only to the principally different through-focus behavior of the different pitches but also to the process window asymmetries caused by the different mask phase responses per pitch. Applying the same aberration parameters resulted from the optimization to the dipole case (c) does not improve performance but instead attenuates process window asymmetries, further reducing the usable window. Removing wavefront control from the final optimization solution (d), on the other hand, introduces a pronounced shift of the best focus and hence leads to a drastically smaller window. Last, replacing the co-optimized source with the standard dipole (e) leads to a complete loss of any process window overlap.

We have conducted the same optimization study using a multi-objective GA. As explained before, this approach reduces the risk of introducing a weight-induced unintentional bias. Broadly speaking, this is achieved by separating the actual optimization procedure from decision making, the final selection of one or more preferred solutions. The latter can be either performed automatically, in a post-optimization process, or, as in this work, through manual user selection. This allows for an exploration of different, equally well performing solutions. Table 7.6 presents three examples for final solutions after a 1000generation run, which had a runtime of about 3 days (using 60 processors). Neither of the best solutions in this (nor in the previous) optimization run suffered from sidelobe printing. The first solution (a), with a large common DOF and EL, exhibit large values of the Zernike coefficients 16, 25 and 36 . The source shows some similarity with the former results obtained with the single-objective GA, albeit with a reduced opening angle of the dipole-like structure. This increases the overall threshold intensity and the exposure latitude of the dense pitch. The additional inner, narrower dipole can be speculated to increase the exposure latitude of the larger pitches. The solution depicted in the second row (b), in contrast, displays a slightly less pronounced removal of window asymmetries. The wavefront is modified through a larger number of slightly smaller Zernike numbers. This renders the practical feasibility of this solution more likely than candidates with extreme $\mathrm{Z}_{25}$ coefficients. In addition, the source shows a more pronounced inner dipole and poles on the y-axis, significantly increasing the process window of the horizontally oriented lines. A similar behavior can be observed in the last example (c). There, however, significantly lower aberration values are obtained, leading to a less tight overlap of the process windows in comparison with the former solutions. The usable common process window is still not prohibitive, indicating that source/mask/projector pupil optimization (SMPO) does not necessarily have to translate all process windows into the exact same focus regime.


Figure 7.39: Interdependence of the source, the mask and the wavefront configuration. (a) Final optimized solution; (b) "Hand-optimized" dipole and size-biased mask solution; (c) "Hand-optimized" option incorporating the wavefront control parameters of the rigorously optimized solution; (d) Final optimization result without wavefront control; (e) Final optimization result with wavefront control using the "hand-optimized" dipole instead of the optimized source; (f) Depth-of-focus versus exposure latitude performance for the different options [c.s. (a) and c.s. (b) denote the alternative final candidate solutions]. For a legend for the process windows, see Table 7.5.

Table 7.6: Example solutions of the multi-objective genetic algorithm. For a legend for the process windows, see Table 7.5.


## 8 Mask and Wafer Stack Optimization

The performance of the lithographic process is of course determined by a much larger number of parameters and conditions than those optimized for in the last chapter. For example, the wafer stack has been accounted for only superficially by making simple assumptions about its thin-film layers and by regarding the photoresist as a simple threshold detector. Although we have also demonstrated the extensibility of the proposed direct optimization approach, such as the incorporation of the projector pupil domain, an attempt to optimize virtually all aspects of the lithographic system is neither possible nor useful. Specifically, the feasibility of such an approach is restricted by its computational cost, which can be expected to be extremely high; but also its utility is limited since, because of the multitude of influencing and interacting factors, results are extremely hard to interpret, drastically impeding the extraction of suited conclusions. In this chapter we thus restrict our perspective to specific parts of the lithographic system. In the first three sections, the main emphasis is put on the absorber stack of the mask, both in optical and EUV lithography, the last section is aimed at an optimization of the wafer stack in terms of its anti-reflective performance under multiple exposure conditions.

### 8.1 Mask Absorber Optimization for Line/Space Patterns in Optical Lithography

In the last section of the previous chapter, we have demonstrated the strong impact of EMF effects on the lithographic process behavior. This can be mainly attributed to the topography-induced phase effects, which lead to a significant displacement of process windows in comparison with a Kirchhoff mask approximation. We have shown how projector aberrations can be utilized as a compensation measure. Of course, the problem can be also attacked by adapting the origin of the problem, the mask. In this section, we therefore present an optimization study aimed at optimizing the mask stack in order to improve the exploitable process range and especially to maximize the common process window of different features, which can be considered a difficult task since the mask-induced phase variations differently affect individual diffraction orders. In this example - summarizing the study of Erdmann et al. (2007) -we therefore again concentrate on a one-dimensional case, in which a dense and an isolated line/space pattern are to be simultaneously imaged. The target feature is a dark line with a width of 40 nm . The pitch of the isolated case is 400 nm , and a $1: 1$ duty ratio is used for the dense case. Traditionally, binary or AttPSMs consist of single absorber layer such as molybdenum-silicon (MoSi). Comprehensive studies on alternative materials have been conducted, for example, by Kitahata et al. (2006). ${ }^{1}$ By introducing an additional layer, the absorber can be expected to exhibit a pronouncedly higher flexibility in terms of adaptations aimed at compensating for phase or polarization deficiencies (Yoshizawa et al., 2006). The following optimization experiment hence includes bi-layer configurations.

### 8.1.1 Simulation Conditions and Optimization Variables

The optimization variables are depicted in Figure 8.1. They include the thickness of the two absorber layers $\left(D_{1}, D_{2}\right)$, their material properties and the widths of the main feature $(w)$, the distance between main and assist feature $\left(d_{a}\right)$ and the width of the assist. The following constraints are applied:

$$
w_{a}, d_{a} \geq 10 \mathrm{~nm}
$$

[^106]As usual, assist features are placed in order to reduce the iso/dense bias and are hence only introduced for the isolated case. The total thickness of the absorber is limited to 200 nm , thus:

$$
D_{1}+D_{2} \leq 200 \mathrm{~nm}
$$

To enforce the feasibility of solutions, the following simple decoder strategy is employed. An auxiliary optimization variable $D$ denoting the total fitness is introduced, with $0 \leq D \leq 200 \mathrm{~nm}$. The thickness values of the individual layers are then expressed as a ratio $\gamma$. Specifically,

$$
\begin{array}{ll}
D_{1}=\gamma D & \\
D_{2}=(1-\gamma) D & \gamma \in[0,1] .
\end{array}
$$



Figure 8.1: One-dimensional bi-layer absorber stack optimization. The optimization variables include the material properties $\left(M_{1}, M_{2}\right)$ of the absorber layers and the individual thickness values $\left(D_{1}, D_{2}\right)$. Aiming at the co-optimization of a dense ( 80 nm ) and an isolated pitch ( 400 nm ), an assist feature placement-parametrically determined its width $\left(w_{a}\right)$ and the distance from the main feature - is additionally incorporated for the isolated case, in which additionally a size biasing is performed (parameter $w$ ).

In this first example, the material property parameters of the absorber layers ( $M_{1}, M_{2}$ ) are specified through the $(n / k)$ (refractive index/extinction) tuple, the range of which is set to:

$$
0.2 \leq n_{i} \leq 3.0 \quad \text { and } \quad 0.0 \leq k_{i} \leq 3.0 \quad(i=1,2)
$$

In addition to the standard i193 setting (see Section 7.4), two fixed illumination conditions are employed (see Section 2.6.2): A fixed CQuad with an aperture angle of 20 deg. and a dipole with an aperture of 40 deg., both with inner and outer radii of 0.8 and 0.96 , respectively, both $\mathrm{x} / \mathrm{y}$-polarized. To account for thin-film effects, the same resist material settings as in the previous example are employed. Like there, the index of the substrate is matched against the resist, thus emulating a perfect BARC. A constant threshold resist model is applied. The EMF simulations were again conducted using the waveguide method with incidence-angle dependent spectra, centered about the poles constituted by the illumination source.

### 8.1.2 Optimization Criteria

The first category of optimization criteria aims at the imaging performance due to the optimized mask. Thus similar, yet subtly different, criteria as in the previous examples and additional mask-related criteria are employed.
(1) The first objective is the maximization of the global contrast (see (2.12)) of the image of the dense pattern.
(2) Exposure latitude is maximized at a fixed DOF of 200 nm in the dense and 50 nm in the dense/isolated co-optimization case. The small DOF in the latter case pays tribute to the fact that in this study the iso/dense bias is accounted for by only a single assist feature, which is prohibitive for a wider DOF.
(3) A sidelobe criterion like in the former cases is introduced: Here, the threshold maximizing DOF (best threshold) is obtained from the process window, increased by thirty percent and applied to the aerial image. Sidelobes are assumed to print if they fall below this threshold. Sidelobe exhibiting candidates are penalized proportionately to the intensity difference between the sidelobe and the former threshold.
(4) MEEF (see Section 2.2.5) is accounted for in simplistic manner, by evaluating the three process windows: at the nominal mask size and for the mask with a size respectively decreased and increased by 1 nm . The overlap of the resulting PWs is to be maximized.
(5) A similar strategy is used in order to minimize the sensitivity of the mask against polarization variations. There, the intensity in the preferred polarization state (IPS) metric is used (Geh et al., 2005), which in the y-polarization case is defined as follows:

$$
\operatorname{IPS}_{y}:=\frac{s_{0}-s_{1}}{2 s_{0}}
$$

where $s_{0}$ and $s_{1}$ are the respective Jones parameters (see Section 3.2.3). An IPS of 0 means that none, a value of 1 that all of the light is correctly polarized. Two process windows, for a value of 1 and 0.9 , are evaluated and their overlap is to be maximized for this criteria.
(6) The definition of materials through a list of refractive indices and extinction coefficients renders the approach highly flexible but also bears the danger of yielding material combinations that are not available or feasible. To circumvent this issue, we have devised a technique assigning all materials in the $n / k$ landscape a suitability factor. First, a list of materials known to be feasible is provided, obtained in this case from RIT Nanolithograpy Research Labs. A materials feasibility is then given as:

$$
\begin{equation*}
\mu_{M}(n, k):=\sum_{i} \min \left(p_{i}(n, k), 1\right) \tag{8.1}
\end{equation*}
$$

where $p_{i}$ denotes the probability that the $i$ th element of the provided materials can be modified such that it resembles the properties $n, k$.

$$
p_{i}(n, k):=\exp \left[-\frac{1}{2}\left(\frac{\left(n-n_{i}\right)^{2}}{\Delta n_{i}^{2}}+\frac{\left(k-k_{i}\right)^{2}}{\Delta k_{i}^{2}}\right)\right]
$$

where $\Delta n_{i}, \Delta k_{i}$ can be considered elasticity values, determining how well a material can be modified. Here, for simplicity, we assume a constant value of 0.1 for both components of all materials. Figure 8.2 shows the map of materials considered in this study and the corresponding feasibility distribution due to (8.1)
(7) Also the last criterion is related to mask. It is concerned with its inspectability, which is drastically degraded under an increased reflectivity of the mask blank. A simple penalty criterion is used here, punishing candidates with a reflectivity of above 20 percent (at 193 nm ).

### 8.1.3 Results

The first results are obtained for the dense line/space layout and the dipole only. The contrast, exposure latitude and the reflectivity criteria are applied using a single-objective GA and a weighted sum


Figure 8.2: Absorber material availability landscape: (a) Raw material data (taken from RIT Nanolithograpy Research Labs); (b) Feasibility map according to (8.1).
replacement problem. The number of individuals is set to 60 , and the maximum number of generations is 1000 . Both restricted tournament selection and Gray code are employed. Two-point crossover with a probability of 0.6 and a mutation probability of 0.005 are used. As a reference, the absorber stack presented by Yoshizawa et al. (2006) is simulated and shown in Figure 8.3(a) and (b). The threshold is normalized such that the best threshold (which maximizes the DOF) corresponds to one. The two-beam imaging condition presented by the combination of a dipole and the dense line/space configuration principally provides a large DOF, provided the zeroth and the first orders are balanced accordingly (see the respective example in Section 2.6.3). Evaluating the process window not only for the nominal line width but also for a mask bias of $\pm 1 \mathrm{~nm}$ (wafer scale) reveals a slightly lower sensitivity of the $\mathrm{Ta} / \mathrm{SiO}_{2}$ bi-layer against linewidth variations, when compared to the performance of the standard MoSi absorber. This minor difference, however, amounts to a considerable increase of the usable process window. The optimized solutions (Figure 8.3(c) and (d)) show a similarly large DOF, apparently maintaining a similarly well-behaved balance of diffraction orders. Not optimized for the MEEF criterion, however, the left (c) candidate exhibits a notably aggravated sensitivity against CD non-linearities, demonstrated by the process windows for the $\pm 1 \mathrm{~nm}$ bias. Including the MEEF criterion (d), compensates for this, albeit at the price of a drastically reduced threshold and consequently of an incompatibility with less dense structures.

A similar study, albeit using the CQuad instead of the dipole, is conducted with the memetic algorithm with function approximation (cf. Popp, 2007), ${ }^{2}$ using the same GA configuration as before. In addition, a neural network with seven input nodes for the optimization variables and a hidden layer with nine nodes and a single output node (fitness function value) is employed. ${ }^{3}$ The iRProp training algorithm is used (Igel and Hüsken, 2000). As a local optimizer the Nelder-Mead algorithm is applied. Using the original mapping of parameters to the ANN input (see (5.29)) led to fast convergence during learning but a disappointing convergence behavior. As pointed out by Popp (2007), this is due to the fact that for a large number of well performing candidates the upper bound constraint for the total absorber thickness is active (cf. Figure 8.5 of the next example, also using a CQuad source). As a consequence, the ANN representation of the fitness function is dramatically flattened, leading to a large number of prematurely terminated local optimization attempts. To alleviate the problem, a scaling accounting

[^107]
(e)

Figure 8.3: Results of dense line/space pattern absorber stack optimization, showing process windows for the nominal mask size (circles), 1 nm smaller lines (wafer scale; flipped triangles) and 1 nm larger lines (wafer scale; up-right triangles) on the mask. The solutions (a) and (b) are obtained with the standard MoSi and the $\mathrm{Ta} / \mathrm{SiO}_{2}$ (Yoshizawa et al., 2006) absorber stack, where the latter shows a less severe sensitivity against line width variations. (c) Solution optimized for exposure latitude for the nominal mask line width, exhibiting a pronounced sensitivity against line width variations, which can be drastically reduced by incorporating the MEEF criterion into the optimization (d). The settings corresponding to (c) and (d) are shown in (e) and (f), respectively, presenting the material properties and the thickness values of the absorber stack $\left[n_{i}, k_{i}, D_{i}(i=1,2)\right]$.
for the frequency of parameter values in the current population is devised: Given the mean parameter value $\hat{x}$ of the current population and its standard deviation $\sigma_{x}$, then we have for the updated scaling mapping

$$
\left[\hat{x}-2 \sigma_{x}, \hat{x}+2 \sigma_{x}\right] \rightarrow[-1,1]
$$

With this adaptation, the MA with function approximation showed a slightly improved convergence rate compared with the GA. This is depicted in Figure 8.4. The graph additionally compares the performance of the non-approximated MA. In both cases, a constant trigger, with an interval of 15 generations and an egalitarian selection with a probability of 0.1 are adopted (see Chapter 5 for a discussion). The MA with function approximations presents an insignificant computation time overhead compared with GA. Specifically, it requires the training of the network, the local search-where each function evaluation is extremely efficient in comparison to one in which a lithography simulation step is conducted-and the function evaluations due to the model-control subsequent to each local search. In contrast, the nonapproximated MA conducts its local search on the original search space. With an average of about 100 function evaluations per local search, each generation at which the local search is triggered corresponds to about 10 GA generations in terms of function evaluations.


Figure 8.4: Convergence of comparison of memetic algorithm with and without approximation (dashed and dotted lines, respectively) and genetic algorithm (solid line) for absorber stack optimization of dense line/space pattern. The mean performance of five runs is shown by the thick lines, the light-shaded regions depict the best and worst performance.

The five independent runs conducted with the function-approximated MA are tabulated in Table 8.1. The next simulation study is aimed at minimizing the sensitivity of the dense feature against polarization variations, thus employing the IPS criterion. An IPS different from one may for example occur under illumination conditions constituting a compromise for different features and polarization conditions deviating from the nominal $\mathrm{x} / \mathrm{y}$-polarization setup. To model such a situation, the CQuad illuminator configured as explained before is used in this example. The optimization results are depicted in Figure 8.5. As a reference solution, the MoSi stack is shown on the left (a), performing relatively well both in terms of exposure latitude and low polarization sensitivity. The optimized solutions, however, show a considerably larger exposure latitude. Both candidates are champion solutions of different optimization runs: The center solution (b) is obtained accounting for the material availability constraint, which is omitted for the solution on the right of the figure (c). There, the pronounced increase in EL

Table 8.1: Dense line/space AttPSM stack optimization using a memetic algorithm with function approximation.

| $n_{1}$ | $k_{1}$ | $n_{2}$ | $k_{2}$ | $w$ <br> $(\mathrm{~nm})$ | $D_{1}$ <br> $(\mathrm{~nm})$ | $D_{2}$ <br> $(\mathrm{~nm})$ | contrast <br> (percent) | exposure latitude <br> (percent) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.5 | -0.23 | 1.82 | -0.09 | 52 | 130 | 70 | 81.14 | 24.23 |
| 0.87 | -0.94 | 1.69 | -0.18 | 53 | 11.22 | 175.78 | 80.99 | 24.18 |
| 1.56 | -0.28 | 1.83 | -0.19 | 55 | 152 | 48 | 79.29 | 23.67 |
| 0.86 | -0.99 | 2 | -0.05 | 47 | 13.42 | 108.58 | 81.17 | 24.25 |
| 1.40 | -2.30 | 1.95 | -0.11 | 48 | 2.36 | 115.64 | 80.04 | 23.91 |

is achieved through a dramatically smaller refractive index of the absorber top layer, associated with an unbalanced diffraction efficiency for the x-polarization state. The non-availability of an according material renders this solution infeasible, however.

The last example combines the dense and the isolated line/space features. To counteract the iso/dense bias, the optimization includes a variable main feature width and the placement and width variation of the assist feature. The aim is to maximize the common process window and the contrast of the dense feature, while at the same time maintaining a reflectivity of the blank below 20 percent and preventing sidelobe printing. Figure Figure 8.6 presents the aerial images, the common process window and the material properties of the (OPCed) reference MoSi stack, a solution subjected to the material availability criterion and a final result of an only material-range-restricted optimization. The results confirm the former observations of a significant increase of the usable process window when applying an optimized instead of the standard ( MoSi ) stack. Again, the candidate with an unconstrained material selection considerably outperforms results obtained from a material-availability-aware optimization run. Like in the example before, a thin absorber top layer with a small index of refraction and a moderate extinction coefficient yields the best performance. Also note the differences in the main and assist feature configurations, which can be attributed to a response to the different diffraction order efficiencies.

### 8.2 Mask Absorber Optimization for Contact Holes in Optical Lithography

A similar problem formulation is also applied to the optimization of contact holes using AttPSMs (the results of which were first published by Erdmann et al., 2008). In the following example, optimum absorbers for non-quadratic holes, with a dimension of $65 \mathrm{~nm} \cdot 90 \mathrm{~nm}$, which can be considered a critical feature for lithography, are sought. A dense (duty ratio 1:1) and a semi-dense setup ( $260 \mathrm{~nm} \cdot 360 \mathrm{~nm}$ ) is co-optimized for. The layout is depicted in Figure 8.7.

### 8.2.1 Optimization Parameters

A parametric source optimization is conducted, using the same illumination set-ups as for the respective representation in the previous example (see Section 7.2.1).

### 8.2.2 Simulation Conditions and Optimization Variables

The mask layout parameters are summarized in Figure 8.7. The topology parameters consist of the lateral dimensions $\left(s_{x}, s_{y}\right)$ of the openings, the thickness $D$ and the material properties, for which three selection modes have been devised:
(1) List of user-supplied stacks. The optimization variable is an integer index $l_{s}$ into a lookup table. In this study, four pre-defined stacks are considered: Two standard stacks (MoSi and NTAR7) and two additional two-layer stacks proposed by Yoshizawa et al. (2006): $\mathrm{Ta} / \mathrm{SiO}_{2}$ and $\mathrm{Cr} / \mathrm{SiON}$.

(g)

Figure 8.5: Results of dense line/space pattern optimization to minimize polarization sensitivity. Upper row (a)-(c) shows the common process window of solutions evaluated at an IPS of 1 (circles) and an IPS of 0.9 (dashed line). In the first column the MoSi standard stack is shown for reference. The second column (b) depicts the best result of an optimization conducted with materials constrained according to feasibility map as show in Figure 8.2. The solution in the last column (c) is obtained under the unconstrained material mode. The materials corresponding to (b) and (c) are shown in the center row (d),(e). Yellow circles indicate the materials from the database, blue diamonds show the setting resulted from optimization. The according settings, the material properties and the thickness values of the absorber stack $\left[n_{i}, k_{i}, D_{i}(i=1,2)\right]$ are tabulated in the last row (f), (g).

(a)

(d)

(g)
$w: 68 \mathrm{~nm}, d_{a}: 43 \mathrm{~nm}, w_{a}: 19 \mathrm{~nm}$

(b)

(e)

(h)
$w: 65 \mathrm{~nm}, d_{a}: 44 \mathrm{~nm}, w_{a}: 32 \mathrm{~nm}$, $n_{1}, k_{1}: 0.94,0.95, D_{1}: 131 \mathrm{~nm}$, $n_{2}, k_{2}: 1.6,0.01, D_{2}: 56 \mathrm{~nm}$

(c)

(f)

(i)
$w: 67 \mathrm{~nm}, d_{a}: 47 \mathrm{~nm}, w_{a}: 21 \mathrm{~nm}$, $n_{1}, k_{1}: 0.5,1.14, D_{1}: 190 \mathrm{~nm}$, $n_{2}, k_{2}: 1.96,0.83, D_{2}: 10 \mathrm{~nm}$
(k)

Figure 8.6: Results of dense/isolated line/space pattern co-optimization using different material modes. The first row (a)-(c) shows a crosscut of the aerial images of the dense (circles) and the isolated lines (dashed line). The second row (d)-(f) demonstrates the common process window. The optimized materials are shown in the third row (g)-(i); yellow circles reference denote materials from the data base, the material of the candidate are indicated by blue diamonds. The resulted parameters are summarized in the bottom row $(\mathrm{j})-(\mathrm{l})$, where the material properties and the thickness of the first and the second layer of the absorber stack are $n_{i}, k_{i}, D_{i}(i=1,2)$, and the parameters $w, d_{a}$ and $w_{a}$ denote the width of the main feature, the assist distance and the assist width in the isolated case, respectively. The results in the first column are for the standard MoSi stack, the center column demonstrates the performance of the result obtained with the constrained materials and the right column shows the best solution for the unconstrained material mode.


Figure 8.7: Configuration of the non-quadratic (a) dense and (b) the semi-dense contact array. The mask line width are subject to optimization. Specifically, the dense $\left(s_{x}^{d}, s_{y}^{d}\right)$ and the semi-dense $\left(s_{x}^{s}, s_{y}^{s}\right)$ dimensions can be varied individually to compensate for the iso/dense bias.
(2) Material data base. In this mode, the stack is assumed to be a bi-layer stack. For that purpose, the maximum thickness of the absorber is constrained to a maximum of 150 nm , using the same decoder technique as before, and the thickness of two the individual layers $D_{1}, D_{2}$ are subject to optimization. In order to guarantee the availability of materials, an according user-provided data base is employed (in this example, again using the data from RIT Nanolithograpy Research Labs), and the material of each of the absorber layers is represented by an index into this data base $l_{m_{1}}, l_{m_{2}}$.
(3) Free material properties. This mode is equivalent to the technique in the previous example, yielding four material $n_{i}, k_{i}(i=1,2)$ and two thickness variables $D_{1}, D_{2}$, where again the $n / k$ ranges are restricted according to

$$
0.2 \leq n_{i} \leq 3.0 \text { and } 0.0 \leq k_{i} \leq 3.0 \quad(i=1,2)
$$

and the total absorber thickness is limited to 150 nm .
In addition to the mask topology-related optimization parameters, a simplistic, parametric source co-optimization is employed, adding four additional parameters to the problem (cf. Section 2.6.2):
(1) the type of illumination $t$, which is one of annular, CQuad and Quadrupole,
(2) the inner $\sigma_{i}$ and
(3) outer radius $\sigma_{o}$ of the source,
(4) the opening angle $\alpha$ of each pole.

Giving additionally rise to the following feasibility constraints:

$$
\begin{aligned}
\alpha & \leq 45 \mathrm{deg} ., \\
\sigma_{o} & \leq 1 \\
\sigma_{o}-\sigma_{i} & \geq 0.2 .
\end{aligned}
$$

which are enforced through the box constraints and a decoder technique identical to the absorber thickness constraint. An x/y-polarization state is assumed.

The same simulation conditions as in the previous example are employed. Particularly, all mask simulations are of course conducted through the rigorous waveguide EMF method. "No-Hopkins" orders are placed such to account for all major incidence angles due to the source.

### 8.2.3 Optimization Criteria

The goal of this optimization study is the maximization of the common process window of all features, accounting for both the $x$ and the $y$ direction. Thus a process window overlap criterion as explained in Section 7.4 is employed for the following four CD cut-lines:

- dense feature: $x$ and $y$ direction,
- semi-dense feature: $x$ and $y$ direction,


### 8.2.4 Results

In a first numerical experiment, a co-optimization of a dense and a semi-dense contact hole array using an AttPSM and the material list option is conducted. The optimization parameters thus include the two material indices, one per layer, the two layer thickness values, the four illumination parameters and four feature dimensions, the width and height of the dense $\left(s_{x}^{d}, s_{y}^{d}\right)$ and the semi-dense case $\left(s_{x}^{s}, s_{y}^{s}\right)$, respectively. A population of 90 individuals and a maximum generation number of 1500 are employed. As before, the single-objective GA is configured to use restricted tournament selection, Gray code, a two-point crossover with a probability of 0.6 and a single point mutation with a rate of 0.005 . The convergence of a single run is shown in Figure 8.8. There, the fitness is proportionate to the common exposure latitude of the common process. The GA very rapidly produces candidate solutions exhibiting


Figure 8.8: Convergence graph of dense/semi-dense contact hole cooptimization. The graphs show the progress of the best (solid line), the average (dashed line) and the worst (dotted line) individual.
acceptable processes. Table 8.2 illustrates the evolution of best solutions for a number of example generations. After about 50 generations a feasible EL is obtained. Like before, the target DOF is fixed to 50 nm to account for the absence of a sophisticated assist feature placement routine. It is interesting to note that despite the lack of an according criteria, the maximization of process window overlaps appears to reduce individual process window asymmetries.
Table 8.2: Evolution of best candidate solutions for a number of example generations of the co-optimization of dense/semi-dense contact holes. The first column denotes the generation index, and the source settings, the second column shows the aerial image of the dense, the third column the isolated contact hole image. The windows overlap of the two processes is shown in the third column, where a $50-\mathrm{nm}$ DOF is assumed, at which the maximum EL rectangle is shown. The fourth column shows the materials assigned to the layers (blue diamond) and its location in the material map; available materials are indicated with yellow circles. The last column, shows the EL in percent.

(continued)


In order to assess the performance of the optimization result, two comparisons with the remaining alternative material selection modes are performed. The best solutions of each run are shown in Table 8.3. The top row displays the best candidate obtained under a fixed user-provided stack list, the row in the middle demonstrates the best result of Table 8.2, using the material data base, and in the last row the final solution of an optimization run conducted with the free $n / k$ range is depicted.

Table 8.3: Comparison of the best individuals of dense/semi-dense contact hole co-optimizations using different material modes. Like in Table 8.2, the columns show the settings, the dense, the semi-dense images, the common process window and the exposure latitude. The parameters in the first column consist of the absorber thickness $D$, the illumination type and the illumination variables. In the case of a quadrupole source, $\alpha$ denotes the apterture angle of the poles. The results are obtained with the fixed stack selection mode (top row), the material data base mode (second row) and the free material property mode (bottom row).

| Settings | Dense Image | Semi-dense Image | Process Window | Material | EL (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| mask: NTAR7 $\begin{aligned} & s_{x}^{d}, s_{y}^{d}: 60 \mathrm{~nm}, 88 \mathrm{~nm} \\ & s_{x}^{s}, s_{y}^{s}: 59 \mathrm{~nm}, 120 \mathrm{~nm} \end{aligned}$ <br> source: quadrupole $\sigma_{i}, \sigma_{o}: 0.4,0.8$ <br> $\alpha: 45 \mathrm{deg}$ |  |  |  |  | 15.8 |
| mask: data base <br> D: 109 nm <br> $s_{x}^{d}, s_{y}^{d}: 78 \mathrm{~nm}, 107 \mathrm{~nm}$ <br> $s_{x}^{s}, s_{y}^{s}: 70 \mathrm{~nm}, 134 \mathrm{~nm}$ <br> source: quadrupole $\sigma_{i}, \sigma_{o}: 0.4,0.63$ <br> $\alpha: 29 \mathrm{deg}$ |  |  |  |  | 17.2 |
| $\begin{gathered} \text { mask: free } \\ D: 67 \mathrm{~nm} \\ s_{x}^{d}, s_{y}^{d}: 67 \mathrm{~nm}, 83 \mathrm{~nm} \\ s_{x}^{s}, s_{y}^{s}: 52 \mathrm{~nm}, 114 \mathrm{~nm} \\ \text { source: quadrupole } \\ \sigma_{i}, \sigma_{o}: 0.19,0.62 \\ \alpha: 30 \mathrm{deg} \end{gathered}$ |  |  |  |  | 19.8 |

All cases yield solutions showing an adequate EL. Similarly as before, the flexible $n / k$ range definition produces the best results, albeit employing non-available materials especially for the top absorber layer. In that case, also the absorber thickness is significantly lower in comparison with the restricted material selection mechanisms. Similarly to the projector-centric compensation of mask-induced phase effects (see Section 7.4), source configurations and mask biases appear to be closely linked to each other, thus suggesting the rigorous co-optimization of all components. This is substantiated by the fact that the respective source and mask settings in all of the cases differ considerably.

### 8.3 Mask Absorber Optimization for EUV lithography

The impact of the mask stack on the EUVL ${ }^{4}$ imaging performance has been a subject of research for more than decade. Bollepalli et al. (1998), for example, demonstrated a strong bias between features on dark and bright field masks. Moreover, because of the non-orthogonal angle of incidence on the mask, telecentricity errors are inherent in EUV lithography and lead to a significant orientation dependence of the pattern placement and the line widths. Since these errors are focus dependent, they induce focus shifts and thus lead to process window asymmetries (Krautschik et al., 2001). ${ }^{5}$ Other systematic studies by Schiavone et al. (2001) or Erdmann et al. (2003a) confirm these results, especially demonstrating the feature-dependence of these effects.

The aim of this study is to identify combinations of mask feature sizes, mask absorber parameters, and illumination settings to provide the best lithographic performance in terms of overlapping process windows and to reduce placement errors. ${ }^{6}$ Different feature types and AttPSMs and AltPSMs are investigated.

### 8.3.1 Optimization Variables

As with the previous source/mask optimization approaches, the optimization variables can be subdivided into two categories: (1) illumination parameters and (2) reticle-related parameters. The following paragraphs illustrate the specific representations used in this work.

## Projection System

In this study, a 4 x projection system with an NA of 0.3 and polarized light at a wavelength $(\lambda)$ of 13.5 nm is employed. As usual, the angle of incidence is 6 degrees. Off-axis illumination has been selected, using an annular illuminator. The source geometry is varied by its geometric parameters, the inner and outer radius $\left(\sigma_{i} / \sigma_{o}\right)$ of the annulus. In order to prevent the optimization routine from generating invalid solutions, a simple decoder strategy is employed: Instead of the outer and inner radii, the center radius $\left(\sigma_{c}\right)$ and the latitude of the annulus ( $\ell$ ) are varied (as illustrated in Figure 8.9). The center radius is restricted to a range between 0.15 and 0.75 , the annulus width ranges between 0.2 and 0.5 . A granularity (delta) of 0.01 is used.

## Absorber Layer Stack

All simulations are performed with a fixed multilayer stack consisting of 40 MoSi bi-layers. The molybdenum layer has a thickness of 2.74 nm and is assumed to have a refractive index ( $n$ ) of 0.9211 and an extinction $(k)$ of 0.0064 (both at a wavelength of 13.5 nm ). The silicon layer is 4.11 nm thick; its optical properties are: $n=0.99993$ and $k=0.0018$ (at $13.5 \mathrm{~nm} \lambda$ ). A silica ( $\mathrm{SiO}_{2}$ ) substrate is used. For simplicity, only a 11 nm bottom capping layer is introduced. No further capping or buffer layers are currently taken into account. However, their integration into the proposed approach can be done in a straightforward manner and is subject to future work.
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Figure 8.9: Source geometry optimization variables.

As the first optimization variable, the absorber's material is optimized, employing the same three alternative material modes as before:
(1) List of user-supplied stacks. Here, only a single fixed standard chromium stack is provided. Its thickness was set to 80 nm , and the optical properties (at 13.5 nm ) are assumed to be $n, k: 0.9325,0.0389$.
(2) Material data base. The materials used here are illustrated in Figure 8.10. Properties of the material indicated with white-filled circles (and black labels) are taken from Nugrowati (2008). The other materials (circles filled with black) are from Erdmann et al. (2003b).


Figure 8.10: List of materials and their corresponding refractive index $(n)$ and extinction $(k)$ at a wavelength of 13.5 nm .
(3) Free material properties. The following restrictions were employed:

$$
\begin{aligned}
0.9 & \leq n \leq 1.1 \\
0 & \leq k \leq 0.05
\end{aligned}
$$

The optimization variables for the layer stack are demonstrated in Figure 8.11. They slightly differ between AttPSM and AltPSM. In both cases, the absorber thickness is varied within a range of 30 and 140 nm . The step width is 1 nm . Additionally, the line width is varied. The variation range strongly depends on the optimization goal, as shown in the results section (Section 8.3.3). Also depending on the optimization target, the pitch of the feature can be varied; alternatively, a bias between vertical and horizontal features can be optimized for.

In the AltPSM case, the phase shifter width and the number of etched bi-layers are additionally subject to variation. Furthermore, a bias between etched and un-etched openings can be used as optimization parameter.


Figure 8.11: Mask layer stack. (a) AttPSM: variation of absorber thickness and material, line width, and pitch; (b) AltPSM: variation of absorber thickness and material, line width, shifter width, pitch, and number of etched bi-layers.

### 8.3.2 Optimization Criteria

Simulations are conducted with a full vector imaging approach without the Hopkins assumption. The mask is computed with the waveguide method, using a decomposition technique (Evanschitzky et al., 2007; Shao et al., 2008). A constant threshold model is used. Like in the previous studies, the main goal is the maximization of common process windows of different features, therefore employing the exposure latitude criteria shown in Section 8.1.2. In EUV lithography, because of the non-orthogonal angle of incidence, feature orientation and position dependent placement errors are a critical issue. Another important optimization objective is thus the minimization of such placement errors. In contrast to the approach proposed by Kang et al. (2008), it is assumed that a variation of the focus position is not a viable measure to counteract placement errors as it drastically degrades the contrast of images. Therefore the placement error is evaluated at the best focus position of the overlapping process windows. In addition to the two main objectives, process window overlap and placement error, several subcriteria are introduced in order to stabilize and speed-up the convergence behavior of the optimization procedure. Depending on the specific optimization target, we have included evaluations of the image contrast and the NILS, the distance between the centers of individual process windows, and the absorber reflectivity and phase.

### 8.3.3 Results

Various results for different optimization goals are demonstrated. The image performance for line/space patterns is optimized using both AttPSM (incl. binary masks) and AltPSM. Additionally, in a first example, ideal AttPSM process conditions for contact holes are sought.

## AttPSM: Line/Space Patterns

In order to evaluate the performance of a line/space patterning masks, two different goals are formulated: a through-pitch variation and a linearity evaluation.

Variation of pitch The following examples aim at the imaging performance for horizontal lines with a target width of 22 nm . For that, a through-pitch variation with duty ratios of 1:1, 1:1.2, 1:1.4; 1:1.6, 1:2, and $1: 5$ is evaluated. The main optimization criterion is to find a common process window for all duty ratios with the largest exposure latitude. The depth of focus (DOF) is fixed to 100 nm . Additionally, the placement error is to be minimized.


Figure 8.12: Process window, cross sections, and illumination settings for through-pitch optimization (AttPSM) solution with a fixed $80-\mathrm{nm}$ chromium absorber.

The fixed 80 nm chromium absorber exhibits a reflectivity of $0.8 \%$ and a phase of 117 degrees. With that, an exposure latitude of $17.3 \%$ and a placement error of 4.34 nm can be achieved. The optimum line width on the mask for the different duty ratios are: $16,17,17,17$, and 19 nm ; the annulus center has a radius of 0.47 and a latitude of 0.37 . Figure 8.12 depicts the resulting process window and cross sections.


Figure 8.13: Process window, cross sections, and illumination settings for through-pitch optimization (AttPSM) solution using $n / k$ list material representation.

The exposure latitude overlap can be drastically increased by optimizing both the absorber's thickness and its material. For example, with the data base representation, a 45 nm TaN absorber yields a weak
$\operatorname{AttPSM}(4.25 \%$ reflectivity, -181 deg. phase) with a common exposure latitude of $22 \%$ and a placement error of 3.42 nm (see Figure 8.13). The line configuration for this result is: 18, 19, 20, 20, 21, 17 nm .


Figure 8.14: Alternative solution for through-pitch optimization (AttPSM) solution using $n / k$ list material representation.

An identical exposure latitude can be achieved with a high-transmission AttPSM (53.5 \% reflectivity, phase: 154 deg.). In that case, a 48 nm thick absorber with a low extinction material (molybdenum) is found. The placement error is 3.84 nm . Line widths are: $16,17,17,18,19,15 \mathrm{~nm}$. Figure 8.14 illustrates this solution. Such a configuration can be expected to be very sensitive towards thickness variations, as will be shown in Section 8.3.3.

The more flexible approach with a free variation of the absorber's optical material properties generates solutions with slightly improved overlapping exposure latitudes and placement errors. For example, a low refraction, low extinction 39 nm absorber (reflectivity: $40 \%$, phase: -213 deg.) results in an exposure latitude of $26.7 \%$ and placement error of 3.38 nm (see Figure 8.15). A similar performance is obtained with a high refraction and low extinction absorber (same thickness, reflectivity: $33 \%$, phase: -141 deg.). The exposure latitude in that case is $25 \%$, the placement error is 2.6 nm . As shown in Figure 8.16, in contrast to the previous low $n$ solution, this candidate shows a process window shift toward negative defocus values. All solution candidates exhibit a significant process window asymmetry, primarily caused by the feature configuration with the largest pitch. Only moderate proxmity effects are to be noted: The through-pitch line width varies by only $3-5 \mathrm{~nm}$.


Figure 8.15: Solution candidate for through-pitch optimization (AttPSM) using $n / k$ range representation. Refractive index is 0.9 , extinction is 0.014 .


Figure 8.16: Alternative solution candidate for through-pitch optimization (AttPSM) using $n / k$ range representation. Refractive index is 1.1, extinction is 0.013 .

Table 8.4: Results for lines/spaces linearity optimization of AttPSM. In the first row, the solution's performance (reflectivity, phase, exposure latitude, and placement error) and the absorber thickness are listed; the second row shows the individual process windows for each target and the resulting overlap; cross sections are illustrated in row three; the last row shows the material properties of the absorber stack: Solution 1 uses a fixed chromium absorber. Solution 2 is optimized using the material list representation. Its absorber material (tantalum nitride) is highlighted in the material list plot. Solutions 3 and 4 employ the flexible $n / k$ range representation; the obtained materials are indicated by the black diamonds. For comparison, the lighter circles depict the materials in the material list.

| Process Window | Cross Sections | Material |
| :---: | :---: | :---: |

(1)
refl.: $0.8 \%$
phase: 117 deg. dose lat.: $16.35 \%$ pl. error: 3.9 nm
abs. th.: 80 nm
refl.: $2.77 \%$
phase: -203.2 deg. dose lat.: 18.73 \% pl. error: 3.1 nm abs. th.: 52.0 nm

 chromium



refl.: 8.79 \%
phase: -219.6 deg. dose lat.: $18.95 \%$ pl. error: 3.5 nm
abs. th.: 59.0 nm



refl.: 7.28 \%
phase: -133.43 deg dose lat.: $18 \%$ pl. error: 2.8 nm
abs. th.: 42.0 nm




Linearity In addition to a stable through-pitch behavior, an optimum source/mask combination should also show a near-linear characteristic for different target sizes. Therefore in the following examples, the optimization goal is to maximize the exposure latitude of overlapping process windows for the following line widths: $15,22,32,45$, and 65 nm . Again, the depth of focus is set to 100 nm .

The optimization results are presented in Table 8.4. The fixed 80 nm chromium absorber (solution 1) has a common exposure latitude of about $16 \%$. The placement error is nearly 4 nm . With the material list representation (solution 2), solutions with an exposure latitude of almost $19 \%$ are found. The placement error is decreased to around 3 nm . The list material representation shows a notable preference of weak AttPSMs with high extinction materials such as chromium and tantalum nitride.

The absorbers' reflection values slightly increase when the material range representation is selected. Solution 3 uses a low- $n /$ high- $k$ material, whereas the material of solution 4 is characterized by both a high refractive index and a high extinction. In both examples, the extinction takes values close to the specified lower (0.9) or upper (1.1) bound, respectively. That causes the process window to be asymmetric either towards positive or negative defocus positions. In all solutions, especially the large features result in a distinctly shifted process window.

## AltPSM: Horizontal and Vertical Lines

The following examples demonstrate first results of the proposed optimization procedure for alternating phase-shifting masks. The optimization goal is again to find ideal illumination and mask settings for line/space patterns. The number of etched bi-layers is varied in order to find an ideal phase difference. Moreover, to compensate for the intensity imbalance between etched and unetched openings, the shifter width is subject to variation. In this first example, the absorber's material is fixed to chromium. A fixed DOF of 300 nm is used. The target feature in this case is the imaging of 22 nm lines both in vertical and horizontal direction.


Figure 8.17: Solution candidate for AltPSM linearity optimization.

Figure 8.17 shows an example with a relatively thick absorber ( 117 nm ). The horizontal line is 12 nm , the vertical line is 18 nm wide. Shifter widths are: 33 nm (horizontal) and 32 nm (vertical). With this configuration, an exposure latitude of $19 \%$ for the overlapping process windows and a placement error of 2.6 nm are achieved.

Another solution candidate with a similar performance (exposure latitude: $18.3 \%$, placement error: 2.2 nm ) but with a thickness of 76 nm is depicted in Figure 8.18. In that case, the horizontal line width is as small as 10 nm , the vertical line has a width of 15 nm . The shifter widths are almost identical to the previous example (horz./vert.: $33 / 31 \mathrm{~nm}$ ). Both examples feature a coherent illumination configuration (center radius: 0.15 , annulus latitude: 0.2 ), which is known to provide the best AltPSM imaging performance. Also, the number of etched layers, 13, is common to both cases.

## Arrays of Contact Holes (AttPSM)

In another survey, 22 nm by 22 nm contact hole arrays are optimized. Again, the depth of focus is set to 100 nm . In order to evaluate the through-pitch performance, different duty ratios are taken into


Figure 8.18: Alternative solution for AltPSM linearity optimization.
account: 1:1, 1:2, 1:5. Additionally, the dense (1:1) configuration is computed in horizontal and vertical direction (by switching between horizontal and vertical illumination). The CD difference between the two directions is counteracted by a supplementary optimization of the mask bias.

Table 8.5 summarizes the obtained results. The first example (1) serves as a reference solution. It uses a fixed 80 nm chromium absorber. Solutions 2 and 3 are optimized using the $n / k$ material list representation. Both a low- and a high-transmission absorber are found. Another low-transmission solution with a thicker ( 114 nm ) tantalum nitride absorber is also obtained: Its exposure latitude is nearly equal to that of solution 3 ; however, the placement error is slightly larger. Both solutions show low threshold intensities. Therefore they would require a high exposure dose. The high-transmission solutions, on the other hand, exhibit a contrast reversal, thus would have to make use of a negative photoresist.

With the more flexible $n / k$ material range representation, similar solutions in terms of performance are found (see Table 8.5, (4) and (5)). Solution 4 depicts a low transmission mask with a very small placement error and a contrast reversal. The material in that case has both a low refractive index and a low extinction. Yet another well-performing solution (5) comprises a binary mask and with a low- $n /$ high- $k$ absorber.

Table 8.5: AttPSM contact hole optimization results. In the first row, process windows for the different duty ratios and the resulting overlap are shown; the second row shows the corresponding cross sections; row three depicts the illumination setting with the center radius $\left(\sigma_{c}\right)$ and the annulus latitude $(\ell)$; the material property graphs in the last row correspond to the preset representation option (cf. Table 8.4): solution 1: fixed chromium absorber, solution 2: material list, solution 3 and 4: $n / k$ range. Figures of merit and optimization variables results are listed underneath the graphs.

| Process Window | Cross Sections | Illumination |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |

(1) reflectivity: $0.8 \%$, phase: 117 deg., exposure latitude: $15.35 \%$, placement error: 2.8 nm line widths: $24,24,24 \mathrm{~nm}$, horiz./vert. bias: 3 , absorber thickness: 80 nm



(2) reflectivity: $2.3 \%$, phase: 129 deg., exposure latitude: $17.67 \%$, placement error: 2.1 nm line widths: $16,16,16 \mathrm{~nm}$, horiz./vert. bias: 8 , absorber thickness: 60 nm




(3) reflectivity: $40.91 \%$, phase: 92.6 deg., exposure latitude: $22.21 \%$, placement error: 2.13 nm line widths: $13,15,13 \mathrm{~nm}$, horiz./vert. bias: 2 , absorber thickness: 64 nm




(4) reflectivity: $8.45 \%$, phase: -266.62 deg., exposure latitude: $22.32 \%$, placement error: 1.7 nm line widths: $13,14,13 \mathrm{~nm}$, horiz./vert. bias: -4 , absorber thickness: 72 nm

Table 8.5: continued


## High Reflectivity Masks

As demonstrated with the previous results, highly reflecting absorbers show a good performance both in terms of overlapping process windows for different feature set-ups and placement error. Most absorber configurations for such high-reflectivity masks comprise materials with small refractive indices and extinction values, and a small thickness. However, with the proposed optimization approach only very few such absorbers were found. One could even observe that solution candidates with materials such as molybdenum became often "extinct" from the population at a very early stage of the optimization run. This hints at the fact that such configurations exhibit a high sensitivity against other optimization variables.

Figure 8.19 shows the dependence of a high reflectivity (Mo) absorber on its thickness. The optimization goal was to find an AttPSM with maximum overlapping process windows for dense and semi-dense lines in horizontal and vertical directions. The best solution with an exposure latitude of above $14 \%$ exhibits an absorber thickness of 40 nm . Neighboring solutions with thickness values between 30 and 50 nm are evaluated. Within the range of $\pm 3 \mathrm{~nm}$, the exposure latitude is still acceptable. The placement error hardly exceeds 2 nm . Process windows at different thickness positions (35, 37, 40, 43, and 45 nm ) are portrayed. The left-hatched rectangles illustrate the process window overlap of the examined solution. Whereas the right-hatched rectangles indicate the overlap of the best solution. Already the 37 nm thick absorber has no process window in common with the 40 nm one. In other words, a thickness tolerance of as few as 3 nm would render this solution unfeasible.

### 8.4 Bottom-antireflective Coating Optimization

The previous considerations were solely concerned with the lithographic projection system, including mask and illuminator, for which we have shown that a rigorous optimization is suited to drastically increase its performance. In order for the improvements to be effective for the entire lithographic system, of course also the image target, the wafer, and its properties need to exhibit an adequate behavior. In this example, ${ }^{7}$ we aim at optimizing the optical properties of the wafer stack. There, one of the critical aspects is the reduction of back-reflection from the substrate, which due to the resulting standing waves is one source of pattern fidelity degradation. The reflectance from the substrate, which is in dependence of the material properties of the interfacing layers the angle and the polarization state of the incidence light, can be drastically reduced by introducing auxiliary layers. A common approach is the coating of the substrate with an anti-reflective thin-film, called BARC. In addition to exhibiting a high suppression of reflection under the targeted illumination conditions, the BARC layer and its deposition should have
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as little impact on the manufacturing process steps as possible. This requirement is especially critical for double patterning techniques (see Section 2.6.4), which are prone to a severe throughput decrease due to the multiplication of steps involved. The use of organic BARC materials is therefore common practice, because they can be processed in the scanner track (Guerrero et al., 2008). In general, organic BARC materials are composed of polymer, cross-linker, cross-linking catalyst and solvent in order to meet different requirements such as chemical freezing, contamination blocking and reflection control at the same time. During the double pattering process, which this study is aimed at, the first lithographic exposure and subsequent process steps modify the properties of the BARC and impact its performance in the second lithography stage. For example, an exposure with a lines and spaces pattern can result in a laterally and sinusoidally modulated refractive index of the BARC. Experimental results showed that the difference of the index of refraction ( $n$ ) before and after the first exposure and develop can be as large as -0.08 (Sakamoto et al., 2010). The change of the $n$ value and its modulation in the BARC layer alters its reflectivity behavior in the second lithography step. Moreover, in immersion lithography systems, the increased NA leads to a significant polarization-dependent behavior of the wafer stack. Angles may in fact become as large as being close to Brewster's angle (Brunner et al., 2002). It therefore becomes increasingly difficult to identify BARCs with an adequate performance, even more in the case of double patterning processes.

### 8.4.1 Optimization Variables and Figure of Merit

The anti-reflective performance of a BARC is determined by the optical and topographical properties of its individual layers, modeled by the refractive index $\left(n_{j}\right)$, the extinction coefficient $\left(k_{j}\right)$ and the thickness $\left(d_{j}\right)$ of each BARC layer $j=1,2$. These optimization variables and the corresponding wafer stack are depicted in Figure 8.20. Broadly, the optimization goal is given by the reflectance returned at the interface between the top BARC layer and the photoresist. In order to optimize the BARC performance for a large range of pitches of features on the photomask, the reflectivity $(R)$ is evaluated for a number of different incidence angles $\left(\theta_{i}\right)$. The objective function for one lithography step ( $l$ ) can hence, for example, be stated as the squared mean reflectance over a number of incidence angles $(N)$ :

$$
\begin{equation*}
\mu_{l}: \mathbf{x} \mapsto \frac{1}{N} \sum_{i=1}^{N} R_{l}^{\theta_{i}}(\mathbf{x}) \tag{8.2}
\end{equation*}
$$

which is to be minimized. The vector $\mathbf{x}$ denotes the optimization parameters:

$$
\mathbf{x}=\left[n_{1}, k_{1}, n_{2}, k_{2}, d_{1}, d_{2}\right]^{T}
$$



Figure 8.20: Bi-layer BARC with optimization variables.

The assessment of the sensitivity of the BARC to the first lithographic exposure is performed under the simplified assumption of a sinusoidal modulation of the refractive index of the top layer of the BARC. A similar situation would arise from an exposure with a line/space pattern. The degree of index modulation is defined by a user-provided parameter $\Delta n$. The two-stages of the BARC assessment can be summarized as follows:
(1) In the first lithography step, the layers can be assumed to be planar, allowing for the application of the time-efficient transfer-matrix method.
(2) The second lithography step, however, exhibits an inhomogeneous BARC top layer so that a rigorous EMF computation has to be carried out, for which again the waveguide method is used.
Applying, for example, a weighted sum approach, the total objective can be stated as:

$$
\begin{equation*}
\mu: \mathbf{x} \mapsto \sum_{l=1,2} w_{l} \sqrt{\mu_{l}} \tag{8.3}
\end{equation*}
$$

where typically $w_{1}+w_{2}=1$.
The computation time for 35 incidence angles ( $9, \ldots, 43$ degrees) is less than 0.1 seconds for the planar case (litho 1) and less than 90 seconds for the second lithography step (using the waveguide method) on our computing cluster nodes (AMD Opteron 2352 @ 1 GHz and Intel Xeon E5405 @ 2 GHz ).

### 8.4.2 Results

In this section, results obtained from different optimization studies are presented. First, optimization results for both a single and a bi-layer BARC are displayed and compared. Then, the impact of the refractive index modulation in the top BARC layer is shown, and several optimization studies for the second lithography step are presented. Finally, three different optimization studies co-optimizing the BARC for both lithography steps are demonstrated.

## Optimization of single and bi-layer BARCs for the first lithography step

In a first approach, the BARC performance for the first lithography step with a single-layer BARC is optimized. The objective is to obtain a low reflectance within an incidence angle range from 9 to 43 degrees, which corresponds to a feature pitch of $360-83 \mathrm{~nm}$. The figure of merit is given by the mean of the squared reflectivities over the angle range (8.2). The incidence medium is assumed to be a photoresist with a refractive index of 1.7 at 193 nm wavelength and the outgoing medium to be silicon with a complex refractive index of about $0.91-2.8 j$. Since all layers can be assumed to be planar, the transfer-matrix method is employed (see Appendix D). ${ }^{8}$ Constraining the thickness of the BARC layer to $0-200 \mathrm{~nm}$ and its refractive index to $1-2.2$, an optimum reflectance behavior is achieved at a BARC layer thickness of 23.4 nm and a refractive index of $2.05-0.57 j$ (cf. Figure 8.21 ). The corresponding reflectivity curve (b) shows a strong pitch dependence: The minimum reflectivity is almost zero (at 29 degrees), and the maximum reflectivity is about 1.03 percent (at 43 degrees).

One of the main motives to apply BARCs is to achieve a high degree of pattern stability. For example, the critical dimension (CD) should exhibit only a low sensitivity to resist thickness variations. One way to assess the impact of the performance of the optimized BARC on the pattern stability is given by a socalled swing curve analysis, ${ }^{9}$ function of the thickness of the resist. Figure 8.22 shows this interrelation for the optimized single-layer BARC. The analysis is performed for the same pitches as used in the optimization. The target CD on the wafer is about 41.5 nm . Because of higher reflectivities at larger incident angles (i.e., smaller pitches), the wafer CD shows a non-linear relation to the resist thickness (Figure $8.22(\mathrm{a})$ ). At the same time, due to the resist absorption, the wafer CD linearly changes with the resist thickness at smaller incidence angles (Figure 8.22(b)).
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Figure 8.21: Optimized single layer BARC: (a) reflectance performance, (b) optimum solution properties.


Figure 8.22: Pattern stability achieved with a single-layer BARC optimized for the first lithography step. The target CD is 41.5 nm : (a) For small pitches, a non-linear CD dependence on the resist thickness is observed, caused by the decreased antireflection performance of the BARC at higher incidence angles; (b) larger pitches show a resist absorption-induced linear behavior.

In a second optimization step, a bi-layer BARC is optimized. Again, the goal is to minimize the reflectivity within the incidence angle range from 9 to 43 degrees. The same thickness and optical property constraints as in the former optimization task are applied - this time, however, to each of the two layers. Moreover, the same merit function as before is used.

The genetic algorithm is run for 800 generations. However, after about 300 generations a local minimum that closely resembles the final solution is obtained. As shown in Figure 8.23(b), the optimum bi-layer stack consists of a top layer with a thickness of 13.2 nm and a refractive index of $2.08-0.13 j$. The second layer has a thickness of 46.7 nm and a refractive index of $1.675-0.633 j$. The reflectivity performance is drastically improved compared to the best single layer BARC (Figure 8.23(a)) The maximum reflectance, which occurs at an angle of 43 degrees, is less than 0.04 percent. In contrast to the single layer case, no significant pitch-dependence occurs, not even for small pitches.

(a)

$$
n_{\mathrm{BARC} 1}=2.0468 \quad k_{\mathrm{BARCl}}=-0.5739 \quad d_{\mathrm{BARC} 1}=23.4 \mathrm{~nm}
$$

(b)

(c)

Figure 8.23: Comparison of the optimized single and bi-layer BARCs. (a) Anti-reflective performance within the incidence angle range of $[9,43]$ degrees; thickness and optical properties of the optimized (b) single and (c) bi-layer BARC stacks.

The CD swing curves obtained with the optimized bi-layer BARC is demonstrated in Figure 8.24. The target CD on the wafer is about 45.1 nm . The swing curve shows an almost perfectly linear behavior in the incidence angle range of concern, allowing for an adequate control of the CD values on the wafer.

## Bi-layer BARC with index modulation

After the first lithography step, the optical properties of the top layer of the BARC are modified due to both the exposure itself and subsequent process steps including baking. The topography of this index modulation can be assumed to be related to the patterns imaged in the first lithography step. For example, line/space ( $\mathrm{L} / \mathrm{S}$ ) patterns will result in a sinusoidal modulation of the top layer index, whose period of this modulation is determined by the pitch of the L/S features. Figure 8.25 schematically demonstrates the resulted topography.


Figure 8.24: CD swing curves obtained with the optimized bi-layer BARC: for both (a) small and (b) large pitches an almost perfectly linear behavior is achieved.


Figure 8.25: Structure of bi-layer BARC with index modulation in one period

In order to assess the impact of the refractive index modulation, a simulation study is conducted in which the influence of an assumed index modulation factor in dependence of the pitch is investigated. In the modulated region, the refractive index is given by the sum of the original refractive index and the modulation factor $(\Delta n)$. Both the BARC and the resist properties are taken from the former optimized bi-layer BARC (cf. Figure 8.23): A refractive index of $2.08-0.135 j$ and a thickness of 13.2 nm are assumed for the top layer, and for the second layer, a refractive index of $1.68-0.633 j$ and a thickness of 46.7 nm are applied. Index modulation values in the range of -0.5 to 0.5 are investigated, giving a refractive index variation of the first layer from 1.58 to 2.58 . As before, the range of incidence angles is 9-43 degrees.


Figure 8.26: Reflectivity of BARC in lithography step two (a) as a function of index modulation of top layer and incidence angle. (b) Cross-section for selected incidence angles.

The resulting bi-layer BARC performance in the second lithography step as a function of the incidence angle and the index modulation value is shown in Figure 8.26(a) The period of the sinusoidally modulated region in the top layer is determined by the angle of incidence, i.e., the pitch of a given line/space feature (see Figure 8.25); only one period is evaluated. For small pitches (that is, large angles of incidence), the modulation impact is significantly larger than for large pitches. Figure 8.26(b) depicts corresponding cross-sections for selected angles.

In order to account for the effects of index modulation resulted from litho 1, the bi-layer BARC is next optimized for the second lithography step. Simulations for typical settings have shown that most of the energy of the reflected light is contained in the zeroth and minus first diffraction order. We have therefore modified the objective function (0) by replacing the reflectance by the average reflectance of both orders. In addition to the same constraints as applied in the previous optimization study, an index modulation $(\Delta n)$ of 0.2 was assumed. As with the modulation impact study, the period of the modulated region is determined by the pitch (incidence angle) under consideration. The same incidence angle range of $[9,43]$ degrees is applied.

After 500 generations, an optimum solution was obtained-a very similar solution is already achievable after about 250 generations. The corresponding stack showing all optical properties and the thickness of the two BARC layers is illustrated in Figure 8.27(a). A significantly thinner top layer than in the BARC optimized for litho 1 (Figure 8.23) is obtained. The optical properties of the layer are almost identical to the litho 1 optimization step. The second BARC layer shows a considerably larger thickness but a smaller extinction coefficient. In Figure 8.27 (b), the reflectivity performance in litho 2 for both the stack optimized for litho 1 and the stack optimized for litho 2 is compared. For both stacks, an index modulation value of 0.2 is assumed. An index modulation of 0.2 in the BARC top layer has significantly
increased the total reflectivity of the wafer stack, as illustrated by the dashed line in Figure 8.27. The maximum reflectivity is about 0.54 percent at 38 degrees. If the index modulation is considered in the optimization process, the total reflectivity can be greatly decreased, as illustrated by the solid line in Figure 8.27: The maximum reflectivity is reduced to about 0.066 percent.

Assuming a negative modulation value (in this example: -0.2 ) yields a slightly different optimum BARC (see Figure 8.27 (c)). Comparing the litho 2 performance - under the assumption of a negative modulation value - of both the litho 1 and the litho 2 optimal BARC shows a qualitatively comparable difference as in the positive modulation value case (Figure 8.27(d)).

## Co-optimization of BARCs for both lithography steps

As shown above, BARCs optimized for only the first lithographic process step cannot be guaranteed to show an adequate performance also in the second lithography step. Thus, in order to identify an appropriate bi-layer BARC for double patterning applications, a co-optimization taking both litho steps into account has to be performed. For that purpose, we have combined both evaluation routines-for litho 1 using TMM and for litho 2 using the waveguide method-in a weighted sum approach (see (8.3)). As in the litho 2 only case, the average of the two contributing orders ( -1 and 0 ) is assessed. A refractive index modulation of 0.2 is assumed.

After 800 generations using the single-objective genetic algorithm, a bi-layer BARC with an optimum anti-reflection behavior in both lithography steps is obtained; a solution that closely resembles the final one is already achieved after 400 generations. The optimized stack and its performance are portrayed in Figure 8.28. The maximum reflectivity in litho 1 is about 0.1 percent at an incidence angle of 43 degrees and 0.13 percent at 9 degrees in litho 2. Again, the resulted top layer is extremely thin, jeopardizing the manufacturability of the BARC and suggesting the introduction of a feasibility criterion.

## Bi-objective bottom layer optimization

In the previous simulation studies, high index modulations of 0.2 or -0.2 were assumed. Related experimental studies by Sakamoto et al. (2010) suggest smaller maximum modulation values. In a further optimization study, we have therefore applied BARC top layer properties reported by the authors: A refractive index of $1.8-0.3 j$ and an index modulation factor of -0.08 . In addition, the thickness of the top layer is fixed to 30 nm , also resolving the manufacturability issue resulting from the extremely thin top layers obtained in the previous study. Both the thickness and the optical properties of the second BARC layer are subject to optimization. The thickness range is set to $[10,200] \mathrm{nm}$, the refractive index was optimized in a range of $[1,2.2] \mathrm{nm}$, and the extinction coefficient between 0.1 and 0.5 . A biobjective optimization approach using a multi-objective genetic algorithm (SPEA2 with an unlimited archive) was applied for the optimization. All other settings, including the number of incidence angles was unaltered compared to the previous studies.

Figure 8.29 illustrates the solutions obtained with the bi-objective optimization approach. The Pareto front, depicted in the center of the figure, forms the optimality set. That is, solutions on the Pareto front outperform other candidates either with respect to litho $1\left(\mu_{1}\right)$ or litho $2\left(\mu_{2}\right)$, while still showing an acceptable performance in the respective other litho step. Solutions with a perfect compromise between litho 1 and litho 2 can be found close to where the Pareto front intersects the bisectrix of the coordinate system. The circumjacent graphs demonstrate the anti-reflective performance of example solutions taken from the Pareto front. Despite the reduced index modulation, the performance for both litho 1 and litho 2 is significantly degraded compared with the previous study in which also the top layer of the BARC was subject to optimization. Solutions optimal in litho 1 (e.g., solution 1237) have a bottom BARC layer with a extensively higher index of refraction than solutions optimal in litho 2 (e.g., solution 3214). The two example compromise solutions (1551 and 2207) corroborate this tendency: The closer solutions are situated to the minimum of $\mu_{2}$, the lower is the refractive index of the bottom layer. This behavior can be attributed to the fact that higher refractive indices in the second layer of the BARC may increase back-reflections from the bottom layer into the top layer and hence increase the sensitivity of the solution to the index modulation of the top layer, which plays a role only in litho 2 .


Figure 8.27: Bi-layer BARC optimized for the second lithography step, assuming a sinusoidal index modulation of 0.2. (a) Resulting stack; (b) comparison of litho 2 performance (total reflectivity of both contributing orders) of stack optimized for litho 2 (line marked with dots) and stack optimized for litho 1 (line marked with crosses). The other lines show the reflectance of the individual minus first and second orders; (c) stack optimized for negative index modulation, (d) evaluation of litho 1 and litho 2 optimized stacks in the negative modulation regime

(a)
$n_{\mathrm{BARCl}}=2.0406 \quad k_{\mathrm{BARCl}}=-0.2256 \quad d_{\mathrm{BARCl}}=6.3 \mathrm{~nm}$

(b)

Figure 8.28: Bi-layer BARC co-optimized for litho 1 and litho 2: (a) Anti-reflective performance, (b) geometry and optical properties of the stack.


Figure 8.29: Pareto front (center) and example solutions obtained with a bi-objective optimization study: The figures of merit are constituted by the two lithography steps (litho $1: \mu_{1}$, litho $2: \mu_{2}$ ). For the second lithography step, the reflectivity of the minus first, the zeroth and the total reflectivity are displayed. Solutions performing well in the first lithography step (e.g., 1237) show a high refractive index of the bottom layer of the BARC. Solutions with a low reflectivity in step two (e.g., 3214) exhibit a higher index of refraction in the bottom layer. Compromise solutions can be found where the Pareto front is close to the bisectrix of the coordinate system, for example 1551 and 2207.

For the same reason, the extinction coefficient in all solutions is set to the maximum value of 0.5 . No significant variation of the thickness of the second BARC layer in the Pareto set can be observed.

## Tri-objective Bottom Layer Optimization With Variable Top Layer Thickness

In order to further improve the performance of the bi-layer BARC, we have carried out another optimization study, allowing for an additional degree of freedom by subjecting the thickness of the top layer to optimization. In contrast to the single-objective approach demonstrated in Section 8.4.2, the thickness of the first layer is constrained to $[10,200] \mathrm{nm}$. To strictly account for the feasibility of solution candidates but also to investigate the impact of the top layer thickness on the performance of BARCs, we have also incorporated an additional thickness penalty:

$$
\begin{align*}
\min & p_{d}=d_{1}^{u}-d_{1} \\
\text { s.t. } & d_{1} \leq d_{1}^{u} \tag{8.4}
\end{align*}
$$

where $d_{1}^{u}$ is an upper thickness bound (here, 200 nm ) of the first BARC layer. Hence by introducing a penalty like (8.4), a BARCs with a thicker top layer are preferred.

Figure 8.30 shows the Pareto set and example solutions obtained after 1000 iterations. As before, the X and the Y axes denote the figures of merit in litho 1 and litho 2, respectively. The thickness penalty criterion is constituted by the Z axis and also by the gray levels of the solution points. Depending on the preferred figure of merit, both the layer thicknesses and the optical properties of the second BARC layer of the optimum solution candidates show significantly different values. Solutions with a thick top BARC layer show a relatively thin second layer. All solutions optimal in litho $2\left(\mu_{2}\right)$ exhibit thinner BARC top layers.

As observed in the previous studies, thin top layers lead to a decrease of reflectance in the second lithography step due to a lower sensitivity to the refractive index modulation. In addition, an inverse effect can also be observed: Thin bottom layers lead to lower diffraction efficiencies in the modulated top layer, which in turn also decreases the impact of modulation and thus results in smaller reflectance differences between litho 1 and litho 2-however, leading to higher absolute reflectance values. Especially, BARCs with a top layer thickness close to the maximum of 200 nm (e.g., candidate 1537), where the impact of the bottom BARC layer is negligible, exhibit a poor reflectance performance at large angles. Solution candidates with a medium top layer thickness (e.g., 630, 727 and 1970) show an increased impact of the second BARC layer on the overall anti-reflective performance.

Candidate 3025 constitutes a feasible solution both in terms of manufacturability ( 27.4 nm thickness of top layer and 72.3 nm thickness of the bottom layer) and reflectivity performance (below one percent). In addition, the difference between litho 1 and litho 2 is small both absolutely and relatively, since both total reflectance curves show a similar behavior. Furthermore, the angle-dependent difference is small compared to all other results.

For top layers with a thickness of 20 nm and below (e.g., $63,1503,3773$ ), the reflectivity of both lithography steps drops to below 0.5 percent. The difference between litho 1 and litho 2 is extremely small on the entire angle range in terms of absolute values. There is, however, a stronger reflectance dependence on the incidence angle than in the previous solution (3025). The manufacturability of these solutions may not be guaranteed.

One should note that the materials presented in this study are purely hypothetical. In order to further improve the feasibility of the proposed solutions, a look-up mechanism for existing materials, for example, similar to the one in the previous study, would have to be employed.


Figure 8.30: Different bi-layer BARC solutions obtained with the multi-objective optimization approach. In the center, the three dimensional Pareto front is shown. The X and Y axes denote the objective of litho 1 and litho 2 , respectively. The Z direction and the gray levels of the solution points indicate the thickness penalty of the first BARC layer. The anti-reflection performance of the example solution candidates are displayed by their stacks, the total reflectivity of the first lithography step, and the reflectance of the zeroth and the minus first order, and the total reflectance of litho 2 . The depicted solutions are taken from different regions of the Pareto front. For example, solution 1537 exhibits a large top BARC layer. However, its reflectivity performance is worse compared with solutions having thinner top layers (e.g., 3773, 63 and 1503). Compromise solutions can be found in the center of the Pareto set (e.g., 727).

## 9 Conclusions and Future Work

In this thesis, we have developed and demonstrated a novel, direct optimization approach for a wide range of problems related to lithographic process conditions. Through a large number of numerical experiments, we have shown in depth that this method allows to incorporate virtually any model options, evaluation mechanisms and constraint handling strategies by posing the optimization tasks as blackbox problems. The problems were solved with population-based algorithms that mimic evolutionary operations such as selection, recombination and mutation. They are hence commonly termed evolutionary algorithms (EAs). EAs can be considered global optimization routines in two respects, (1) they explore the entire search space and do not depend on local characteristics, (2) they globally recombine solutions that exhibit an above-average fitness. We have shown that these properties also prove beneficial in the context of this work. For example, in our approach to a rigorous, simultaneous optimization of the mask layout and the illumination source, a problem of increasing importance in computational lithography and electronic design automation (EDA), a variety of innovative solutions were obtained fully automatically. In contrast to related approaches, an actual co-optimization of the source and the mask was achieved. No nested optimization loops or post-optimization procedures were needed. In addition to a competent optimization algorithm, such a procedure depends on a stringent formulation of the problem, especially the parameter representation, evaluation routines and constraint handling mechanisms. We have shown that a direct, for instance, rectilinear representation of the mask is both feasible and suited to counteract a number of issues that occur under related approaches.

A number of authors have proposed to perform the mask optimization in the frequency domain. In that case, the optimization variables correspond to the amplitude of the diffraction orders. This approach can of course be considered elegant since it drastically reduces the number of parameters. The obtained result, the ideal assignment of the diffraction orders, however, does not have a unique spatial domain correspondence. To solve this ill-posed problem, another optimization step is required. The search for a Kirchhoff mask yielding a spectrum that closely resembles the target spectrum can be performed in a fairly straightforward manner. Accounting for electro-magnetic field (EMF) effects, especially considering incidence-angle-specific spectra, is far more involved. In both cases, the obtained mask layouts are in general not feasible, for example, since they are not manufacturable. Thus constraints or regularization routines have to be applied. Their result, in turn, may be quite different to situations in which the constraints are directly employed in the first optimization step. In fact, the decomposition into two steps can be generally expected to yield suboptimal results.

Others have used a spatial pixelated representation, which partly alleviates the former problem. Nonetheless, an enormous effort still has to be invested to prohibit a premature convergence toward nonfeasible masks. This is accomplished by penalty or regularization methods, which are prone to exhibiting an unintentional bias. The manufacturablity criterion in our approach, in contrast, does not constitute a means to resolve problems related to the non-convexity of the search space. It is solely integrated with a view to directly reflect the capabilities of the mask making process. We have demonstrated two alternative producibility criteria: A straightforward geometric one, which evaluates the layout of the structures, and a morphological one, which provides a measure for the integrity of structures under imprecisions as they may occur during mask writing. Since the evolutionary algorithm used in this work is specifically tailored to maintain a high level of diversity through what is commonly referred to as niching techniques, the optimization procedure faces little difficulties dealing with the multimodality of the search space. On the contrary, the set of candidates obtained through our optimization procedure typically contains various solutions that can be considered local optima. That is, in addition to the quasi-global optimum, the decision maker can optionally review the set of solutions, many of which present similarly appropriate performances as the champion.

The illumination source representation in this work follows a correspondingly straightforward strategy as the mask: Instead of the commonly applied pixelation on a Cartesian grid or an archel-based representation, which is well-suited for a simplified frequency domain analysis but which does not provide an adequate flexibility, for example, when considering incidence-angle-specific diffraction spectra, we propose the use of a polar-coordinate system. With this approach, the optimization accuracy can be chosen such that it directly corresponds to the accuracy of the imaging algorithm; so avoiding both a numerically non-significant overdetermination of source variables and an accuracy loss due to too few source points. We have shown that such an approach is also well suited to account for the technical prerequisites of the illumination source: The track/sector representation closely resembles the traditional use of aperture stops, while a source-point-based representation is eligible for state-of-the-art sources using diffractive optical elements or mirrors.

Most of the related approaches use a target image in order to minimize its deviation from images obtained for the candidate solutions, claiming to so solve an ill-posed inverse problem. This is problematic in a number of respects: Generating a suited target image is far from being straightforward. For example, a binary representation does not provide a suited goal since it is unachievable and hence provides very little control of the actual image performance. Using weights to accentuate critical or attenuate non-critical layout regions only solves this problem to some extent. Specifically, the a priori selection of appropriate weights is tedious and does not guarantee for solutions actually complying with the decision makers intentions. The composition of more suited images incorporating smooth slopes, on the other hand, implicates a "search direction" that may even result suboptimal solutions compared to potential solutions that meet the process requirements but are not restricted to an artificial target.

In our work, we have hence not employed any such target pattern comparison. We have instead relied on CD measurements and have shown that such an approach is sufficient to meet size requirements up to virtually any desired precision. But we have only implicitly considered an edge placement fidelity, whose more rigorous inclusion would be a requirement for future extensions toward an EDA solution. An according criterion can be facilely incorporated but can also be expected to slightly increase the convergence time. A number of additional optimization criteria have been developed and their feasibility was shown. For example, in our approach, local contrast criteria such as normalized image log slope (NILS) can be directly incorporated. Moreover, when using sub-resolution assists, sidelobes have to be prevented from printing. In most of the other approaches, the incorporation of such a criterion is far from being apparent and can only be indirectly formulated, for instance, by minimizing the intensity of dark regions. Such an approach is problematic in that it depends on a strict difference metric (infinity norm) to capture local deviations from the intended intensity, which, however, poses a problem for the majority of gradient-based optimization approaches. Moreover, albeit a combination of constraining bright regions to a predefined minimum intensity and minimizing the intensity in dark areas is suited to increase dose latitude, it artificially constricts the set of potentially equally wellperforming solutions. Similarly, all of the related approaches show a certain difficulty in accounting for the through-focus behavior. In our procedure, this can be directly realized by evaluating the image at a number of focus positions and by an according extension of the merit function. Alternatively, the maximization of process windows has been demonstrated for a number of examples. This can be considered as the most rigorous approach and is especially well suited when co-optimizing for a number of different feature types that are to exhibit the largest possible common process regime. It should be emphasized that any of these criteria can be easily tailored to tool or process-related requirements.

As emphasized before, our approach not only accounts for the non-convexity of the search space but in fact exploits the multimodality to concurrently explore several promising search space regions. This procedure not only leads to a robust convergence behavior, whose final results are highly reproducible, but also to a final set of similarly fit solutions. This enables the decision makers to review the final solutions and to select a candidate best matching their preferences. To further develop this option, we have reformulated the source/mask optimization task as a multi-objective problem. There, instead of optimizing for an aggregation of the incommensurable sub-objectives, a strict partial ordering is applied, and the best performing candidate solutions can be considered as ideal compromises between the criteria. Out of the final set of these compromise solutions, the decision makers may select the solution that most closely meets their preference. The main rationale of this routine can be summarized as follows:

An a priori formal articulation of certain preferences is often difficult or even impossible. For example, in a weighted sum approach the decision maker has to pre-determine the parameters by which the sub-objectives are weighted. Often, however, the consequence of a specific weight set is not predictable but introduces an unintended bias; especially since the impact of a weight configuration may strongly change as the optimization progresses. Moreover, as shown in this thesis, scalar replacement strategies based on agglomeration functions omit (non-convex) compromise solutions that potentially perfectly reflect the preference profile of the decision maker. In this work, we have successfully applied a state-of-the-art multi-objective genetic algorithm to source/mask optimization problems, and we have clearly shown its ability to yield various adequate solutions. As a possible future extension to this approach, a semi-automatic post-optimization selection routine - for example, examining the sensitivity of results (as proposed by Barenbaum, 2010) - could be applied in order to further reduce the results presented to the decision maker. Moreover, recently devised indicator-based multi-objective evolutionary approaches may constitute a viable alternative to the direct non-dominated sorting approaches studied here.

Applied to the case of contact holes, both the single and the multi-objective evolutionary algorithm approaches were able to generate innovative, highly well-performing source/mask solutions. Specifically, all solutions exhibit both large exposure latitudes and extremely wide depths of focus without any risk of sidelobe printing. The examples also demonstrate that the approach can be directly applied to the co-optimization of different features and feature set-ups, for which a common ideal source was found.

We have also shown how the approach devised here can be extended to the domain of the projector in a straightforward manner, giving rise to a source/mask/projector optimization (SMPO) procedure. The motivation for this technique is to compensate for aberration-like mask-induced phase effects, which lead to a pronounced asymmetry of process windows, variably affecting different features. With the continuing downscaling and the narrowing process margins, these effects become more critical. On the other hand, pattern multiplication techniques drastically increase overlay demands and hence also the requirements for large dose and focus budgets. It is thus even more important to counteract mask phase artifacts. For that purpose, we and others have proposed to exploit the aberration control present in some of the state-of-the-art scanners. Owing to the flexibility of the optimization technique and framework developed in this work, we were the first to present a comprehensive SMPO approach and a number of well performing solutions demonstrating its feasibility. Particularly, we have explicitly demonstrated the need to rigorously co-optimize all three components: the source, the mask and the projector. In addition, such an optimization requires the use of advanced model options: The mask, for example, is to be computed using a full EMF solver, and spectra at different incidence angles need to be accounted for. We have demonstrated that these simulation options can be effortlessly integrated into our optimization approach.

Alternatively, the mask-induced EMF effect can be compensated by direct modifications of the mask. We have demonstrated this approach by a novel, rigorous optimization of the topology and material properties of the absorber stack. In addition to process-window-oriented optimization criteria, similar to those used in the source/mask optimization case, figures of merit specifically aimed at the mask performance - such as the mask-error-enhancement factor, and material constraints-have been introduced. The inclusion of further criteria, including a polarization sensitivity measure, have been shown. Like in the classical SMO case, the performance of the mask strongly depends on the illumination settings, which therefore also in this case have been co-optimized. Here, only a simplistic parametric representation is used. Future versions should replace this representation with the more flexible polar-coordinate-representation, which more stringently accounts for the illuminator flexibility of today's scanners. In order to render the absorber stack appropriate for a range of different feature set-ups, both dense and isolated lines/spaces have been simultaneously accounted for. To this end, a parametric assist feature placement routine was included into the optimization procedure, further increasing the degree of complexity. Yet the results conceivably demonstrate that this does not present an intricate problem for our optimization routine. Instead, numerous well-performing solutions exhibiting low sensitivities against mask size and polarization deviations, and substantially increased process windows were obtained. The same procedure was also applied to different contact hole set-ups, where similarly process budget improvements were achieved. Again, these improvements can be attributed to mainly three factors: (1) an increase of process latitudes of the individual features, (2) a decrease of an iso-
dense bias and (3) a reduction of feature-dependent process window asymmetries. In other words, the net outcome can be considered a joint effect of traditional resolution enhancement techniques (RET) and optical proximity correction (OPC) measures and the absorber adaptation. It is thus evident that all of these interdependent factors need to be accounted for simultaneously and require a irrefragably mutual optimization like the one proposed here.
The optimization strategy was further enhanced by replacing the evolutionary algorithm with a genetic search approach. There, a genetic algorithm serves as a global optimizer, and selected individuals are refined using a local search approach. For that purpose, a comprehensive hybridization framework has been developed in the scope of this work, and its performance was tested on a large number of benchmark functions. The results suggest an accelerated convergence and an increased reproducibility of results compared to a plain genetic algorithm (GA). This is noteworthy since the GA was equipped with a niching technique, which attempts to concurrently maintain multiple local optima. It can hence be speculated that the local search is capable of increasing the precision of the niche-specific solutions. The tests also revealed a strong dependence of the performance of the proposed hybrid approach, called memetic algorithm (MA), on its configuration parameters. Especially the interval between local searches and the mechanism by which solutions are selected for local improvements highly impact both the convergence speed and the precision. Our results confirm observations by others that show that too intensive a local search is often counterproductive in that it impedes the EA-driven exploration. In addition to a study of different MA configurations, we have also compared two different local search approaches: a state-of-the-art sequential quadratic program (SQP) algorithm and Nelder and Mead's direct search technique. We have shown that the faster convergence of the SQP method in comparison to the direct search does not necessarily lead to an improvement of the overall performance of the MA. Specifically, in order for the benchmark tests to more closely resemble the lithographic optimization problems aimed at, we have not provided any derivatives but left their numerical evaluation to the SQP method. This, of course, led to a significant increase of the number of function evaluations, which in turn degraded the efficiency of the MA. The Nelder-Mead (NM) technique, on the other hand, exploits only zero order information, maintaining a relatively small number of function calls, albeit at the price of a less intense search. This, however, did not present a considerable disadvantage for the MA. Nonetheless, if derivatives are available or computationally inexpensive, the SQP algorithm or related methods can be expected to be beneficial. Similarly, we have not conducted tests on optimization problems with non-linear constraints, for which the SQP method can be assumed to show an even greater advantage. But the formulation of constraints in the scope of MAs is far from being straightforward since it has to be posed in a way that is suited for both the numerical optimization routine and the GA. Neither have we considered adaptive approaches, proposed by other authors, in which the selection of local search approaches is performed heuristically or as a result of a co-evolution. Despite the well-founded rationale behind this approach, the adaptation of the search to local properties of the search space, the results presented by the authors are encouraging only for a small range of problems. Particularly, such a technique involves a considerable parameter tuning effort comparable to the thorough preselection of a suited local search method, thus countermanding the original goal of a "self-fulfilling prophecy." A promising direction also accounting for the local characteristics of the search function would be a tighter coupling of the local search and the employed niching method, for example, by conducting a local tournament as a Baldwinian competition in which not the best performing individual but the best performing candidate after the local search wins.

The benchmark tests showed that the local search operation is a significant contributor to the number of function evaluations of the MA. In order to reduce it, a function approximation technique using an artificial neural network (ANN) has been devised. To avoid overfitting and to adapt the approximated search space more closely to the dynamics presented by the GA-sampled landscape, network training is performed with the populations occurring between two local search generations. Different network topologies including one and two hidden layers have been investigated. Both layouts are suited to employ ANNs as universal function approximators. The single hidden layer showed a slightly attenuated sensitivity against variations of the number of nodes. Different learning algorithms were compared. A marginal advantage of a back-propagation algorithm with adaptive learning rates over a standard backpropagation routine was observed. The suitability of the approximated function was verified through
a number of benchmark experiments. The number of function approximations, especially their reduction in comparison to the non-approximated MA, strongly depends on the problem. For example, in the case of a highly multimodal test function (Schwefel's function), a significantly faster convergence (fitness versus function evaluations) could be achieved, whereas in the case of a function featuring a flat plateau with flat gradients, the performance of both algorithms was identical. The scaling of the input parameters was identified as a critical setting for the ANN approximation. Specifically, for the local search to function properly it should be chosen such that it leads to a wide spread of parameter values.

The memetic algorithm both with and without function approximation was applied to the optimization of the mask absorber stack for line/space patterns, in both cases showing an improvement of the maximum fitness of solution candidates compared with the plain genetic algorithm. The degree of improvement, however, is less significant than for the numerical benchmark tests. The highly fit results obtained with the plain GA and the large number of function evaluations required by the local search steps would render this example virtually unsuited for an application of the memetic algorithm. The use of function approximations and the associated drastic decrease of fitness evaluations, on the other hand, transforms the MA into a viable alternative to the stand-alone evolutionary algorithm. It is noteworthy that under function approximation neither the precision nor the quality of the final results suffer from a degradation. Contrarily, the approximated MA slightly outperforms both the GA and the fully evaluated MA. Further studies on adequate MA configuration parameters present an avenue for further investigations on performance increase potentials.

In the extreme-ultraviolet (EUV) case, because of the tight energy budget and the telecentricity errors due to the non-nominal incidence onto the mask, the absorber stack properties are even more critical. We have thus applied the previous optimization approach to the acquisition of ideal EUV mask stacks and illumination conditions for line/space and contact hole set-ups. Similarly as in the optical case, the goal was to optimize the common process window overlap of different pitches. Additionally, the joint process for different line widths was maximized, implying absorber candidates that exhibit a near-linear response to mask CD variations. In all examples, a substantial process window increase was achieved. Moreover, owing to the multi-objective optimization approach, a number of equally well performing solutions with different material and topology properties were obtained. It is interesting to note that alternating phase-shift masks with highly reflective absorbers (reflectance value of up to fifty percent) were among the superior solutions. As demonstrated, however, their strong sensitivity against small thickness variations does not render this mask type a viable option. This fact is implicitly accounted for by the evolutionary algorithm by maintaining only a small fraction of respective solutions. In addition to the attenuated, also alternating phase-shifting masks were considered in this study. There, the absorber stack parameters included the number of etched layers and the ratio between the shifter and the unshifted line. That study specifically emphasized the horizontal/vertical bias, which is a common problem under the non-telecentric EUV conditions. Solutions with minimum imbalances and hence showing large process window overlaps were obtained. As purported before, both the optimization approach and the accompanying infrastructure greatly facilitated the realization of such a multitude of surveys. Future applications may extend the approach to additional evaluation criteria, such as the multilayer stack or defects, or may be aimed at a full-fledged 3-D OPC procedure, in which a rigorous SMO routine is complemented by an absorber property co-optimization.

This high degree of flexibility of the optimization scheme developed here was once more demonstrated through a last application example, in which the anti-reflective performance of a bottom anti-reflective coating (BARC) was optimized. Aimed at double patterning applications, the goal was to obtain a BARC stack that maintains its anti-reflective properties under the first exposure. In order to account for the topographic modifications resulted from this first exposure, rigorous EMF simulations were included for the first time in this type of optimization. The optimization scheme facilitates the exploration of a multitude of different stacks, including single and bi-layer configurations. The multi-objective optimization approach allowed to identify a large variety of different well functioning stacks, from which in a post-optimization selection procedure the most promising compromises between manufacturability and performance could be identified. A number of alternative problem formulations were demonstrated and numerous innovative solutions were presented.

The previous examples clearly demonstrate the feasibility and the potentials of the proposed approach to rigorously optimize various aspects of the lithographic process. In addition to the multitude of evaluation criteria and constraints, virtually any other figure of merit can be included in a straightforward manner. For example, in the source/mask optimization case, a more rigorous treatment of the photoresist behavior would constitute a valuable alternative to the aerial-image-based evaluation applied in this work. In order to arrive at feasible computation times, compact or behavioral resist models can be expected to be best suited. As shown, an exact EMF treatment of both mask and wafer diffraction effects becomes increasingly important. Though directly integrable with our approach, full EMF simulationsespecially when accounting for different incidence angles - drastically increase the required computation times. In this work, we have attempted to counteract this necessary performance degradation by an application of speed-up techniques such as domain decompositions. To further improve the utility of the proposed approach, more aggressive approximative techniques, including compact models, might be required.

Other accelerative techniques could be further developed. For example, the neural network approach used for function approximations in the local search stage of the memetic algorithm could be extended to the entire evolutionary algorithm. This would of course also require an upgrade of the model control infrastructure in order to ensure that the search is conducted on a viable estimate representation of the actual search space. Other speed-up potentials are related to restricting the search space by additional problem-specific knowledge. Along that line, both source and mask candidate solutions could be constrained according to their spatial frequency response. For instance, given the diffraction spectrum of a mask candidate, the number of potentially useful source solutions drastically diminishes.

The optimization cases presented in this work are tailored to lithography simulation problems and do not specifically account for the large-area requirements that are common in the majority of EDA applications. More specifically, in this work a mesoscopic perspective has been taken, focusing on the performance of critical features and feature configurations. To extend this to a full-chip-oriented approach, a number of considerations would need to be added: including a spatial-frequency-aware pattern recognition engine discovering identical feature configurations to re-use evaluation results and a decomposition and stitching framework by which individual small-area computations are recombined to form the large-area solution. Moreover, the flexibility of our optimization approach would also allow to employ coarser, faster approximations such as the Hopkins instead of the Abbe imaging approach. A more rigorous exploitation of hierarchical fitness evaluations by which abysmal candidates are discarded without conducting a exhaustive simulation could also prove beneficial. A potential avenue for further research would also include a machine-learning approach in which rules are constantly yielded from rigorously evaluated training patterns. Instead of directly optimizing the mask, the layout is modified through these rules. Such a technique would be comparable to traditional rule-based OPC approaches but where the rules are generated automatically.

Finally, a dedicated multi-objective memetic algorithm, for which a number of approaches have been proposed over the past years, may be a valuable addition in that it may speed up the multi-objective optimization approaches.

## A Derivation of the Scalar Wave Equations

In differential form and MKS (meter-kilogram-second) notation, Maxwell's equation are: ${ }^{1}$.

$$
\begin{align*}
\nabla \times \mathbf{E} & =-\frac{\partial \mathbf{B}}{\partial t}  \tag{A.1a}\\
\nabla \times \mathbf{H} & =\mathbf{J}+\frac{\partial \mathbf{D}}{\partial t}  \tag{A.1b}\\
\nabla \cdot \mathbf{D} & =\rho  \tag{A.1c}\\
\nabla \cdot \mathbf{B} & =0
\end{align*}
$$

Ampère's law with Maxwell's correction
Gauss's law
Gauss's law for magnetism,

Although describing the principle of the relation between the electric displacement field $\mathbf{D}$, the electric field $\mathbf{E}$, the magnetizing field $\mathbf{H}$, the magnetic induction $\mathbf{B}$ and the current density $\mathbf{J}$, Equations (A.1a)(A.1d) are not sufficient to actually compute the impact of currents or charges on the field, unless supplemented with material properties. ${ }^{2}$ For the majority of lithography applications, materials can be assumed to be linear, isotropic, time-invariant and inhomogeneous. Also no free charges occur. The constitutive relations can hence be stated as follows:

$$
\begin{align*}
\mathbf{D} & =\varepsilon \mathbf{E}  \tag{A.2a}\\
\mathbf{H} & =\mathbf{B} / \mu  \tag{A.2b}\\
\mathbf{J} & =\sigma \mathbf{E} \tag{A.2c}
\end{align*}
$$

Ohm's law,
where $\varepsilon$ is the electric permittivity, $\mu$ is the magnetic permeability and $\sigma$ is the conductivity of the medium. In general, these properties are not constants but functions (evident, for example, for inhomogeneous materials). ${ }^{3}$ Substituting (A.2a) and (A.2b) into the curl equations (A.1a) and (A.1b), we have that

$$
\begin{align*}
\nabla \times \mathbf{E} & =-\mu \frac{\partial \mathbf{H}}{\partial t}  \tag{A.3a}\\
\nabla \times \mathbf{H} & =\sigma \mathbf{E}+\varepsilon \frac{\partial \mathbf{E}}{\partial t} \tag{A.3b}
\end{align*}
$$

Application of the curl operator to (A.3a) leads to:

$$
\begin{align*}
\nabla \times(\nabla \times \mathbf{E}) & =-\mu \frac{\partial}{\partial t}(\nabla \times \mathbf{H}) \\
& =-\mu \frac{\partial}{\partial t}\left(\sigma \mathbf{E}+\varepsilon \frac{\partial \mathbf{E}}{\partial t}\right) \\
& =-\mu \sigma \frac{\partial}{\partial t} \mathbf{E}-\mu \varepsilon \frac{\partial^{2}}{\partial t^{2}} \mathbf{E} \\
& \left.=\nabla(\nabla \cdot \mathbf{E})-\nabla^{2} \mathbf{E} \quad \quad \text { (using } \nabla \times(\nabla \times \mathbf{v})=\nabla(\nabla \cdot \mathbf{v})-\nabla^{2} \mathbf{v}\right) \tag{A.4}
\end{align*}
$$

For charge-free materials $(\nabla \cdot \mathbf{E}=0)$ and non-absorbing media $(\sigma=0)$, one hence gets: ${ }^{4}$

$$
\begin{equation*}
\nabla^{2} \mathbf{E}=\mu \varepsilon \frac{\partial^{2}}{\partial t^{2}} \mathbf{E} \tag{A.5}
\end{equation*}
$$

[^111]Similarly for the magnetic field (where $\nabla \cdot \mathbf{H}=0$ ):

$$
\begin{equation*}
\nabla^{2} \mathbf{H}=\mu \varepsilon \frac{\partial^{2}}{\partial t^{2}} \mathbf{H} \tag{A.6}
\end{equation*}
$$

Resulting in the wave equations:

$$
\begin{align*}
\nabla^{2} \mathbf{E} & =\frac{n^{2}}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}} \mathbf{E}  \tag{A.7}\\
\nabla^{2} \mathbf{H} & =\frac{n^{2}}{c_{0}^{2}} \frac{\partial^{2}}{\partial t^{2}} \mathbf{H} \tag{A.8}
\end{align*}
$$

where $n$ is refractive index of the medium, defined as

$$
\begin{equation*}
n=\sqrt{\frac{\mu \varepsilon}{\mu_{0} \varepsilon_{0}}}=\frac{c_{0}}{v_{p}} \tag{A.9}
\end{equation*}
$$

where $c_{0}$ the speed of light in vacuum (with $c_{0}=\sqrt{\mu_{0} \varepsilon_{0}}$ ) and $\varepsilon_{0}$ is the permittivity in vacuum and $\mu_{0}$ the permeability in vacuum. ( $v=1 / \sqrt{\mu \varepsilon}$ introduces the concept of velocity of a wave.)

In a dielectric, linear, isotropic, homogeneous, and nondispersive medium, the vector components of the former wave equations behave identically, yielding the following scalar wave equation: ${ }^{5}$

$$
\begin{equation*}
\nabla^{2} u=\frac{1}{v_{p}^{2}} \frac{\partial^{2} u}{\partial t^{2}} \tag{A.10}
\end{equation*}
$$

In the case of a monochromatic field, the scalar field can be explicitly given by the harmonic motion equation: ${ }^{6}$

$$
\begin{equation*}
u(\mathbf{r}, t)=A(\mathbf{r}) \cos (\phi(\mathbf{r})+\omega t) \tag{A.11}
\end{equation*}
$$

where $A$ is the amplitude, $\phi$ is the phase, and $\omega$ is the angular frequency.
Alternatively, (A.11) can be formulated as follows:

$$
\begin{align*}
u(\mathbf{r}, t) & =\Re\{A(\mathbf{r}) \exp [-j(\phi(\mathbf{r})+\omega t)]\} \\
& =\Re\{\underbrace{A(\mathbf{r}) \exp [-j \phi(\mathbf{r})]}_{U(\mathbf{r})(\text { phasor })} \exp [-j \omega t]\}  \tag{A.12}\\
& =\Re\{U(\mathbf{r}) \exp (-j \omega t)\}
\end{align*}
$$

With that, a separation of the spatial and the temporal parts of $u$ is obtained. The differential terms of the wave equation (A.10) can now be stated as

$$
\begin{equation*}
\nabla^{2} u=\Re\left\{\exp (-j \omega t) \nabla^{2} U\right\} \tag{A.13}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{\partial^{2} u}{\partial t^{2}}=-\omega^{2} \Re\{U \exp (-j \omega t)\} \tag{A.14}
\end{equation*}
$$

Substitution in (A.10) and using the wavenumber notation ( $k=\omega / c$ ) yields the time-independent Helmholtz equation

$$
\begin{align*}
\Re\left\{\exp (-j \omega t) \nabla^{2} U\right\} & =-\frac{\omega^{2}}{c^{2}} \Re\{U \exp (-j \omega t)\} \\
\nabla^{2} U & =-\frac{\omega^{2}}{c^{2}} U  \tag{A.15}\\
\left(\nabla^{2}+k^{2}\right) U & =0 .
\end{align*}
$$

[^112]
## B Diffraction

The mathematical description of diffraction in imaging systems such as microscopes or lithographic projection systems are often based on either the Fresnel-Kirchoff or the Rayleigh-Sommerfeld formulae. ${ }^{1}$ Both theorems are based on an integral form introduced by Helmholtz and Kirchhoff, which is based on Green's theorem. The basic idea is depicted in Figure B.1: The disturbance at an observation point $P$ is expressed in terms of the surface $(S)$ encompassing a volume $(V)$, which the point is situated in.


Figure B.1: Schematic of initial point leading Helmholtz-Kirchhoff integral theorem.
In three dimensions, Green's theorem can be stated as follows:

$$
\begin{equation*}
\iiint_{V}\left(U \nabla^{2} \hat{U}-\hat{U} \nabla^{2} U\right) d V=\iint_{S}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S \tag{B.1}
\end{equation*}
$$

where, $U$ and $\hat{U}$ are functions with single-valued and continuous first and second order derivatives, $V$ and $S$ are the volume and surface, respectively, as shown in Figure B.1. The derivative in the outward normal direction on $S$ is denoted by $\partial / \partial \mathbf{n}$. An auxiliary function $\hat{U}$ has to be selected, which, in addition to the former requirements regarding continuity and differentiability, has to fulfill the Helmholtz wave equation. This is of course also true for the sought function, so that we have:

$$
\begin{align*}
& \nabla^{2} U=-k^{2} U \quad \text { and } \\
& \nabla^{2} \hat{U}=-k^{2} \hat{U} \tag{B.2}
\end{align*}
$$

Using this property and substituting into Green's equation (B.1), yields:

$$
\begin{equation*}
\iint_{S}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S=0 \tag{B.3}
\end{equation*}
$$

Kirchhoff proposes the following Green's function:

$$
\begin{align*}
& \hat{U}\left(P^{\prime}\right)=\frac{\exp \left(j k\left|P^{\prime}-P\right|\right)}{\left|P^{\prime}-P\right|} \\
& \hat{U}\left(P^{\prime}\right)=\frac{\exp (j k r)}{r} \quad \text { with } r=\left|P^{\prime}-P\right| \tag{B.4}
\end{align*}
$$

[^113]where $r$ is the distance between the observation point and the argument of $\hat{U} . \hat{U}$ exhibits a singularity at the observation point, i.e., for $P^{\prime}=P$. This discontinuity can be resolved by introducing an infinitesimal volume $V_{\varepsilon}$, which surrounds $P$, and excluding this volume from the disturbance calculation. Thus also a new surface consisting of the original surface and a surface $S_{\varepsilon}$ that bounds the epsilon volume has to be used. Equation (B.3) becomes:
\[

$$
\begin{equation*}
\iint_{S}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S=-\iint_{S_{\varepsilon}}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S_{\varepsilon} \tag{B.5}
\end{equation*}
$$

\]

For points $P^{\prime}$ situated on the surface $S_{\varepsilon}$, which have a distance from the observation point $P$ of $\varepsilon$, we obtain

$$
\begin{aligned}
\hat{U}\left(P^{\prime}\right) & =\frac{e^{j k \varepsilon}}{\varepsilon} \\
\frac{\partial \hat{U}\left(P^{\prime}\right)}{\partial \mathbf{n}} & =\frac{e^{j k \varepsilon}}{\varepsilon}\left(\frac{1}{\varepsilon}-j k\right) .
\end{aligned}
$$

Letting $\varepsilon$ approach zero, we have

$$
\iint_{S_{\varepsilon}}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S_{\varepsilon} \xrightarrow{(\varepsilon \rightarrow 0)} 4 \pi \varepsilon^{2}\left(U \frac{e^{j k \varepsilon}}{\varepsilon}\left(\frac{1}{\varepsilon}-j k\right) \frac{e^{j k \varepsilon}}{\varepsilon} \frac{\partial U}{\partial \mathbf{n}}\right) \xrightarrow{(\varepsilon \rightarrow 0)} 4 \pi U .
$$

Finally, substituting in (B.5), yields:

$$
\begin{equation*}
U(P)=-\frac{1}{4 \pi} \iint_{S}\left(U \frac{\partial \hat{U}}{\partial \mathbf{n}}-\hat{U} \frac{\partial U}{\partial \mathbf{n}}\right) \mathrm{d} S \tag{B.6}
\end{equation*}
$$



Figure B.2: Fresnel-Kirchhoff diffraction principle.
In order to present a more concise mathematical formulation for the Huygens-Fresnel principle, Kirchoff applied the integral theorem (B.6) to the situation depicted in Figure B.2. The goal is again to determine the disturbance at a point $P$ located in the center of a sphere $\left(S_{2}\right)$ with radius $R$. A wave originating from a point $P_{0}$ impinges on an opaque screen $\left(S_{1}\right)$ with an aperture $(\Sigma)$. The surface
surrounding the observation point is hence given by the sum of $S_{1}$ - not including the aperture - $S_{2}$ and the aperture $\Sigma$. Applying the integral theorem (B.6), leads to

$$
\begin{equation*}
U=\frac{1}{4 \pi}\left(\iint_{S_{1}} \iint_{S_{2}} \iint_{\Sigma}\right)\left(U \frac{\partial \hat{U}}{\partial n}-\hat{U} \frac{\partial U}{\partial n}\right) \mathrm{d} S \tag{B.7}
\end{equation*}
$$

For a sphere $S_{2}$ with a large radius, its contribution to the disturbance at $P$ vanishes. This can be deduced as follows: By noting that the derivative of $\hat{U}$ approximates to $j k \hat{U}$ for large values of $R$ and by expressing the disturbance due to $S_{2}$ in terms of the solid angle $\Omega$ that $S_{2}$ subtends at P, we obtain:

$$
\begin{equation*}
\iint_{S_{2}}\left(\frac{\partial U}{\partial \mathbf{n}} \frac{e^{j k R}}{R}-U \frac{e^{j k R}}{R}\left(j k-\frac{1}{R}\right)\right) \mathrm{d} S \approx \iint_{S_{2}} \hat{U}\left(\frac{\partial U}{\partial \mathbf{n}}-U j k\right) \mathrm{d} S \equiv \int_{\Omega} \hat{U}\left(\frac{\partial U}{\partial \mathbf{n}}-U j k\right) R^{2} \mathrm{~d} \Omega \tag{B.8}
\end{equation*}
$$

Applying the Sommerfeld radiation condition, that is,

$$
\begin{equation*}
R\left(\frac{\partial U}{\partial \mathbf{n}}-U j k\right) \xrightarrow{R \rightarrow \infty} 0 \tag{B.9}
\end{equation*}
$$

leads to the claimed extinction of an $S_{2}$ contribution. The integral hence reduces to:

$$
\begin{equation*}
U=\frac{1}{4 \pi} \iint_{S_{1}+\Sigma}\left(\hat{U} \frac{\partial U}{\partial n}-U \frac{\partial \hat{U}}{\partial n}\right) \mathrm{d} S \tag{B.10}
\end{equation*}
$$

In order to solve this equation, Kirchoff proposed the following boundary conditions:

1. Within the aperture, the field is undisturbed.
2. On the backside of the screen $S_{2}$, which is facing toward $P$, both the field and its derivative are zero.
Applying these boundary conditions, assuming that the distances from the wave source to screen $S_{1}$ and from $S_{1}$ to $P$ are a multitude of the wavelength $(\lambda)$, and assuming a single spherical wave with amplitude $A$, we have the Fresnel-Kirchhoff diffraction equation:

$$
\begin{equation*}
U(P)=\frac{j A}{\lambda} \iint_{\Sigma} \frac{e^{j k\left(r_{0}+r_{1}\right)}}{r_{0} r_{1}} \frac{\cos \left(\mathbf{n}, \mathbf{r}_{\mathbf{1}}\right)-\cos \left(\mathbf{n}, \mathbf{r}_{\mathbf{0}}\right)}{2} \mathrm{~d} \Sigma \tag{B.11}
\end{equation*}
$$

By setting

$$
U^{\prime}(Q)=\frac{1}{j \lambda} \frac{A e^{j k r_{0}}}{r_{0}} \frac{\cos \left(\mathbf{n}, \mathbf{r}_{\mathbf{1}}\right)-\cos \left(\mathbf{n}, \mathbf{r}_{\mathbf{0}}\right)}{2}
$$

(B.11) can be rewritten as,

$$
\begin{equation*}
U(P)=\iint_{\Sigma} U^{\prime}(Q) \frac{e^{j k r_{1}}}{r_{1}} \mathrm{~d} \Sigma \tag{B.12}
\end{equation*}
$$

The latter formula can indeed be regarded as a mathematically correct version of the phenomenological Huygens-Fresnel principle: The field in $P$ is a result of an infinite number of secondary source points, whose amplitudes and phases result from the original illumination source and the angles of incidence.

Using an alternative Green's function, which employs both the original source point $P$ and the same point mirrored along the screen and with a 180 degree phase difference, that is,

$$
\begin{equation*}
\hat{U}=\frac{e^{j k r}}{r}-\frac{e^{-j k r^{\prime}}}{r^{\prime}} \tag{B.13}
\end{equation*}
$$

elminates the requirement for boundary conditions when applied to the problem depicted in Figure B.2, as it vanishes not only on the backside of the screen but also in the aperture. This solution, found by

Sommerfeld, resolves a number of inconsistencies that result from the Kirchhoff boundary conditions. The corresponding diffraction formula, termed Rayleigh-Sommerfeld, is as follows

$$
\begin{equation*}
U(P)=\frac{A}{j \lambda} \iint_{\Sigma} \frac{e^{j k\left(r_{0}+r_{1}\right)}}{r_{0} r_{1}} \cos \left(\mathbf{n}, \mathbf{r}_{1}\right) \mathrm{d} \Sigma . \tag{B.14}
\end{equation*}
$$

Given Cartesian coordinates, $(\eta, \xi)$ in the aperture plane and $(x, y)$ in the observation plane, the Huygens-Fresnel principle can be written as follows:

$$
\begin{equation*}
U(x, y)=\frac{z}{j \lambda} \iint_{\Sigma} U^{\prime}(\eta, \xi) \frac{e^{j k r_{1}}}{r_{1}^{2}} \mathrm{~d} \eta \mathrm{~d} \xi \tag{B.15}
\end{equation*}
$$

where the distance $r_{1}$ from a point on the aperture to the observation screen is given by:

$$
r_{1}=\sqrt{z^{2}+(x-\eta)^{2}+(y-\xi)^{2}}
$$

Using a binomial expansion for $r_{1}$ and truncating it to the first two terms in the exponent and to only the first one in the denominator, we obtain the Fresnel approximation:

$$
\begin{equation*}
U(x, y)=\frac{e^{j k z}}{j \lambda z} \iint_{-\infty}^{\infty} U^{\prime}(\eta, \xi) \exp \left(\frac{j k}{2 z}\left((x-\eta)^{2}+(y-\xi)^{2}\right)\right) \mathrm{d} \eta \mathrm{~d} \xi \tag{B.16}
\end{equation*}
$$

The Fresnel approximation can be said to be valid if the Fresnel number is larger or equal to one, that is,

$$
\begin{equation*}
F=\frac{a^{2}}{L \lambda} \geq 1 \tag{B.17}
\end{equation*}
$$

where $a$ is the size of the aperture and $L$ is the distance from the aperture.
An additional simplification is presented by the Fraunhofer diffraction formula, which, apart from a phase correcting factor, is equivalent to a Fourier transform of the aperture.

$$
\begin{equation*}
U(x, y)=\frac{e^{j k z} \frac{j k}{e^{2}\left(x^{2}+y^{2}\right)}}{j \lambda z} \iint_{-\infty}^{\infty} U^{\prime}(\eta, \xi) e^{-j \frac{2 \pi}{\lambda z}(\eta x+\xi y)} \mathrm{d} \eta \mathrm{~d} \xi \tag{B.18}
\end{equation*}
$$

which is valid for $F \ll 1$.

## C Scalar Imaging

In this appendix, the scalar imaging equation for a partially coherent illumination source, which presents the foundation of all lithography imaging models, is briefly derived. It is based largely on Born and Wolf (1999, chap. 10) and Wong (2005, chap. 4).

## C. 1 Coherent Imaging

Assuming coherent illumination, the projection system acts as a linear filter. Given spatial frequencies $(f, g)$, the field transmitted by the object $U_{0}$ and a response function of the imaging system $H$, the corresponding field in the image plane is given by:

$$
\begin{equation*}
\mathcal{F}\left(U_{1}\right)(f, g)=\mathcal{F}\left(U_{0}\right)(f, g) \mathcal{F}(H)(f, g) . \tag{C.1}
\end{equation*}
$$

The response function $H$ is:

$$
\begin{equation*}
H\left(x_{1}-x_{0}, y_{1}-y_{0}\right)=\frac{A}{\lambda z_{1}} \iint_{-\infty}^{\infty} P(\eta, \xi) \exp \left(-i \frac{2 \pi}{\lambda z_{1}}\left(\left(x_{1}-x_{0}\right) \eta+\left(y_{1}-y_{0}\right) \xi\right)\right) \mathrm{d} \eta \mathrm{~d} \xi \tag{C.2}
\end{equation*}
$$

where $\left(x_{0}, y_{0}\right)$ is a point in the object plane and $\left(x_{1}, y_{1}\right)$ is the point in the image plane at which the $\left(x_{0}, y_{0}\right)$ contribution is to be evaluated. Here, $x_{0}$ and $y_{0}$ are transformed such that image and object coordinates correspond in the following way:

$$
\begin{equation*}
x_{0}:=M x_{0}^{\prime} \quad \text { and } \quad y_{0}:=M y_{0}^{\prime}, \tag{C.3}
\end{equation*}
$$

where $\left(x_{0}^{\prime}, y_{0}^{\prime}\right)$ are the Cartesian coordinates in the object space and $M$ is the magnification factor. In (C.2), the distance of the image plane from the pupil plane is given by $z_{1}$. The factor $A$ is a constant amplitude scaling factor. $P$ denotes the pupil function, and the coordinates $(\eta, \xi)$ refer to the pupil plane. The pupil function is unity for $(\eta, \xi)$ points within the pupil's aperture and zero otherwise.

The response function $H$ (sometimes referred to as amplitude point-spread function) represents the Fraunhofer diffraction pattern of the pupil. Thus its Fourier transform is equal to the pupil function itself (scaled by the product of the constant amplitude, the wavelength and the distance from the image plane) if the following coordinate transformation is applied (Born and Wolf, 1999, sec. 9.5, p. 546):

$$
\eta=-\lambda z_{1} f \quad \text { and } \quad \xi=-\lambda z_{1} g
$$

In the case of circular apertures - as common to lithographic lens systems - the pupil function can be formally defined as follows:

$$
P:(f, g) \mapsto \begin{cases}1 & \sqrt{f^{2}+g^{2}} \leq \frac{a}{\lambda z_{1}} \\ 0 & \text { otherwise }\end{cases}
$$

where $a$ is the radius of the aperture.
The lithographic illumination is neither completely coherent nor incoherent. Therefore the mutual intensity and the mutual degree of coherence caused by the illumination source and the impact on the propagated light have to be taken into account.


Figure C.1: Intensity distribution in dependence of mutual coherence of two points.

## C. 2 Mutual Intensity

The following relationships are defined for the situation depicted in Figure C.1, in which a two pinholes $P_{1}$ and $P_{2}$ on a screen $\mathcal{S}_{1}$ are illuminated from an extended source and where the intensity on a second screen $\mathcal{S}_{2}$ is to be determined.
The mutual coherence function $\Gamma$ is obtained as follows: ${ }^{1}$

$$
\Gamma:\left(P_{1}, P_{2}, \tau\right) \mapsto\left\langle U\left(P_{1}, t+\tau\right) U^{*}\left(P_{2}, t\right)\right\rangle .
$$

The distance of the point of interest $Q$ from $P_{1}$ and $P_{2}$ are $s_{1}$ and $s_{2}$, respectively. The potentially resulted time difference of the traveling light is taken into account by $\tau$.

Similarly, the complex degree of coherence $\gamma$ is defined as:

$$
\gamma:\left(P_{1}, P_{2}, \tau\right) \mapsto \frac{\Gamma\left(P_{1}, P_{2}, \tau\right)}{\sqrt{I_{1}} \sqrt{I_{2}}}
$$

where $I_{1}$ and $I_{2}$ denote the independent intensities at $P_{1}$ and $P_{2}$, respectively.
By neglecting the infinitesimal time difference resulted from the different path lengths $s_{1}$ and $s_{2}$ (viz. $\left(s_{2}-s_{1}\right) / c$ ), we can set:

$$
\begin{aligned}
J\left(P_{1}, P_{2}\right) & :=\Gamma\left(P_{1}, P_{2}, 0\right) \text { and } \\
j\left(P_{1}, P_{2}\right) & :=\gamma\left(P_{1}, P_{2}, 0\right) .
\end{aligned}
$$

## C. 3 Imaging Under Illumination of an Extended Incoherent Source

Given an extended source $\Sigma$ that is decomposed into $n$ mutually incoherent and randomly phase-related elements $d \sigma_{i}(i=1, \cdots, n)$, with $U_{i}(P, t)$ being the field at point P induced by $d \sigma_{i}$ (see Figure C.2). We then have that

$$
U(P, t):=\sum_{i=1}^{n} U_{i}(P, t)
$$

for the total field at point $P$.
The mutual intensity for the extended source is hence:

$$
\begin{equation*}
J\left(P_{1}, P_{2}\right)=\sum_{i=1}^{n}\left\langle U_{i}\left(P_{1}, t\right) U_{i}^{*}\left(P_{2}, t\right)\right\rangle+\sum \sum_{i=1 ; j=1 ; i \neq j}^{n}\left\langle U_{i}\left(P_{1}, t\right) U_{i}^{*}\left(P_{2}, t\right)\right\rangle \tag{C.4}
\end{equation*}
$$

${ }^{1}$ The operator $\langle$.$\rangle denotes the ensemble average. In this particular case, it is defined as the time average, i.e.:$

$$
\langle f(t)\rangle \stackrel{T \rightarrow \infty}{=} \frac{1}{-T} \int_{-T / 2}^{T / 2}(t) \mathrm{d} t,
$$

where $T$ is the time period of observation.


Figure C.2: Mutual intensity of points remote from extended incoherent source. The source $\Sigma$ is decomposed into mutually incoherent elements $d \sigma_{i}$ with center $\sigma$. The mutual intensity of points $P_{1}$ and $P_{2}$ on a remote screen $\mathcal{S}_{1}$ is evaluated.

Because of the mutual incoherence of the source elements, the terms of the double sum on the right of (C.4) are equal to zero. The remaining summands can be expressed in terms of the amplitude emitted from the individual source element:

$$
U_{i}(P)=A_{i}\left(t-\frac{\left|P-\sigma_{i}\right|}{c}\right) \frac{e^{-i \omega\left(t-\frac{\left|P-\sigma_{i}\right|}{c}\right)}}{\left|P-\sigma_{i}\right|} \quad \forall P \in\left\{P_{1}, P_{2}\right\}
$$

where $A_{i}(t)$ is the amplitude of source element $d \sigma_{i}, \omega$ is the average angular frequency, and $\left|P-\sigma_{i}\right|$ is the distance from $d \sigma_{i}$ to $P_{1}$ and $P_{2}$, respectively. We again disregard the time difference resulting from the path difference $\left|P_{1}-\sigma_{i}\right|-\left|P_{2}-\sigma_{i}\right|$ in the argument of $A_{i}^{*}$ and obtain:

$$
\begin{equation*}
J\left(P_{1}, P_{2}\right)=\sum_{i=1}^{n}\left\langle A_{i}(t) A_{i}^{*}(t)\right\rangle \frac{e^{-i \omega\left(\frac{\left|P_{2}-\sigma_{i}\right|-\left|P_{1}-\sigma_{i}\right|}{c}\right)}}{\left|P_{2}-\sigma_{i}\right|-\left|P_{1}-\sigma_{i}\right|} \tag{C.5}
\end{equation*}
$$

Although, as we shall see in the next paragraph, numerical solutions indeed make use of a discretized version of the source, in reality, it has to be treated continuously. We define the intensity per unit area of the source as:

$$
I\left(\sigma_{i}\right) d \sigma_{i}=\left\langle A_{i}(t) A_{i}^{*}(t)\right\rangle
$$

and hence have the following form of the continuous mutual intensity:

$$
\begin{equation*}
J\left(P_{1}, P_{2}\right)=\iint_{\Sigma} I(\sigma) \frac{e^{-i k\left(\left|P_{2}-\sigma_{i}\right|-\left|P_{1}-\sigma_{i}\right|\right)}}{\left|P_{2}-\sigma_{i}\right|-\left|P_{1}-\sigma_{i}\right|} \mathrm{d} \sigma \tag{C.6}
\end{equation*}
$$

Likewise, the complex degree of coherence can be defined as:

$$
\begin{equation*}
j\left(P_{1}, P_{2}\right)=\frac{1}{\sqrt{I_{1}} \sqrt{I_{2}}} \iint_{\Sigma} I(\sigma) \frac{e^{i k\left(R_{1}-R_{2}\right)}}{R_{1} R_{2}} \mathrm{~d} \sigma \tag{C.7}
\end{equation*}
$$

Equation (C.7) is sometimes referred to as van Cittert-Zernike theorem, which can be derived from it and which relates the complex degree of coherence to a Fresnel-Kirchhoff diffraction formula [for details, see for example (Hecht, 2002, p. 572) or (Born and Wolf, 1999, p. 574)].

## C. 4 Hopkins' Formula

Former equations [(C.6) and (C.7)] assume a homogeneous medium between the source and the pinholes. In order to generalize the theorem to heterogeneous media, the fixed transmission terms $\frac{e^{-i \omega(t-R / c}}{R}$ (where $R$ is the respective path length from the source) are to be replaced by a general transmission function $H\left(\sigma_{i}, P, \omega\right)$. If we also set:

$$
U(\sigma, P):=\sqrt{I(\sigma)} H(\sigma, P, \omega) \quad \forall P \in\left\{P_{1}, P_{2}\right\}
$$

(C.6) and (C.7) become

$$
\begin{equation*}
J\left(P_{1}, P_{2}\right)=\iint_{\Sigma} U\left(\sigma, P_{1}\right) U\left(\sigma, P_{2}\right) \mathrm{d} \sigma \tag{C.8}
\end{equation*}
$$

and

$$
\begin{equation*}
j\left(P_{1}, P_{2}\right)=\frac{1}{\sqrt{I_{1}} \sqrt{I_{2}}} \iint_{\Sigma} U\left(\sigma, P_{1}\right) U\left(\sigma, P_{2}\right) \mathrm{d} \sigma \tag{C.9}
\end{equation*}
$$

respectively. The former equations were first proposed by Hopkins (1951) and are therefore often termed Hopkins' formulae.

## C. 5 Propagation of Mutual Intensity



Figure C.3: Propagated mutual intensity of points $Q_{1}, Q_{2}$ under illumination of $P_{1}$ and $P_{2}$ from extended incoherent source $\Sigma$.

The next considerations are concerned with the propagation of the mutual intensity of pinholes (as depicted in Figure C.1) onto a second screen. More precisely, as shown in Figure C.3, given the mutual intensity of a pair of points $\left(P_{1}, P_{2}\right)$ on a screen $\left(\mathcal{S}_{1}\right)$ illuminated from an incoherent extended source $(\Sigma)$, the mutual intensity of point pairs $Q_{1}, Q_{2}$ on a second remote screen $\left(\mathcal{S}_{2}\right)$ can be determined by:

$$
\begin{equation*}
J_{1}\left(Q_{1}, Q_{2}\right)=\iint_{\mathcal{S}_{1}} \iint_{\mathcal{S}_{1}} J_{0}\left(P_{1}, P_{2}\right) H\left(P_{1}, Q_{1}\right) H^{*}\left(P_{2}, Q_{2}\right) \mathrm{d} P_{1} \mathrm{~d} P_{2} \tag{C.10}
\end{equation*}
$$

Equation (C.10) can be derived by noting that the Huygens-Fresnel principle (generalized for a transmission function $H$ from the first to the second screen) yields

$$
U(\sigma, Q)=\iint_{\mathcal{S}_{1}} U(\sigma, P) H(P, Q) \mathrm{d} P \quad \forall(P, Q) \in\left\{\left(P_{1}, Q_{1}\right),\left(P_{2}, Q_{2}\right)\right\}
$$

and by accordingly substituting $U\left(\sigma, Q_{1}\right) U^{*}\left(\sigma, Q_{2}\right)$ in $J_{1}\left(Q_{1}, Q_{2}\right)$ [cf. (C.8)]. Finally, by exchanging the integration order, the integral over $\Sigma$ yields $J\left(P_{1}, P_{2}\right)$ and we obtain (C.10). ${ }^{2}$

The equations presented here constitute a generalization of the mutual intensity propagation equation developed by Zernike (1938) in that they incorporate an arbitrary transmission function $(H)$ to account for the optical system between screens $\mathcal{S}_{1}$ and $\mathcal{S}_{2}$.

## C. 6 Köhler Illumination

As mentioned before, the illumination system employed in lithography is adopted from a technique frequently used in microscopy and invented by Köhler. The idea is to reduce irregularities in the illumination by utilizing an image of it instead.

Let the field in points $P_{1}$ and $P_{2}$ in the object plane be given by:

$$
\begin{equation*}
U\left(\sigma, P_{i}\right)=A e^{i \phi_{i}} \quad \mathrm{i}=1,2 \tag{C.11}
\end{equation*}
$$

where $A$ is the source amplitude and $\phi_{i}$ are the phases at the respective point $P_{i}=:\left(x_{i}, y_{i}\right)$ :

$$
\phi_{i}=k\left(s_{x} x_{i}+s_{y} y_{i}\right),
$$

with $k$ the mean wavenumber and $\left(s_{x}, s_{y}\right)$ the first components of the unit wave vector. With the phase difference:

$$
\phi_{1}-\phi_{2}=k\left(s_{x}\left(x_{1}-x_{2}\right)-s_{y}\left(y_{1}-y_{2}\right)\right)
$$

we obtain

$$
\begin{equation*}
\left.j\left(P_{1}, P_{2}\right)=\frac{1}{\sqrt{I\left(P_{1}\right)} \sqrt{I\left(P_{2}\right)}} \iint_{\Sigma} A^{2} e^{-i k\left(\phi_{1}-\phi_{2}\right.}\right) \mathrm{d} \sigma \tag{C.12}
\end{equation*}
$$

with

$$
I\left(P_{i}\right)=\iint_{\Sigma} A^{2} \mathrm{~d} \sigma
$$

## C. 7 Partially Coherent Imaging

Let $P_{1}=:\left(x_{0}, y_{0}\right)$ and $P_{2}=:\left(x_{0}^{\prime}, y_{0}^{\prime}\right)$ two points in the object plane with a mutual intensity $J_{O}\left(P_{1}, P_{2}\right)=$ $J_{O}\left(\left(x_{0}, y_{0}\right),\left(x_{0}^{\prime}, y_{0}^{\prime}\right)\right)$. Moreover, we apply the same coordinate transformation as in (C.3) in order for the object points to have the same coordinates as the image points. According to (C.10) and applying an isoplanatic approximation, the mutual intensity at two points $Q_{1}=:\left(x_{1}, y_{1}\right)$ and $Q_{2}=:\left(x_{1}^{\prime}, y_{1}^{\prime}\right)$ in the image plane is given by:

$$
\begin{align*}
& J_{I}\left(\left(x_{1}, y_{1}\right),\left(x_{1}^{\prime}, y_{1}^{\prime}\right)\right)= \\
& \qquad \iiint \int_{-\infty}^{\infty} J_{O}\left(\left(x_{0}, y_{0}\right),\left(x_{0}^{\prime}, y_{0}^{\prime}\right)\right) H\left(x_{1}-x_{0}, y_{1}-y_{0}\right) H^{*}\left(x_{1}^{\prime}-x_{0}^{\prime}, y_{1}^{\prime}-y_{0}^{\prime}\right) \mathrm{d} x_{0} \mathrm{~d} y_{0} \mathrm{~d} x_{0}^{\prime} \mathrm{d} y_{0}^{\prime} . \tag{C.13}
\end{align*}
$$

To determine the mutual intensity emergent from the objective, let us consider the disturbance at a point $P$ due to a source point $\sigma$ under Köhler illumination $(\bar{U}(\sigma, P))$. Further, let $O(P)$ be the object transmission function, for example, of the lithographic photomask. The disturbance of the source point is thus given by the product of the object function and the original field:

$$
\begin{equation*}
U(\sigma, P)=\bar{U}(\sigma, P) O(P) \tag{C.14}
\end{equation*}
$$

[^114]The mutual intensities of two points $P_{1}, P_{2}$ both from the condenser $J_{C}$ and from the object $J_{O}$ is given by Hopkins' formula (C.8): ${ }^{3}$

$$
\begin{align*}
& J_{C}\left(P_{1}, P_{2}\right)=\int_{\Sigma} \bar{U}\left(\sigma, P_{1}\right) \bar{U}^{*}\left(\sigma, P_{2}\right) \mathrm{d} S  \tag{C.15}\\
& J_{O}\left(P_{1}, P_{2}\right)=\int_{\Sigma} U\left(\sigma, P_{1}\right) U^{*}\left(\sigma, P_{2}\right) \mathrm{d} S \tag{C.16}
\end{align*}
$$

Substituting (C.14) in (C.16) and using (C.15), we can express the mutual intensity emitting from the object in terms of the object function $O$ and the mutual intensity of the points from the condenser:

$$
\begin{equation*}
J_{O}\left(P_{1}, P_{2}\right)=O\left(P_{1}\right) O^{*}\left(P_{2}\right) J_{C}\left(P_{1}, P_{2}\right) \tag{C.17}
\end{equation*}
$$

Under certain illumination conditions including Köhler illumination, the mutual intensity is dependent only on the difference rather than on the absolute coordinates of two points. Using this simplification and substituting (C.17) in (C.13), we have that for the intensity of $(x 1, y 1)$ on the image plane:

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)= & J_{I}\left(\left(x_{1}, y_{1}\right),\left(x_{1}, y_{1}\right)\right) \\
= & \iiint \int_{-\infty}^{\infty} J_{C}\left(x_{0}-x_{0}^{\prime}, y_{0}-y_{0}^{\prime}\right) O\left(x_{0}, y_{0}\right) O^{*}\left(x_{0}^{\prime}, y_{0}^{\prime}\right)  \tag{C.18}\\
& H\left(x_{1}-x_{0}, y_{1}-y_{0}\right) H^{*}\left(x_{1}-x_{0}^{\prime}, y_{1}-y_{0}^{\prime}\right) \mathrm{d} x_{0} \mathrm{~d} y_{0} \mathrm{~d} x_{0}^{\prime} \mathrm{d} y_{0}^{\prime} .
\end{align*}
$$

Representing $J_{C}, H$ and $O$ by their Fourier integrals yields

$$
\begin{align*}
I\left(x_{1}, y_{1}\right)=\iiint \iiint_{-\infty}^{\infty} & \mathcal{F}\left(J_{C}\right)(f, g) \mathcal{F}(O)\left(f^{\prime}, g^{\prime}\right) \mathcal{F}(O)^{*}\left(f^{\prime \prime}, g^{\prime \prime}\right) \\
& \mathcal{F}(H)\left(f+f^{\prime}, g+g^{\prime}\right) \mathcal{F}(H)^{*}\left(f+f^{\prime \prime}, g+g^{\prime \prime}\right)  \tag{C.19}\\
& \exp \left(-i 2 \pi\left(\left(f^{\prime}-f^{\prime \prime}\right) x_{1}+\left(g^{\prime}-g^{\prime \prime}\right) y_{1}\right)\right) \mathrm{d} f \mathrm{~d} g \mathrm{~d} f^{\prime} \mathrm{d} g^{\prime} \mathrm{d} f^{\prime \prime} \mathrm{d} g^{\prime \prime}
\end{align*}
$$

[^115]
## D Transfer Matrix Method

The transfer matrix method is a common numerical technique to evaluate transmittance and reflectance values in stratified media. The derivation here is adopted from Hecht (2002, chap. 9, pp. 426-428).
transfer matrix method (TMM) makes use a TE/TM decomposition of the wave. Figure D. 1 illustrates the TE case for a stack consisting of only one film. There, two interfaces have to be taken into account: Interface I is between the medium from where the light is incident and the film, interface II constitutes the boundary between the film and the substrate.


Figure D.1: Thin-film layer consisting of one film, the medium of incidence and the substrate [each of which may have a different refractive index $(n)]$. The electric and magnetic field components are illustrated for the TE case; that is, the magnetic field is in the plane of incidence, the electric field points into the illustration plane. The $\mathbf{k}$ vectors indicate the propagation direction of the waves. The corresponding incidence, reflection and transmission angles are denoted by $\theta$. The film has a thickness of $\Delta_{1}$.

The tangential components of the electric and the magnetic field are continuous along the interfaces. For the first interface (I), this yields:

$$
\begin{equation*}
E_{\mathrm{I}}:=E_{i}+E_{r}=E_{t^{\prime}}+E_{r^{\prime \prime}} . \tag{D.1}
\end{equation*}
$$

For non-magnetic media, the relation between the electric and the magnetic can be stated as follows:

$$
\mathbf{H}=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} n \mathbf{k} \times \mathbf{E}
$$

where the refractive index $n$ is defined as

$$
n=\sqrt{\frac{\mu \epsilon}{\mu_{0} \epsilon_{0}}}
$$

The magnetic field component can hence be expressed in terms of the electric field:

$$
\begin{align*}
H_{\mathrm{I}} & :=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\left(E_{i}-E_{r}\right) n_{0} \cos \theta_{i} \\
& =\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\left(E_{t^{\prime}}-E_{r^{\prime \prime}}\right) n_{1} \cos \theta_{1} \tag{D.2}
\end{align*}
$$

Similar relations result at the second interface (II):

$$
\begin{equation*}
E_{\mathrm{II}}:=E_{i^{\prime}}+E_{r^{\prime}}=E_{t} \tag{D.3}
\end{equation*}
$$

and

$$
\begin{align*}
H_{\mathrm{II}} & :=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}}\left(E_{i^{\prime}}-E_{r^{\prime}}\right) n_{1} \cos \theta_{1} \\
& =\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} E_{t} n_{s} \cos \theta_{t} . \tag{D.4}
\end{align*}
$$

Let

$$
\begin{equation*}
k_{0} h_{1}:=k_{0}\left(n_{1} \Delta_{1} \cos \theta_{1}\right) \tag{D.5}
\end{equation*}
$$

be the phase difference of the wave between the top and the bottom of the film, with $k_{0}$ being the wave number in free space. We can hence rewrite the incidence and reflected waves as:

$$
E_{i^{\prime}}=E_{t^{\prime}} e^{-i k_{0} h_{1}}
$$

and

$$
E_{r^{\prime}}=E_{r^{\prime \prime}} e^{i k_{0} h_{1}}
$$

respectively.
For the two equations at the second interface [(D.3) and (D.4)], we can write:

$$
E_{\mathrm{II}}=E_{t^{\prime}} e^{-i k_{0} h_{1}}+E_{r^{\prime \prime}} e^{i k_{0} h_{1}}
$$

and

$$
H_{\mathrm{II}}=\left(E_{t^{\prime}} e^{-i k_{0} h_{1}}-E_{r^{\prime \prime}} e^{i k_{0} h_{1}}\right) \sqrt{\frac{\epsilon_{0}}{\mu_{0}}} n_{1} \cos \theta_{1} .
$$

Solving for $E_{t^{\prime}}$ and $E_{r^{\prime \prime}}$, and substituting in (D.1) and (D.2), relates the two interfaces as follows:

$$
\begin{aligned}
& E_{\mathrm{I}}=E_{\mathrm{II}} \cos k_{0} h_{1}+H_{\mathrm{II}} \frac{i \sin k_{0} h_{1}}{\gamma_{1}} \\
& H_{\mathrm{I}}=E_{\mathrm{II}} \gamma_{1} i \sin k_{0} h_{1}+H_{\mathrm{II}} \cos k_{0} h_{1},
\end{aligned}
$$

where we define

$$
\gamma_{1}:=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} n_{1} \cos \theta_{1}
$$

If we define a matrix $\mathbf{M}_{1}$ with

$$
\mathbf{M}_{1}:=\left[\begin{array}{cc}
\cos k_{0} h_{1} & \frac{i \sin k_{0} h_{1}}{\gamma_{1}} \\
\gamma_{1} \sin k_{0} h_{1} & \cos k_{0} h_{1}
\end{array}\right]
$$

we can write:

$$
\begin{equation*}
\binom{E_{\mathrm{I}}}{H_{\mathrm{I}}}=\mathbf{M}_{1}\binom{E_{\mathrm{II}}}{H_{\mathrm{II}}} \tag{D.6}
\end{equation*}
$$

$\mathbf{M}_{1}$ is often referred to as characteristic matrix or transfer matrix. In order to evaluate the transmissivity and reflectivity of a stack consisting of $k$ film layer (and thus $k+1$ interfaces), a composition of the corresponding matrices is employed:

$$
\binom{E_{\mathrm{I}}}{H_{\mathrm{I}}}=\mathbf{M}_{1} \mathbf{M}_{2} \ldots \mathbf{M}_{k}\binom{E_{k+1}}{H_{k+1}} .
$$

In that fashion, the entire stack or any sub-stack can be evaluated in terms of transmission of reflection behavior.

The previous calculations were conducted for the TE case. The converse TM contribution can be evaluated using the same formulae. The only difference lies in the definition of the $\gamma_{j}$ coefficients. While in the TE case, they are defined as

$$
\begin{equation*}
\gamma_{j}^{s}:=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} n_{j} \cos \theta_{j} \tag{D.7}
\end{equation*}
$$

the TM calculation uses

$$
\gamma_{j}^{p}:=\sqrt{\frac{\epsilon_{0}}{\mu_{0}}} \frac{n_{j}}{\cos \theta_{j}}
$$

In addition, absorption can also be considered, for example, by employing complex refractive indices instead of the real ones demonstrated here.

The transmission and reflection amplitude coefficients can now be evaluated in the following way (here shown for the TE case): The electric and magnetic field components in (D.6) are expressed in terms of the boundary conditions [(D.1), (D.2), (D.4)], giving:

$$
\left[\begin{array}{c}
E_{i}+E_{r}  \tag{D.8}\\
\left(E_{i}-E_{r}\right) \gamma_{0}^{s}
\end{array}\right]=\mathbf{M}\binom{E_{t}}{E_{t} \gamma_{s}^{s}}
$$

where $\gamma_{0}^{s}$ and $\gamma_{s}^{s}$ are the incidence coefficients for the TE components in the medium and the substrate, respectively, as defined in (D.7). Let

$$
r=\frac{E_{r}}{E_{i}}
$$

be the reflection amplitude coefficient and

$$
t=\frac{E_{t}}{E_{i}}
$$

be the transmission amplitude coefficient, solving (D.8) for $r$ and $t$ yields

$$
\begin{align*}
r & =\frac{\gamma_{0} m_{11}+\gamma_{0} \gamma_{s} m_{12}-m_{21}-\gamma_{s} m_{22}}{\gamma_{0} m_{11}+\gamma_{0} \gamma_{s} m_{12}+m_{21}+\gamma_{s} m_{22}}  \tag{D.9}\\
t & =\frac{2 \gamma_{0}}{\gamma_{0} m_{11}+\gamma_{0} \gamma_{s} m_{12}+m_{21}+\gamma_{s} m_{22}} \tag{D.10}
\end{align*}
$$

## E Parameter Control in Evolutionary Algorithms

This appendix provides a brief overview on the state-of-the-art of parameter control techniques in evolutionary algorithms, complementing the discussion in Section 4.8. ${ }^{1}$ As motivated there, parameter control can be broadly categorized as follows (cf. Eiben et al., 1999): (1) deterministic/dynamic, (2) adaptive and (3) self-adaptive.

## E. 1 Deterministic/Dynamic Techniques

Fogarty (1989) proposed the use of time-varying schedule with an exponential decrease of the mutation rate over time. He also introduced a gene-level mutation scheme, where each bit is tagged with its own mutation rate. Other mutation rate schedules were also reported by Hesser and Männer (1991), Mühlenbein (1992), Bäck (1993) and Yanagiya (1993).

## E. 2 Adaptive Techniques

Already early versions of evolution strategies (see Section 4.1.1) incorporated an adaptation of mutation rates (Rechenberg, 1973), where the mutation step length was modified according to success (improvement of fitness) of previously performed mutation operations. Little later, self-adaptation, that is, subjecting the step length parameters themselves to selection and mutation, was proposed and proved successful (Schwefel, 1977).

A comprehensive framework of adaptive control parameters in genetic algorithms was devised by Srinivas and Patnaik (1994). Their approach assigns individual crossover and mutation rates to each solution. Above-average solutions receive low rates and are hence "protected;" poorly performing solutions are heavily disrupted by assigning high operator probabilities. Manderick et al. (1991), and similarly Grefenstette (1995), proposed a scheme to select recombination operators. Their approach was to evaluate the impact of the recombination operator on the fitness and choose that operator that was observed best. Another operator selection scheme was developed by Kahng (1995), which was aimed at diversifying the use of different recombination operators. Eshelman and Schaffer (1995) employ a restart scheme in which, if the previous run did not yield any improvement, the restarted GA adopts a different recombination operator. A reward mechanism for operators that are associated with the production of well-performing candidate solutions was proposed by Davis (1989). Later, Julstrom (1995) developed a similar technique with an emphasis on the selection of either mutation or crossover, which in his approach are regarded as competing operators. Wilson (1986) used a scheme in which the entropy of the population served as a measure for the adaptation of crossover probabilities. The main goal was to increase the diversity of solutions. Lee and Takagi (1993) developed meta-evolutionary system based on fuzzy logic. The goal was to generate rules that adapt the control parameters and the population size to a given situation. The input parameters included the relative best and worst fitness values of a population and the fitness change after a control action. The rule set was evolved by applying a GA to a number of test problems. ${ }^{2}$ Afterward, the obtained adaptive GA was tested on a number of

[^116]benchmark problems, where it was shown to outperform a canonical GA. Another adaptation technique for mutation, crossover and the population size, based on subpopulations, was proposed by Lis and Lis (1996). There, after predefined time intervals, the best-performing GA population determines future modifications of all subpopulations. A similar technique for the adaptation of population sizes was introduced Hinterding et al. (1996).

## E. 3 Self-adaptive Techniques

Heavily inspired by the techniques used in evolution strategies, Bäck (1992) was one of the first to propose a self-adaption approach for genetic algorithms. His method was later extended and refined by Smith and Fogarty (1996). A similar technique, though using an additional chromosome, was employed by Hinterding (1997) for the selection of one of different mutation operators.

An early self-adaptive approach for crossover was proposed by Schaffer and Morishima (1987). There, the number and location crossover points was encoded and subjected to adaptation. An automatonbased approach, assigning prevalence factors to each allele and so determining the recombination behavior of an operator closely resembling uniform crossover, was shown by White and Oppacher (1994). Another self-adaptive crossover selection scheme was developed by Spears (1995). He added a crossover operator selection parameter, which was attached to the chromosomes and hence simultaneously evolved.

Arabas et al. (1994) propose an implicit adaptive population sizing based on a lifespan of individuals, which is assigned after evaluation and which reflects the proportion of the fitness of the solution and the fitness distribution in the population. Individuals exceeding their lifespan become extinct. This procedure hence yields a dynamically fluctuating population size. The same mechanism was later applied to a steady-state GA by Bäck et al. (2000a). The adaptation of the population size proposed by Smith and Smuda (1995) is aimed at minimizing the selection loss due to sampling error (Goldberg et al., 1992b). A new population size is determined by estimating the overall schema (hyperplane) loss and relating it to a predefined (e.g., user-provided), acceptable schema loss. The next population is increased or decreased depending on the resulting ratio.

Harik and Lobo (1999) present a "parameterless genetic algorithm," mainly focusing on the adaptation of the population size. They argue that the crossover probability can be eliminated in a straightforward manner, when regarding it as fully correlated with the selection rate. Given both the selection rate $s$ (number of copies of the best solution in the population) and the crossover probability $p_{c}$, the growth ratio can be simplified to

$$
\gamma=s\left(1-p_{c}\right)
$$

Setting $\gamma$ to two, ensures that the ratio of the best-observed individuals in the population will grow. Thus by fixing the growth rate, the selection pressure and the crossover rate are determined implicitly. Following Goldberg et al. (1992b) and Harik et al. (1999), the authors devised a routine employing hierarchical subpopulations of incremental size and race between these populations, where smaller sized populations are run in shorter intervals, yet for a shorter time than their larger counterparts. If a small subpopulation has converged or the fitness of a larger population is higher, it is eliminated and recreated (with seeds from the larger population). The main rationales for this approach can be summarized as follows: (1) If a population has converged, the number of samples was too small for an adequate hyperplane processing. (2) Smaller populations exhibiting a lower fitness than their larger counterparts cannot be expected to perform better than the larger population. (3) If a population exhibits a satisfactory maximum fitness, the algorithm can be terminated; no significant computation time is "wasted." The adaptation of mutation rates was not considered in this concept.

Schlierkamp-Voosen and Mühlenbein (1996) used a meta-level approach by letting subpopulations compete against each other and adapting the population size of each subpopulation according to the competition. For further discussions on parameterless genetic algorithms see Lobo and Lima (2006); Lobo et al. (2007); Bäck et al. (2000a).

Recently, Oltean (2005) applied a (linear) genetic programming approach to evolve optimal genetic algorithms, principally allowing for virtually all control parameters including the flow to be optimized. Promising results on a number of test problems have been reported.

## F Benchmark Functions

This appendix provides the formal definitions of the benchmark functions used in this work. More comprehensive discussions on test suites ${ }^{1}$ for global optimization approaches are for example given by De Jong (1975, pp. 196-210), Schwefel (1977, pp. 319-354), Törn and Žilinskas (1989, pp.175-216), Mühlenbein et al. (1991), Whitley et al. (1996) and Digalakis and Margaritis (2001).

## F. 1 Rosenbrock's Function

Rosenbrock's function (Rosenbrock, 1960) features a moderate degree of epistasis and no multimodality. For the purpose of this work, a generalized, multidimensional version of the function is used, which is to be minimized and which is defined as follows:

$$
f_{2}: \mathbf{x} \mapsto \sum_{i=1}^{N-1}\left[100\left(x_{i+1}-x_{i}^{2}\right)^{2}+\left(1-x_{i}\right)^{2}\right] .
$$

The problem can be scaled in a straightforward manner by modifying the dimensionality ( $N: 15$ and $N: 30$, in this work). For the (binary-coded) genetic algorithm, the bound-constraints provide an additional factor to alter the complexity $\left(x_{i} \in[-10,10]\right.$ and $x_{i} \in[-30,30]$ are used in this work, for example).

In addition to the high dimensionality, the difficulty of Rosenbrock's function is given by the flat valley around the minimizer $\mathbf{x}^{*}=\mathbf{1}$. As shown in Figure F. 1 for two dimensions, this valley can be pictured as a banana-shaped trench, within which the descent direction to the minimizer is given by small gradients compared to the rest of the search space.

## F. 2 Shekel's Foxholes Function

Shekel's foxholes (Shekel, 1971) functions provide a framework for multimodal problems, with steep local optima and zero gradients on the rest of the search space. In this work, we have employed a less regular maximization variant of the original function in order to reduce the separability of variables - that is, to introduce epistasis. The definition of the function is as follows:

$$
f_{5}: \mathbf{x} \mapsto \sum_{j=1}^{25} \frac{1}{\frac{1}{j}+\left|\mathbf{x}-(a)_{j}\right|^{6}},
$$

[^117]

Figure F.1: Rosenbrock's function in two dimensions on $x_{i} \in$ $[-2,2], i=1,2$.
where the foxholes $(a)_{i j}=\mathbf{A}$ are defined as:

$$
\mathbf{A}^{T}=\left(\begin{array}{cc}
0 & 0 \\
1 & 1 \\
1 & -1.5 \\
-1.5 & 1 \\
-1.1 & -1.3 \\
2 & 2 \\
-2.1 & 2.7 \\
2 & -3 \\
-3 & -2.5 \\
4 & 5 \\
-7 & 4 \\
3 & -5 \\
-4 & -4 \\
7 & 6.5 \\
-6.3 & 6.1 \\
6 & -6 \\
-6 & -6 \\
0 & 8 \\
-8 & 8 \\
8 & -8 \\
-8 & 0 \\
11 & 11 \\
-11 & 11 \\
11 & -11 \\
-11 & -11
\end{array}\right) .
$$

The global maximizer is hence $\mathbf{x}^{*}:[-11.0,-11.0]^{T}$.
The function graph for the domain $[-20,20]^{2}$ is depicted in Figure F.2.


Figure F.2: Variant of Shekel's foxholes function on $x_{i} \in$ $[-20,20], i=1,2$.

## F. 3 Rastrigin's Function

Rastrigin's function is another highly multimodal function with a multitude of both local maxima and minima, which are both separable with respect to the decision space parameters (cf., e.g., Tang et al., 2010). In other words, Rastrigin's problem does not exhibit any epistasis. The dimensionality of the problem can be arbitrarily scaled (Mühlenbein et al., 1991), yielding the following equation:

$$
f_{6}: \mathbf{x} \mapsto A N \sum_{i=1}^{N}\left[x_{i}^{2}-A \cos \left(2 \pi x_{i}\right)\right]
$$

where $A$ is a custom scaling factor, typically set to ten. The search space is normally restricted to the following boundaries: $x_{i} \in[-5.12,5.12](i=1, \ldots, N)$.

Figure F. 3 shows the function graph in two dimensions. For the benchmark tests in the scope of this work, the 20-dimensional version of the function is to be maximized (typically, a minimization is conducted), where the maximizer is given by $x_{i}^{*} \approx-4.523(i=1, \ldots, 20)$.

## F. 4 Schwefel's Function

Schwefel's multimodal function is defined as (for a discussion, see Mühlenbein et al., 1991):

$$
f_{7}: \mathbf{x} \mapsto V N-\sum_{i=1}^{N} x_{i} \sin \left(\sqrt{\left|x_{i}\right|}\right),
$$

where $x_{i} \in[-500,500](i=1, \ldots, N)$. The parameter $V$ is set to 418.9829 to obtain a function value of about zero for the minimizer $x_{i}^{*}: 420.9687(i=1, \ldots, N)$. Where not otherwise noted, a 20 -dimensional Schwefel function was used in this work. As shown in Figure F.4, the main difficulty posed by this function is the wide distance of the global minimizer and the secondary optima.


Figure F.3: Rastrigin's function on $x_{i} \in[-5.12,5.12], i=$ $1,2$.


Figure F.4: Schwefel's function on $x_{i} \in[-500,500], i=$ 1,2 .

## F. 5 Griewank's Function

In addition to a high degree of multimodality, Griewank's function (Griewank, 1981) possesses a moderate degree of epistasis. It is defined as:

$$
f_{8}: \mathbf{x} \mapsto 1+\frac{1}{4000}|\mathbf{x}|^{2}-\prod_{i=1}^{N} \cos \left(\frac{x_{i}}{\sqrt{1}}\right)
$$

where the search space is restricted to $x_{i} \in[-660,600](i=1, \ldots, N)$ and for which the global minimizer is $\mathbf{x}^{*}: \mathbf{0}$. The 20 -dimensional variant was considered in this work. Figure F. 5 demonstrates the graph for two dimensions.


Figure F.5: Griewank's function on $x_{i} \in[-50,50], i=1,2$.

## F. 6 Ackley's Function

Another common benchmark function was first proposed by Ackley (1987b). It is highly multimodal and separable. Its multidimensional generalization (Bäck, 1996, p. 143) is given by

$$
f_{9}: \mathbf{x} \mapsto a+e-\exp \left(\frac{1}{N} \sum_{i=1}^{N} \cos \left(\omega x_{i}\right)\right)-a \exp \left(\frac{-b}{N}|\mathbf{x}|\right)
$$

where $a: 20, b: 1 / 5$ and $\omega: 2 \pi$. For the benchmark tests in this work, the minimization-where the global minimizer is $\mathbf{x}^{*}: \mathbf{0}$ - of the 20 -dimensional Ackley function was employed. The search space was restricted to $x_{i} \in[-30,30](i=1, \ldots, 20)$.


Figure F.8: Ackley's function in two-dimensions; (a) Search space as used for the benchmark tests $x_{i} \in[-30,30], i=1,2$. (b) Close-up revealing the multimodal structure of the function.
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## Index

$1 / 5$ th success rule, 81
a posterior methods, 129, 131, 132
a priori methods, 129, 131, 132
aberration, see wavefront aberration
Ackley's function, 175, 329
activation function, 181
active set, 162
adaptive memetic algorithm, 150
aerial image, $15,16,65$
Airy disk, 12
Airy pattern, see Airy disk
allele, 90, 122
alphabet, 91
alternating phase-shifting mask, see photomask, alternating phase-shifting mask
Ampere's law, 307
ANN, see artificial neural network
anti-reflective coating, 288
bottom anti-reflective coating, 71
top anti-reflective coating, 71
anti-serif, 29
archels, 207
archive, 136, 139, 144
reduction, 144
Argon fluoride laser, 2
artificial immune system, 88, 99
artificial neural network, 178, 179, 266
rescaling, 187
attainment indicator, 147
attainment method, 130
attenuated phase shifting mask, 269
attenuated phase-shifting mask, see photomask, attenuated phase-shifting mask
backpropagation learning, 184
Baldwin effect, 97, 149
Baldwinian evolution, 149
Baldwinian learning, 149
Band criterion, 237
basins of attraction, 113
batch learning, 185
Beer's law, 74
behavioral memory, 99
Bessel function, 12
BFGS approach, see
Broyden-Fletcher-Goldfarb-Shanno approach
bi-objective optimization, 296
binary tree, 197
binary-coded genetic algorithm, 195, 229
bit-string, 91
Bossung curves, 16
bottom anti-reflective coating, 288
bi-layer, 291
boundary element method, 55
boundary-layer method, 227
Broyden-Fletcher-Goldfarb-Shanno approach, 165, 186
building block hypothesis, 120
building blocks, 110, 120
bulk image, 252
catoptrics, 8
CD criterion, 236
cell removal method, 77
chrome-on-glass mask, 206
chromeless phase lithography, 225
chromosome, 85, 90, 197
graph, 85
tree, 85
Cittert-Zernike theorem, 315
closing operator, 235
coevolving memetic algorithm, 151
coherence
partial, 17, 32, 60
spatial, 16
coherent imaging, 313
compromise programming, 131
computational lithography, 205
condenser, 8
conflicting objectives, 125
constitutive relations, 307
constraints, 97, 232
contact holes, 241, 269, 285
contact lithography, 8
continuous mask representation, 230
contrast, 20
contrast enhancement layer, 51 revsible, 51
control parameters, 110
adaptation, 111
convergence, 124, 136
convergence rate, 162, 167
corner rounding, 29
CQuad illumination, 266, 272
critical dimension, 10,15
non-linearity, 28
crossover, 83, 107
point, 85
two-point, 85
uniform, 85
crossover rate, 110, 239
crowding comparison operator, 139
DAG, see directed acyclic graph
deception, 91, 120
decision maker, 129-131, 147
decision space, 128
decision space representation, 90
binary-coded genetic algorithms, 91
non-binary discrete alphabets, 92
real-coded genetic algorithms, 91
decision variables, 128
decoders, 99, 232
deep-ultraviolet lithography, 7
delay, 75
density estimator, 139, 142
depth of focus, 14, 15, 259
develop, 7, 76
Development and Research Lithography simulator, 195
development rate, 76
di-allelic, 96
differential evolution, 83
diffraction, $8,10,12-14,16,309$
efficiency, 43
Fraunhofer, 12, 17
Fraunhofer approximation, 312
Fresnel, 12
Fresnel approximation, 312
Fresnel-Kirchhoff, 309
grating, 16
Huygens-Fresnel principle, 310
Kirchhoff-Fresnel, 55
orders, 16, 32
Rayleigh-Sommerfeld, 55, 309
spectrum, 55, 62
incidence-angle-specific, 66
diffraction order analysis, 207
diffraction-limited, 10
diffractive optical element, 36, 210
diffusion, 74, 75
dilation, 235
Dill's model, 74
Dill's parameters, 74
diploidy, 96
dipole illumination, 266
direct laser writing, 26
direct local variation method, 216
direct source/mask optimization, 228
direct write, 26
directed acyclic graph, 138, 179
discrete recombination, 82
discretization, 156
distributed Python tasks environment, 200
diversification, 80
diversity, 112
diversity preservation, 112
domain-decomposition techniques, 56, 57, 227
dominance, 96
double exposure, 41, 50
double patterning, 51, 290
litho-cure-litho-etch, see double patterning, litho-freeze-litho-etch
litho-etch-litho-etch, 51
litho-freeze-litho-etch, 51
litho-litho-etch, 51
self-aligned, 52
space-defined, see double patterning, self-aligned
down-hill simplex method, see Nelder-Mead method, see Nelder-Mead method
Dr.LiTHO, see Development and Research Lithography simulator
dynamic models, 123
dynamic systems models, 124
e-beam lithography, see electron-beam lithography
effective acid concentration, 76
electro-magnetic field effects, 227
electro-magnetic field simulation, 252, 272, 291
electro-magnetic field solver, 55
electron-beam lithography, 26
electronic design automation, 3
elitism, 124, 136, 139
elitist selection, 101, 197
epistasis, 122, 230
epsilon operator, 145 additive, 145
epsilon-constraints genetic algorithm, 134
epsilon-constraints method, 132
equivalence class, 91
erosion, 235
event-driven network communication, 201
evolution strategy, 80
evolutionary algorithm, 79
evolutionary algorithm control parameters
adaptation, 323
adaptive, 323
determinstic, 323
dynamic, 323
self-adaptive, 324
evolutionary algorithms, 3
evolutionary programming, 82
exlusive-or gate, 180
exploitation, 112, 134
exploration, 112, 134
exposure, 5, 74
exposure latitude, 15, 259, 265
extended source, 314
eXtensible Mark-up Language remote procedure call, 202
extreme-ultraviolet lithography, 2, 8, 22, 278
Faraday's law, 307
fast marching method, 77
feasibility-preserving methods, 99
feasible objective space, 128
feed-forward neural network, 179
Fienup's algorithm, 214
figures of merit, 232
filling factor, see coherence, partial
finite difference method, 75
finite element method, 55
finite integration technique, 55
finite-difference time-domain, 55, 56
perfectly matched layers, 57
first-order necessary condition, see Karush-Kuhn-Tucker necessary condition
fitness, 89
fitness function, 152,237
fitness scaling, 90, 102
focus shift, 278
focused ion beam, 26
forbidden pitch phenomenon, 241
Fourier transform, 55
fast Fourier transform, 55
frequency doubling, 39
function approximation, 178
g-line, 8
GA-easy, 122
GA-hard, 122
Gauss's law, 307
genders, 97
gene, 90,122
gene expression genetic algorithm, 122
genetic algorithm, 79, 228
genetic algorithms theory, 118
genetic drift, 109, 112
genetic hitchhiking, 92
genetic local search, 149
genetic programming, 85
genotype, 90, 149, 228
Gerchberg-Saxton algorithm, 214
GiNGA is a Niched Genetic Algorithm, 195
global contrast, 265
global convergence, 165
global optimization, 227
goal programming, 129, 131
gradient descent method, 216
gradient descent with momentum, 185
gradient-based search approach, 218, 223
granularity, 156
Gray code, 94, 196, 265
Green's theorem, 309
Griewank's function, 173, 329
Hamiltonian, 223
hammer head, 29
Hamming cliff, 91, 94
Hamming distance, 94
haploidy, 96
hard bake, 7
Helmholtz equation, 308
heterozygotism, 96
hierarchical fitness function, 179
holographic lithography, 27
homozygotism, 96
Hopkins imaging, 211
Hopkins' formula, 316
hyperheurstic search, 151
hyperplane, 91, 93, 110
hypervolume indicator, 145
i-line, 8
ideal vector, 126
illumination, 230
annular, 33
di-pole, 33
free-form, 33
Köhler, 17, 60, 230, 317
multi-pole, 33
off-axis, 30, 32
image formation, 59
Abbe's approach, 65, 195, 210, 213, 230
Hopkins' approach, 20, 68
vector imaging, 61,73
image log slope, 21, 211
normalized, 21
image log-slope, 256
image synthesis problem, 206
imaging equation, 318
immersion lithography, 21
incidende angle-specific spectra, 252, 272
incommensurability, 145
incremental learning, 185
indicator-based multi-objective evolutionary algorithms, 147
integrated circuits, 1,5
integration function, 181
intensification, 80
intensity in the preferred polarization state, 265
intensity peaks, 210
interactive methods, 129
interference mapping lithography, 210
interference multilayer mirror, see multilayer
intermediate focus, 22
intermediate recombination, 82
international technology roadmap for semiconductors, 1
inverse lithography technique, 205, 223
inverse problem, 205, 232
ill-posed, 205, 232
ion-beam projection lithography, 26
island models, 200
iso/dense bias, 28
joint eigenvector formulation, 209
Jones calculus, 62
Jones parameters, 265
k-armed bandit, 119
k-nearest neighbor, 142
Karush-Kuhn-Tucker necessary condition, 163
Kirchhoff approximation, see thin-mask approximation
Kirchhoff mask approach, 229
KKT condition, see Karush-Kuhn-Tucker necessary condition
Krypton fluoride laser, 2
Lagrangian multipliers, 162
Lamarckian evolution, 92, 150
Lamarckian learning, 149
Lambert's law, 74
laser
Argon fluoride, 8
excimer, 8
exciplex, 8
Krypton fluoride, 8
molecular fluorine, 8
level-set method, 77, 223
Levenberg-Marquard method, 186
lexicographical goals programming, 130
LICQ, see linear independence constraint qualification
light-beam search, 131
line search, 165, 213
line shortening, 29
line-edge roughness, 26, 78
line-end rounding, 29
line-width roughness, 78
line/space pattern, 28, 238
linear classifiers, 180
linear independence constraint qualification, 162
linear programming technique, 218
linear separability, 180
linkage learning genetic algorithm, 122
linkage-aware genetic algorithms, 122
linkage-learning genetic algorithm, 122
messy genetic algorithms, 122, 137
LisBON is a Brokered Optimization Network, 202
litho-friendly, 3
load balance, 201
local convergence, 165
local search, 149
local search candidate selection, 159
egalitarian, 159
elitarian, 159
tripartite, 159
local search space restriction, 160
local search trigger, 157
adaptive, 158
asymptotic, 158
dynamic, 158
exponential, 158
linear, 157
self-adaptive, 159
static, 157
locus, 122
Mack's model, 76
enhanced, 77
Mansuripur transformation, 61
manufacturability, 206, 207, 255, 288
manufacturability criterion, 232
marginal rate of substitution, 131
marginal utility, 131
Markov models, 124
mask, see photomask
mask absorber, 263
mask absorber stack, 278
mask diffraction variables, 209
mask error enhancement factor, $18,28,205$, 265
mask-induced wavefront aberrations, 251
mask-topography effects, 227, 263
mating restriction, 112
mating selection, 101
Maxwell's equations, 55, 307
mean-squared-error, 189
meme, 149
memetic algorithm, 149
merit function, 152
message passing interface, 200
meta-Lamarckian learning, 152
meta-search, 110
metaheurstic, 79
method of moments, see boundary element method
model management, 179
modulation transfer function, 20
Moore's law, 1
morphological regularization technique, 235
mouse-bite, see anti-serif
MPI, see message passing interface
mse, see mean-squared-error
multi-loss map, 128
multi-meme memetic algorithm, 151
multi-objective evolutionary algorithms, 133-147
performance assessment, 145
multi-objective genetic algorithm, 135, 248, 256, 259
multi-objective messy genetic algorithm, 137
multi-objective optimization, 97, 101, 125, 198, 228, 238
multi-objective struggle genetic algorithm, 135
multilayer, 24
capping layer, 25
defects, 25
etch-stop layer, 25
multilayer absorber, 264
multilayer perceptron, 178, 179
multimodal, 205, 210
multimodality, 82
multipole method, 56
mutation, $79,81,89,109,120$
point mutation, 109
mutation rate, 110, 239
mutual degree of coherence, 314
mutual intensity, 314
mutual intensity matrix, 225
nanoimprint lithography, 27
Nelder-Mead method, 80, 167, 174, 266
fortified descent, 171
restart methodology, 171
Newton method, 162
niched-Pareto genetic algorithm, 135
niching, 112, 135, 139
clearing, 115
clustering, 116, 136, 143
crowding, 116, 135, 139
crowding distance, 139
deterministic crowding, 116
probabilistic crowding, 116
restricted tournament selection, 117
crowding factor groups, 118
multi-niche genetic crowding, 118
niching rule, 116
sequential niching, 113
sharing, 113, 135, 139
restricted tournament selection, 135
NLP, see non-linear problem
no-free-lunch theorem, $83,96,112,122,146$, 149
free leftovers, 146
no-preference methods, 129
non-dominated ranking, 135
non-dominated sorting genetic algorithm, 137, 138, 198
non-linear problem, 161
non-linear program, 213
normal boundary intersection method, 132
normal constraint boundary method, 132
normalized image log-slope, 280
notch model, 77
enhanced, 77
numerical aperture, 8,12
objective function, 152
objective parameter, 80
objective space, 128
objectives, 232
Ohm's law, 307
one-dimensional mask representation, 229, 233, 238
one-point crossover, 196
OPC, see optical proximity correction
opening operator, 235
optical proximity correction, 28, 206, 223
model-based, 30
rule-based, 30
optimization parameter representation, see decision space representation
OptProb, 198
outperformance, 145
parameter control
adaptive, 110
deterministic, 110
dynamic, 110
self-adaptive, 110
parameter representation, 229
parametric source representation, 230
paraxial approximation, 15
Pareto dominance, 126
Pareto efficiency, 126
Pareto epsilon dominance, 126, 127
Pareto front, 126, 128, 249, 296
Pareto optimality, 126
Pareto weak dominance, 127
Pareto weak epsilon dominance, 127
Pareto-archived evolution strategy, 136
Pareto-envelope-based selection algorithm, 136
Pareto-optimal set, 127
globally, 128
locally, 128
partial differential equation, 75
pattern doubling, 50
pattern multiplication, see pattern doubling
pay-off, 89
penalty method, 222, 232
penalty methods, 98
perceptron, 179
phase shifting mask, 229
phase variations, 251
phase-shifting mask, see phase-shifting mask, 206
phenotype, 90, 149, 228
photo-acid generator, 7,74
photo-active compound, 7, 74
photomask, 5, 229, 263
alternating aperture phase-shifting mask, 44
alternating phase shifting mask, 278
alternating phase-shifting mask, 38
alternating phase-shifting masks, 38
attenuated phase shifting mask, 263, 278
high transmission, 242
low transmission, 242
attenuated phase-shifting mask, 38, 43
binary, see photomask, chromium on glass bright field, 41
chromeless phase lithography, 38, 46
chromium on glass, 38
embedded attenuated phase-shifting mask, 44
phase conflict, 41
phase-shifting mask, 33, 38
rim phase-shifting mask, 42
strong phase-shifting mask, see photomask, alternating phase-shifting mask
topography, 55
trim mask, 41
weak phase-shifting mask, see photomask, attenuated phase-shifting mask
photoresist, 5, 73, 74
chemically amplified, 7,74
e-beam, 26
modeling, 73
acid dose diffusion threshold model, 78
diffused aerial image model, 78
lumped resist model, 78
mesoscopic models, 78
simplified models, 78
stochastic models, see mesoscopic models
threshold model, 78
negative tone, 5
novolak-DNQ, 5
positive tone, 5
two-photon, 51
pixel-flipping technique, 206, 216
pixelated mask, 209, 210, 229
pixelated source, 210
plasma
discharge-produced, 22
laser-produced, 22
point-spread function, 225
Pointcaré sphere, 63
polar-coordinate source representation, 231, 246
polarization, 33, 61-63, 66, 73
p-polarized, see polarization, transverse magnetic
s-polarized, see polarization, transverse electric
transverse electric, $33,61,319$
transverse magnetic, 33, 61, 319
polyploidy, 96
population, 89
size, 110
population ranking, 138
post optimization, 248
post-bake, see hard bake
post-exposure bake, 7, 75
pre-bake, 5
predator/prey, 99
premature convergence, 222
Price's theorem, 123
process window, 16, 255, 263, 278
assymetry, 251
projection lithography, 8
projector wavefront, 251
proximity curve, 241
proximity lithography, 8
pseudo-electric field, 226
pseudo-meiosis, 96
Python, 195
Python multi-objective evolutionary algorithm, 198

QP, see quadratic program
quadratic program, 161, 213
quadrupole illumination, 272
quality indicators, 145
quasi-Newton method, 162, 215, 227
QuickProp, 186
radial basis neural network, 178
randomized weighted-sum-based genetic algorithm, 134
rank-based selection, 196
Rastrigin's function, 172, 327
RCWA, see rigorous coupled wave analysis
recombination, 79, 89, 107, 120, 197
n-point crossover, 107
uniform crossover, 109
recurrent neural network, 179
reduced gradient method, 216
reduced Hessian approximate, 165
reference point methods, 131
refractive index modulation, 293
region-based selection, 137
regularization, 218, 232
reinforcement learning, 182
repair method, 99, 232
replacement scheme, 101
$(1+1), 81$
$(1+\lambda), 81$
$(1, \lambda), 81$
$(\mu+\lambda), 82$
$(\mu, \lambda), 82$
resilient backpropagation, 185, 266
resist, see photoresist
resist coating, 5
resolution, 12-14
Rayleigh's criterion, 12-14
resolution enhancement techniques, 27, 205
response surface method, 178
restricted tournament selection, 195, 239, 265
RET, see resolution enhancement techniques
rigorous coupled wave analysis, 55,57
Rosenbrock's function, 175, 325
roulette wheel selection, 196, 239
scalar imaging, 313
scalarization, 125
scaled defocus method, 71
scanning electron microscope, 26
scatter bar, see sub-resolution assist feature
schema
defining length, 119
length, 119
order, 119
schema growth, 120
schema theorem, 91, 119
exact, 123
schemata, 93
Schwefel's function, 192, 327
search space
continuous, 79
convex, 79
selection, 79, 89, 101, 119
Boltzmann tournament selection, 106
Deterministic universal sampling, 104
rank-based, 103
remainder stochastic sampling, 104
roulette wheel, 101
stochastic sampling with replacement, 101
stochastic universal sampling, 103
tournament selection, 104
truncation selection, 106
sensitivity, 288
sequential quadratic programming, 161, 172
serif, 29
set coverage indicator, 145
Shekel's foxholes function, 91, 172, 325
side-wall angle, 16
sidelobe criterion, 255
sidelobe printing, 232, 246, 265
sigmoid function, 218
simplex, 167
contraction, 167
expansion, 167
greedy, 168
inside contraction, 169
outside contraction, 169
reflection, 167
shrink, 167
simulated annealing, 79
single-layer perceptron, 180
singular value decomposition, 68, 70
size bias optical proximity correction, 254
slope criterion, 237
SMO, see source/mask optimization
Sobolev norm, 211
source
extended, 16
finite, 8
source/mask optimization, 205, 207
SQP, see sequential quadratic programming
statistical mechanics models, 125
steady state GA, 197
steady-state genetic algorithm, 101
steepest decent, 220
step-and-repeat, 10
step-and-scan, 10
stochastic ranking, 99
Stokes parameters, 63
strategy parameter, 80
stratified medium, 73
strength Pareto evolutionary algorithm, 198
strength pareto evolutionary algorithm, 140, 248
strength-Pareto evolutionary algorithm, 137, 296
strict Pareto dominance, 145
strict partial order, 126, 127
sub-resolution assist feature, 29
sub-resolution assist features, 223
sum of coherent systems, $69,70,206,210,218$, 226
supervised learning, 182
surface inhibition, 76
survivor selection, 101
swarm intelligence, 88
ant colony optimization, 89
artificial bees colony optimization, 89
bees algorithm, 89
cuckoo search, 89
firefly algorithm, 89
particle swarm optimization, 88
swing curve, 291
tabu search, 79
Tau-map, 225
thin-film optics, 73
thin-mask approximation, 55
threshold intensity, 16
threshold material, 51
through-focus evaluation, 237
through-focus optimization, 223
topological mask effects, 251
tournament selection, 196, 239
tracks-and-sectors source representation, 231, 246
transfer matrix, 321
transfer matrix method, 71, 319
transmission cross-coefficient, 20,68
traveling salesman problem, 96
tri-objective optimization, 299
triangular decomposition, 209
trim exposure, see photomask, trim mask
trust region approach, 166
Twisted matrix, 201
two-beam imaging, see two-beam interference
two-beam interference, 14
two-dimensional mask representation, 229, 230, 233, 241
two-point crossover, 196, 265
uniform crossover, 196
uniform intensity distribution, 211
unsupervised learning, 182
utility function method, 130
utopian vector, 126
vector-evaluated genetic algorithm, 134
Vose's model, see dynamic systems models
wafer
stack, 71
topography, 71
Walsh transform, 123
wave equation, 308
wavefront aberration, 10, 60
wavefront control, 254
wavefront engineering, 207
waveguide method, $57,195,252,272,291$
wavelets, 222
Haar, 222
weak Pareto dominance, 145
weighted sum approach, 125, 131, 237, 265, 291
XML-RPC, 202
XOR gate, see exlusive-or gate
Zernike polynomials, 60, 254


[^0]:    ${ }^{1}$ Taking actual quality measures such as reliability or durability for granted, which in fact, given the typical short life cycles or, economically, periods of amortization, even play a secondary role. Of course, there are also exceptions, which, however, apply mostly to niche products (e.g., real-time-capable processing units or controllers for non-standard tasks).

[^1]:    ${ }^{2}$ Early photoresist models were even put forth by the mid-1970s by seminal work of Dill and co-workers (see Section 3.4).

[^2]:    ${ }^{1}$ Also see (Levinson, 2005, chap. 1).
    ${ }^{2}$ The term excimer is short for excited dimer. Since most of these types of lasers make rather use of excited complexes (exciplex), the term exciplex laser is more precise.

[^3]:    ${ }^{3}$ The diffraction far-field distance is given by the following condition:

    $$
    F:=\frac{a^{2}}{z \lambda} \ll 1
    $$

    where $a$ is the size of the aperture (radius of the point source in this case), $z$ is the distance from the aperture (point source) to the image plane and $\lambda$ is the wavelength. $F$ is called the Fresnel number.

[^4]:    ${ }^{4}$ As Fuard et al. (2002) argue, the correspondence between dose and intensity threshold is more adequately stated by:

    $$
    \text { th }:=\frac{a}{d-b}
    $$

    where th is the threshold, $d$ is the dose, and $a$ and $b$ are process-related empirical constants. For simplicity, this methodology is not used in this example, instead threshold and dose are simply identified.

[^5]:    ${ }^{5}$ The derivation broadly follows Born and Wolf (1999, Section 8.6.1, pp. 446-453) and Hecht (2002, Section 10.2.3, pp. 460-464).

[^6]:    ${ }^{6}$ Some manufacturers have employed immersion lithography already for 45 nm HP.
    ${ }^{7}$ This corresponds to $\sin (\theta)$ of 0.95 .

[^7]:    ${ }^{8}$ For a rigid definition of the term conversion efficiency see for example Bakshi (2006)

[^8]:    ${ }^{9}$ Used here as an umbrella term for techniques that involve multiple exposure steps (and therefore also multiple photomasks). See Section 2.6.4 for a detailed discussion.

[^9]:    ${ }^{11}$ (also see Wong, 2001, chap. 4, pp. 95-96).

[^10]:    ${ }^{12}$ An optimization routine for this problem will be discussed in Chapter 7.

[^11]:    ${ }^{13}$ An algorithm based on such a procedure would indeed have to be iterative, with an unpredictable convergence behavior.
    ${ }^{14}$ Compare Section 3.2.6.
    ${ }^{15}$ This procedure closely resembles the mask optimization portion in source/mask optimization approaches, which will be discussed in Chapter 7.
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    $$
    \hat{p}:=p \frac{\mathrm{NA}}{\lambda},
    $$

    where $p$ is the pitch.

[^12]:    ${ }^{17}$ Attenuated phase-shifting masks are hence often termed weak PSMs, in contrast to alternating PSMs, which are consequently referred to as strong PSMs.

[^13]:    ${ }^{18}$ Some of the authors, e.g., Jonckheere et al. (1994), propose a hybrid approach. That is, the phase-shift is not completely embedded in the absorber but partly achieved by a quartz trench.

[^14]:    ${ }^{19}$ See Section 2.6 .1 to compare with the half-tone biasing OPC technique.
    ${ }^{20}$ ILT-related details of this work will be presented later (see Section 7.1.7).

[^15]:    $\overline{{ }^{21} \text { Actually, through an application of processes }}$ such as line or space shrinkage, or by over- or under-exposure and/or over- or under-development significantly smaller feature sizes are attainable.

[^16]:    ${ }^{22}$ The dot minus operator $(\dot{-})$ is defined for $x, y \in \mathbb{R}^{+}$:

    $$
    x \doteq y:= \begin{cases}x-y & \text { if } x>y \\ 0 & \text { otherwise }\end{cases}
    $$

[^17]:    ${ }^{23}$ Often hardmask materials are used. The deposition can be performed using chemical vapor deposition (CVD).

[^18]:    ${ }^{1}$ (also see Rahimi et al., 2010)

[^19]:    ${ }^{2}$ In general, the cells do not need to be equally sized in all directions. For practical numerical reasons, however, this is often the case.
    ${ }^{3}$ subtracting the one-dimensional intersection to avoid their redundant contribution

[^20]:    ${ }^{4}$ either assuming a Kirchhoff approximate or obtained through rigorous EMF calculations

[^21]:    ${ }^{5}$ Experimentally, this was first demonstrated by Wiener (1890)
    ${ }^{6}$ For a given propagation direction, the $z$ component is actually determined implicitly because of the orthogonality of the electro-magnetic field components.

[^22]:    ${ }^{7}$ Non-propagating waves are obviously not processed by the imaging model.
    ${ }^{8}$ An exhaustive discussion on the application of Jones' calculus and Stokes' parameters (see next section) to the lithography case was led by Flagello et al. (2005).

[^23]:    ${ }^{9}$ They are sometimes also called coupling images, or, in the immersion case, aquatic images.
    ${ }^{10}$ Often the inverse Fourier transform is used in order to avoid mirroring of the coordinate system. Also from the systems point of view an inverse transform seems more appropriate since the result is in the spatial domain.

[^24]:    ${ }^{11}$ This representation is equivalent to Stokes' parameters (see Section 3.2.4).

[^25]:    ${ }^{12}$ aside from a shift

[^26]:    $\overline{13}$ A similar approach using a different decomposition technique (termed principal component analysis) was proposed by Tsai et al. (2009).
    ${ }^{14}$ A detailed derivation is given by Born and Wolf (1999, pp. 603 and 604 ) and in the original communication by Hopkins (1953).

[^27]:    ${ }^{15}$ The relation between the two alternative approaches is shown by von Bünau (1997)
    ${ }^{16}$ In the two-dimensional case, the TCC depends on four parameters. Thus an appropriate mapping (stacking) operator from the four-dimensional matrix to a matrix must be defined.

[^28]:    ${ }^{17}$ The anti-reflectance on the resist/air interface leads to a relatively constant amount of light being coupled into the resist for different thickness values.
    ${ }^{18} \mathrm{~A}$ derivation of this method is given in Appendix D.

[^29]:    ${ }^{19}$ where the electric field vectors are perpendicular to the plane of incidence, compare Figure D. 1

[^30]:    ${ }^{20}$ From here on, the locus- and time-dependencies are omitted for readability.

[^31]:    ${ }^{21}$ The base referred to here is typically called quencher base. Its main purpose is to improve contrast, for example, by quenching acid in unexposed resist areas, where stray light leads to an undesired acid generation.

[^32]:    $\overline{{ }^{22} \text { For example, in that they constitute numerical models, whose parameters are obtained through significant experimen- }}$ tation.

[^33]:    ${ }^{23}$ Negative values are sometimes allowed and called overkill values. If a cell exhibits such a negative counter, the excessive
    "development force" is passed to adjacent cells.

[^34]:    ${ }^{24}$ There is no concise definition for LWR and LER. Here, we follow Mack (2007).
    ${ }^{25}$ A summary and a number of extensions to these models are given by Tollkühn et al. (2004).

[^35]:    ${ }^{1}$ In the single strategy parameter case, the $\mathbf{s}$ can thought of, containing $n$ identical values.

[^36]:    ${ }^{2}$ The role and benefits of recombination in evolution strategies and other evolutionary algorithms has been widely and controversially debated (for example, see Fogel and Atmar, 1990; Spears, 1998).
    ${ }^{3}$ Surprisingly enough, evolution strategy and evolution programming researchers first made contact in the early 1990s.
    The main similarities and differences between the two approaches have been first summarized by Bäck et al. (1993).

[^37]:    ${ }^{4}$ For a brief survey on state-of-the-art operators and variants of EP, see, for example, Engelbrecht (2007, pp. 189-204).
    ${ }^{5}$ A similar observation was reported by Bäck et al. (1993).
    ${ }^{6}$ See Section 4.3 for further details on parameter representation.

[^38]:    ${ }^{7}$ For details, see Zaharie (2007) and Dasgupta et al. (2009).
    ${ }^{8}$ Here, we present a variant yielding two offspring solutions. The more common one-child version is obtained by simply omitting the mixing steps involved in the second child.

[^39]:    ${ }^{9} \mathrm{~A}$ recent rationale for the latter is the conjecture that genetic operators, especially crossover, lead to a skewed tree depth distribution of exceedingly short candidates with below-average pay-offs and significantly longer programs with above-average fitnesses (Dignum and Poli, 2007). Following this argument, bloat can be characterized as a GP-specific form of genetic drift.

[^40]:    ${ }^{10}$ For example, through the evolution of domain-specific language programs.
    ${ }^{11}$ Commonly, Beni and Wang (1989) are credited for the introduction of this term into the field of robotics and artificial intelligence.

[^41]:    ${ }^{12}$ As commonly scalars are used rather than vectors, in which case this parameter can be thought of as a random step size. Using the more general random vector implementation and the Hadamard product, also randomizes the direction and can hence be compared with mutation in evolutionary algorithms.

[^42]:    ${ }^{13}$ A detailed discussion can, for example, be found in the original work of Holland (1975) or in (Goldberg, 1989).

[^43]:    ${ }^{14}$ With a number of exceptions, for example, Weinberg and Berkus (1971), as pointed out by Goldberg (1991).
    ${ }^{15}$ The standard binary coding does not accord with the continuous in terms of distance between neighboring values. For example, in a three-bit code, the numbers 3 and 4 do not share single common bit (011 100). Often an alternative bit-code, termed Gray code, which will be explained later, is applied to counteract problems associated with Hamming cliffs.

[^44]:    ${ }^{16}$ The terms online and offline performances have been first proposed by De Jong (1975). The online performance denotes the fitness average of all individuals after a given generation and is hence an assessment estimator of the entire population dynamics. The offline performance is the average of the best fitness values in the population up to a given iteration step. It is thus better suited to measure convergence.

[^45]:    ${ }^{17}$ A comprehensive review on the different approaches was given by Larranaga et al. (1999).

[^46]:    ${ }^{18}$ compare Holland (1975) and Goldberg (1989).

[^47]:    ${ }^{19}$ Broadly speaking, the Baldwin effect can be characterized as a selection criterion arising from phenotypic adaptation to environmental circumstances.

[^48]:    ${ }^{20}$ This taxonomy is based upon but slightly different from the ones presented by Michalewicz and Schoenauer (1996) and Coello Coello (2002).

[^49]:    ${ }^{21}$ The latter can be said to be a regularization framework, applied in order to reduce multimodality in the solution to an inverse problem.

[^50]:    ${ }^{22}$ In most cases, of course, programs are equipped with some form error handling that will prevent or catch infinite loops or memory faults. But even in that case, a suited interpretation and translation into a penalty or another constraint-handling response is not straightforward.

[^51]:    ${ }^{23}$ The author makes the strict assumption that all fitness values in the population are different, or at least that a strict ranking order can be applied. A slightly different approach, in which instead of the rank the cummulative distribution function (CDF) of the fitness distribution was used was proposed by (Blickle and Thiele, 1995).
    ${ }^{24}$ The notion of selection intensity has been transferred from quantitative genetics to genetic algorithms by Mühlenbein and Schlierkamp-Voosen (1993).

[^52]:    ${ }^{25}$ The implicit parallelism of GAs has been subject to debate and intensive research, some of which will be discussed in Section 4.10.1.
    ${ }^{26} \mathrm{~A}$ should be noted that the wide application of these operators does not imply a superior performance in comparison with other routines (Wolpert and Macready, 1997).

[^53]:    ${ }^{27}$ A discussion on this was, for example, given by Tate and Smith (1993).
    ${ }^{28}$ Another common recommendation is $1 / l$, where $l$ is the length of the chromosome (for example, De Jong, 1975; Mühlenbein, 1992).

[^54]:    ${ }^{29}$ The authors' benchmark was a OneMax problem (the maximization of ones in a bit string), which was chosen because the emphasis of that study was on additive objectives.
    ${ }^{30}$ The same reference also contains a comprehensive survey on parameter control techniques; with later extensions in Eiben et al. (2007)
    ${ }^{31}$ Despite some early considerations, for example, by (Rosenberg, 1967).

[^55]:    ${ }^{32}$ See Section 4.9 for a discussion on niching techniques.
    ${ }^{33}$ This can be considered a rather superficial characterization and has been challenged by some authors (e.g., Eiben, 1998). Most importantly, the association of exploitation with selection and exploration with recombination and mutation

[^56]:    ${ }^{34}$ Later, an almost identical approach was proposed by Grüninger and Wallace (1996) and termed struggle GA.

[^57]:    ${ }^{35}$ see Section 4.3.3

[^58]:    ${ }^{36}$ Short, low order, high-performance schemata according to Goldberg (1989). We shall see later that this definition has been challenged by others (for example, Stephens et al., 2000).

[^59]:    ${ }^{37}$ Goldberg (1987) demonstrated this phenomenon by introducing what he called a minimal deceptive problem.

[^60]:    ${ }^{38} \mathrm{~A}$ comprehensive survey on the role of building block mixing and according models was offered by Goldberg (2002).

[^61]:    ${ }^{39}$ The relation is transferred from an "efficiency" definition that the Irish micro-economist Edgeworth purported to explain the impact of allocation of goods on individuals' need satisfaction. This "conjecture" was later extended by the Italian economist Pareto, and is in essence still a widely used formalism in neoclassical microeconomics.
    ${ }^{40}$ Actually, for each component, the ordering direction (ascending or descending) can be defined individually, allowing for a mix of minimization and maximization objectives (Deb, 2001, p. 28).

[^62]:    ${ }^{41}$ We shall see later (Section 4.11.5) that this is an important property for the Pareto dominance compliance of quality indicators.
    ${ }^{42}$ In some disciplines such as operations research (OR) a line is drawn between measurable criteria, abstract objectives and attainable goals. We will not use these terms in such a sense here but stick to "objectives" or fitness values in the context of EAs (cf. Coello Coello et al., 2007, p.6).

[^63]:    ${ }^{43}$ Remarkably enough, these considerations constitute the basis of a significant portion of modern economics, in which specific outcomes and the relation of these outcomes are taken as an explanation of the underlying laws. Nonetheless, it is this area of research that has contributed a great deal of methods and theories to the field of multi-variate and multi-objective optimization, which in turn is of great utility for a variety of disciplines.
    ${ }^{44}$ Any solution to the weighted-sum replacement problem are Pareto-optimal, provided that all weight parameters are positive (Deb, 2001; Miettinen, 1999; Zadeh, 1963).

[^64]:    ${ }^{45}$ The method developed there is based on a scalarization technique proposed by Pascoletti and Serafini (1984) in which an optimality criterion based on the partial ordering induced by a convex cone, a more general definition than Pareto optimality, is employed and of which the epsilon-constraints method can be shown to be special case (also see Yu, 1974).

[^65]:    ${ }^{46}$ As noted by Richardson et al. (1989), the method is principally no different from weighted scoring approaches in that it linearly combines the objectives vectors, albeit with implicit weight configurations, given by the current population.

[^66]:    ${ }^{47}$ Although in this work and many other real-world optimization problems, in which the merit evaluation involves longrunning numerical computations, it can be argued to be of marginal interest.

[^67]:    ${ }^{48}$ More precisely, they employ trees with edge labels denoting the dominance relation of solutions.
    ${ }^{49}$ The authors argue that it could be replaced with genotypic crowding in straightforward manner.

[^68]:    ${ }^{50}$ The authors refer to the studies of Morse (1980) as their motivation for this procedure.

[^69]:    ${ }^{51}$ A similar order-homomorphism, termed Pareto dominance compliance, was proposed by Knowles and Corne (2002).

[^70]:    ${ }^{52}$ Comprehensive discussions were presented by Van Veldhuizen (1999) Zitzler (1999) Deb (2001, pp. 324-333) and Coello Coello et al. (2007, chapt. 5).

[^71]:    ${ }^{1}$ Another example for search compositions is the iterative or concurrent start of multiple instances of local optimizers (see, for example, Lourenço et al., 2010; Martí et al., 2010), which is not discussed here.
    ${ }^{2}$ Other examples are discussed in Davis (1991).
    ${ }^{3}$ In his book "The Selfish Gene," Dawkins (1976) precautionarily disclaims that he imputes a will to genes. Still, he transmogrifies genetic material into the driving force, the subject not only of evolution but also of individuals. Consequently, turning everything upside down, Dawkins translates his concepts of an invisible force to the domain of individual-environment interaction (ibid.). Despite our opposition to this theory, we consider the concept of "memes," entities carrying programs with the potential to improve candidate solutions, as quite adequate for the description of genetic local search approaches. We will hence borrow the term memetic algorithm from Moscato (1989), albeit ignoring his martial art analogy.

[^72]:    ${ }^{4}$ We shall see that a similar situation also has to be solved for in this work.
    ${ }^{5}$ Another noteworthy direction is the attempt to hybridize multi-objective evolutionary algorithms (Goh et al., 2009).
    ${ }^{6}$ A comprehensive survey on related (adaptive) memetic algorithms was given by Ong et al. (2006).

[^73]:    ${ }^{7}$ Baldwinian learning does not require any such recoding strategies. Yet, it does not eliminate the problems associated with the different domains of the EA and the local search approach.
    ${ }^{8}$ Some of its technical details are discussed in Section 6.6.

[^74]:    ${ }^{9}$ For example, smooth, convex, analytic derivatives etc.

[^75]:    ${ }^{10}$ There are a multitude of review papers and textbooks covering SQP, for example, Boggs and Tolle (1995), Gould and Toint (2000), Nocedal and Wright (2006, chap. 18) or Schittkowski and Yuan (2011).
    ${ }^{11}$ Other smoothness conditions are sometimes applied. For their convergence considerations, Boggs and Tolle (1995), for example, assume the functions to be $\in C^{3}$.

[^76]:    ${ }^{12}$ Following from the second-order optimality condition (cf. p. 352, Nocedal and Wright, 2006).

[^77]:    14 which exists, although $\phi$ is not differentiable.
    ${ }^{15}$ This is often referred to as the Maratos effect (Maratos, 1978).

[^78]:    ${ }^{16}$ in the sense that the simplex becomes arbitrarily narrow, for example

[^79]:    $\overline{{ }^{17} \text { We use the term deformed here to distinguish }}$ it from degenerated simplices, which, provided the start simplex is not degenerated Lagarias et al. (1998).

[^80]:    ${ }^{18}$ Also note the similar convergence results obtained for an NM variant by Woods (1985).
    ${ }^{19}$ He hence proposed an alternative method with termed complex method, in which convex feasibility regions are assumed (ibid.).

[^81]:    ${ }^{20}$ Sometimes referred to as Cybenko-Hornik-Funahashi theorem (Cybenko, 1989; Hornik et al., 1989; Funahashi, 1989).

[^82]:    ${ }^{21}$ The quadratic replacement problems in SQP.

[^83]:    ${ }^{22}$ To circumvent this issue, Gallant (1990) proposed a variant, termed pocket algorithm and ensuring convergence by storing the best-so-far observed weight settings.

[^84]:    ${ }^{24}$ following LeCun et al. (1998)

[^85]:    ${ }^{25}$ Here, the function is multiplied with -1 to obtain a maximization problem.

[^86]:     $1, \ldots, 15$ ), i.e., $\left|\hat{\mathbf{x}}-\mathbf{x}^{*}\right|<2$.

[^87]:    ${ }^{27}$ In contrast to the 15 -dimensional case, the population size was increased to 500 , and the maximum number of generations was 1500 .

[^88]:    ${ }^{1}$ The Development and Research Lithography (Dr.LiTHO) simulation environment contains a large number of additional modules and models not discussed here.

[^89]:    ${ }^{2}$ For example in order to preserve diversity, similarly to niching techniques (Section 4.9).
    ${ }^{3}$ Also see Fühner et al. (2006).

[^90]:    ${ }^{4}$ A remote procedure call (RPC) mechanism using extensible mark-up language (XML) as the protocol language container and standard transport layers such as hypertext transfer protocol (HTTP).

[^91]:    ${ }^{1}$ This term has been first used by Rosenbluth et al. (2002).

[^92]:    ${ }^{2}$ Loosely adopted from Rosenbluth et al. (2002).

[^93]:    ${ }^{3}$ Intensities in this step are relative.

[^94]:    ${ }^{4}$ Socha also indicates how to extend this approach to account for additional kernels.

[^95]:    5 As Granik points out, this consideration may motivate an archel-based source representation, using archels corresponding to non-zero kernels (see Section 3.2.6) or even a truncated number of significant kernels (cf. Section 7.1.1, Section 7.1.2 and Burkhardt et al. (1998)).

[^96]:    ${ }^{6}$ See Section 7.1.1.
    ${ }^{7}$ For which Granik points out that it may not be adequate as the performance of the image is only as good as the most poorly performing feature of it.

[^97]:    ${ }^{8}$ Also see Nocedal and Wright (2006, pp. 70) for a discussion.

[^98]:    ${ }^{9}$ Using that

    $$
    \begin{equation*}
    \langle f * g, h\rangle_{w} \equiv\left\langle f^{*}, g \star w h\right\rangle, \tag{7.29}
    \end{equation*}
    $$

[^99]:    ${ }^{10}$ And a similar argument can also be found in Rosenbluth et al. (2002).
    ${ }^{11}$ Following similar considerations as, for example, Socha et al. (2004).

[^100]:    ${ }^{12}$ Also see Section 5.6.1.
    ${ }^{13}$ Level-set and related methods are commonly used in front-tracking or similar applications such as etching or photoresist development, see, for example, Section 3.4.
    ${ }^{14} \mathrm{~A}$ concise mathematical derivation of a similar approach, albeit restricted to fully coherent sources, was recently presented by Shen et al. (2009).

[^101]:    ${ }^{15}$ See Section 2.6.3.

[^102]:    ${ }^{16}$ This property becomes more obvious when replacing $\tau\left[\nu^{\prime}+a, \mu^{\prime}+b\right]$ with $\tau\left[\nu^{\prime}-a, \mu^{\prime}-b\right]$, which because of the symmetric sum limits just corresponds to a reordering.

[^103]:    ${ }^{17}$ Parts of this section have been previously published in (Fühner et al., 2007a).

[^104]:    ${ }^{18}$ A term first coined by Bellman (1961).
    ${ }^{19}$ For examples, see Silverman (1986).
    ${ }^{20}$ Parts of this section have been previously published in (Fühner et al., 2007a).

[^105]:    ${ }^{21}$ and related work in the field
    ${ }^{22}$ The following results have been presented in (Fühner et al., 2012).

[^106]:    ${ }^{1}$ See also Section 2.6.3 for a discussion.

[^107]:    ${ }^{2}$ For a discussion, see Section 5.6.
    ${ }^{3}$ The configuration of the hidden layer is validated through a number of numerical experiments in which the neural network is trained with off-line data obtained from GA test runs (Popp, 2007). The same test is also used for the determination of an appropriate training algorithm.

[^108]:    ${ }^{4}$ see Section 2.3
    ${ }^{5}$ Like in the optical case, the mask-induced phase variations can be interpreted as mask aberrations and hence formalized and quantified similarly as for the projector, using Zernike polynomials (Nakajima et al., 2008; Erdmann et al., 2010).
    ${ }^{6}$ The following results have been presented in (Fühner et al., 2008).

[^109]:    ${ }^{7}$ Summarizing the results from Liu et al. (2010).

[^110]:    ${ }^{8}$ The variant used here was developed by Liu et al. (2012).
    ${ }^{9}$ The term swing curve alludes to a typically sinusoidal nature of the CD change under resist thickness variations. This is due to the fact that standing waves are caused by interference of the incident and the reflected light in the resist, which is more or less constructive depending on the thickness of the resist.

[^111]:    ${ }^{1}$ (for a derivation (there, in Gaussian units) see, e.g., Jackson, 1962, chap. 6, pp. 177-179)
    ${ }^{2}$ See, for example, Born and Wolf (1999, chap. 1, pp. 2-4).
    ${ }^{3}$ The next derivation steps essentially follow Born and Wolf (1999, chap. 1, pp. 11-15) and Goodman (1996, chap. 3, pp. 36 and 37).
    ${ }^{4}$ also compare Jackson (1962, chap. 7, pp. 202).

[^112]:    ${ }^{5}$ Of course, the following equation has no unique but many solutions, including straightforward ones that lead to plane and spherical waves.
    ${ }^{6}$ Compare Goodman (1996, chap. 3, pp. 38 and 39) for the following steps.

[^113]:    ${ }^{1}$ The derivations in this appendix follow Born and Wolf (1999, chap. 8) and Goodman (1996, pp.39-50).

[^114]:    ${ }^{2}$ Further details are presented by Born and Wolf (1999, p. 581).

[^115]:    ${ }^{3}$ Here the same coordinate convention as in (C.3) is assumed.

[^116]:    ${ }^{1}$ Also see the surveys provided by Eiben et al. (1999) and Eiben et al. (2007), and the introduction into self-adaptation by Bäck et al. (2000b).
    ${ }^{2}$ The underlying search algorithm was also a genetic algorithm.

[^117]:    ${ }^{1}$ From which also the numerical notations for the functions ( $f_{2}$ : Rosenbrock's, $f_{5}$ : Shekel's foxholes, $f_{6}$ : Rastrigin's, $f_{7}$ : Schwefel's, $f_{8}$ : Griewank's and $f_{9}$ : Ackleys) used here are adopted. Note that $f_{6}, f_{7}$ are sometimes interchanged.

