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Abstract

For autonomous navigation, a mobile robot needs the capability to estimate its pose while simultaneously mapping its
environment. This contribution presents an approach for fusing data from multiple asynchronous sensors using factor
graphs. Full 3D SLAM is performed on data from several localization sensors and point clouds from a 3D LiDAR. The
scans from the LiDAR are integrated by scan matching for relative motion estimation and are also used for loop closure.

1 Introduction

It is an essential capability of a mobile robot to be able to
map its environment with its sensors. Because all sensors
of the robot are subject to noise and inaccuracies, this is
a great challenge. In the beginning the map and the local-
ization will not yet be precise and their errors are mutually
interdependent. In order to build a correct and precise map
while providing an accurate localization, their uncertain-
ties and mutual dependencies have to be modeled and ac-
counted for. Methods and algorithms to solve this problem
are well known as Simultaneous Localization and Mapping
(SLAM) [1].
In order to improve the precision of the localization and the
map, multiple sensors can be combined by means of sensor
fusion. The fusion has the advantage that errors stemming
from the sensor measurements can be reduced and even
mitigation of sensor outages is possible. In case of 6DoF
(degrees of freedom) localization and mapping, more than
one sensor is needed to ensure observability of all degrees
of freedom.
In this contribution, a factor-graph-based approach to com-
bine sensor fusion of a GPS, an inertial measurement unit
(IMU), and wheel odometry with scan matching of point
clouds from a 3D LiDAR scanner is presented. From
the IMU measurements, a relative motion can be de-
rived, whereas GPS provides absolute measurements. Scan
matching of two consecutive LiDAR scans also yields a
relative measurement. An existing framework for factor
graphs is used to include all measurements and a vehicle
model to perform full 6DoF localization and 3D mapping
simultaneously. As the sensors mounted on a mobile robot
have different data rates and are not synchronized, the factor
graph structure is exploited to model estimation problems
with multiple asynchronous sensors. The paper provides
an evaluation of the overall performance and robustness
against sensor failures with regard to the impact of different
sensor configurations. In order to embed the factor graph
in a system for on-line localization, a parallel filtering and
smoothing scheme is presented and evaluated with regard

to its timing properties.
The following section gives an overview over related work.
Afterwards, the SLAM scheme utilizing factor graphs is
explained with subsections covering scan matching, loop
closure, and map building. A section presenting the results
is followed by a conclusion closing the paper.

2 Related Work

Extended Kalman filters were successfully used to solve
the SLAM problem for a long time [2]. They were ex-
tended to track multiple hypotheses in order to be more
robust against wrong data associations [3]. For 2D SLAM,
particle-filter-based algorithms have been shown to be very
effective as they implicitly model multiple hypotheses, e.g.
[4]. Each particle establishing a different estimate of the
path and the map. 3D SLAM features six instead of three
degrees of freedom (6DoF) and much more particles and
thus increased processing power is needed. In addition, the
maps need more memory in 3D, rendering particle filters
more and more infeasible.
Graph optimization has been used for 2D SLAM for a long
time [5]. For 3D SLAM, mostly graph-based methods are
used because of the aforementioned limitations of the fil-
tering approaches concerning memory and computational
effort [6].
In [7] it is shown that if the variance of the heading remains
small, EKF-based 2D SLAM is robust and able to build con-
sistent maps. In graph-based methods, the inclusion of loop
closures is straightforward by means of introducing addi-
tional constraints into the graph, but falsely detected loop
closures may lead to inconsistent maps [8]. By integrating
a sensor with absolute measurements like GPS, the loop
closure can be made even more robust [9].
For estimation of the relative pose between scans from a 3D
LiDAR sensor, several scan matching algorithms have been
developed. The Velodyne SLAM algorithm extracts surfaces
from the scans to efficiently estimate the poses. Thus, the
algorithm is tailored for scenarios where planes exist, which
makes it well suited for urban scenarios [10]. Methods like



iterative closest point (ICP) are based on matching points
and make no assumptions on the scenario. Hence, they are
better suited for off-road or heterogeneous environments
[11]. The Generalized-ICP (GICP) algorithm is a variant
especially developed for data originating from scanning
sensors [12].

3 Factor Graph SLAM

Besides reducing the resulting errors, fusion of multiple
sensors like GPS and scan matching increases the robust-
ness by compensating for each other’s weaknesses. For
example, GPS may be very heavily disturbed in confined
areas [13] whereas the precision of scan matching is very
good in areas with many objects. In flat areas with open
sky view GPS is very reliable but scan matching may not
be very effective due to lacking structures.
Compared to filtering approaches which are based on the
Markov assumption, in graph optimization, past states can
be re-estimated. This is very important for loop closures,
because in this case the robot returns to a place after a long
time and corrections can be back-propagated, i.e., errors
accumulated along the path can be corrected and consistent
maps be built.
Factor graphs represent the estimation problem as a graph-
ical model [14] and [15]. A factor graph being a bipartite
graph has two types of nodes: variable nodes xi and fac-
tor nodes f j. Since the graph is bipartite, the edges are
only between factor nodes and variable nodes. Sensor mea-
surements and other constraints are represented by factor
nodes and the state estimates by variable nodes. Solving
the SLAM problem equals to estimation of the full joint
probability p(X |Z) over all states xi given all sensor mea-
surements or constraints z j. The joint probability can be
represented by a factor graph as each factor f j encodes a
measurement likelihood p(z j|X j) with X j being all state
variables xi involved in factor f j, i.e., being connected via
edge ei j.
The presented SLAM algorithm is implemented using the
GTSAM framework as back-end. It provides a convenient
factor graph structure as well as different optimization algo-
rithms [16]. It also provides a factor for IMU preintegration.
Since an IMU measures at a very high rate, multiple consec-
utive measurements can be preintegrated into a single factor
to reduce node count and therefore computational complex-
ity [17] and [18]. As the IMU has a significantly higher
rate than the other sensors, this preintegration also allows
for a synchronization to the other sensor measurements by
combining the IMU measurements for the according peri-
ods of time. Although the IMU has a much higher data
rate than the other sensors, an exact synchronization cannot
be assured. Therefore, in our approach the IMU preinte-
gration is extrapolated upon the inclusion of a new node
based on the current measurement data. The interval of the
next following preintegration of new IMU measurements is
shortened accordingly.
The presented SLAM algorithm is primarily used for the
estimation of the 6DoF pose, but also the linear velocity
and IMU biases are estimated; the latter for internal reasons.

As the IMU biases change slowly over time, they can be
estimated at a lower rate.
Figure 1 shows an example for a factor graph, where
the variable nodes xn are shown as large cyan circles and
the factor nodes as small circles. For clarity, the variable
nodes of the linear velocity and IMU biases are not shown.
GPS measurements gm are prior factors colored in green,
possessing only one edge. IMU measurements in−1,n are
between-factors modeling a relative motion from state xn−1
to state xn and are colored in magenta. The relative motion
of the scan matching sn−1,n is also modeled as between-
factor from state xn−1 to state xn and colored in yellow.
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Figure 1 Illustration of a factor graph with variable
nodes xn as large cyan circles and the factor nodes as
small circles.

The measurements from wheel odometry and the vehicle
model are also omitted from the figures for the sake of clar-
ity. The wheel odometry is modeled by another between-
factor, which introduces a constraint in the 2D plane at-
tached to the vehicle coordinate system. The vehicle model
is also a between-factor incorporating the kinematic con-
straints of the vehicle. While the factor of the wheel odom-
etry connects two nodes according to its measurement in-
terval, the vehicle model factor connects each consecutive
pair of nodes. The latter means that each time a new node
is added to the graph, a vehicle model factor is also added
connecting the new node with its predecessor.

3.1 Scan Matching
With scan matching, the relative motion between two con-
secutive scans of a 3D LiDAR scanner can be estimated.
Utilizing scan matching for relative motion estimation can
be denoted LiDAR odometry. In the presented SLAM ap-
proach, the Generalized-ICP (GICP) is used for scan match-
ing [12]. It extends the well-known ICP algorithm by a
probabilistic model in the minimization step taking into ac-
count the locally planar structure. It can be interpreted as
local plane-to-plane matching, which is better suited for
point clouds originating from moving 3D LiDAR scanners.
Despite exploiting locally planar structures, the GICP is
still well suited for unstructured scenarios and not reliant
on strictly planar surfaces in the environment. The esti-
mated relative motion has full six degrees of freedom and
is included into the graph as between-factor sn−1,n connect-
ing state xn−1 with state xn, cf. Figure 1.

3.2 Loop closure
Closing a loop, which happens when the mobile robot re-
turns to a known place, is one of the biggest challenges in
SLAM, because uncertainties accumulate over the traveled



path. When loop closures are not accounted for or loops
are falsely detected and integrated, the resulting map will
be inconsistent.
A potential loop closure has to be detected first. This
is accomplished by comparing the current pose with past
poses regarding their Euclidean distance. In order to avoid
loop closures with poses in the immediate past, potential
loop closures are omitted until a traveled distance > dpre is
reached. The comparison is performed for poses predating
this pose until the Euclidean distance is below a certain dis-
tance dloop with dloop < dpre. For a potential loop closure,
the GICP is performed and its fitness score is evaluated to
determine if a loop closure has occurred. This verification
helps to avoid false positives, which may lead to inconsis-
tencies in the resulting map [8]. A successful loop closure
is integrated into the factor graph as between-factor s0,n
connecting state x0 with state xn, see Figure 2. Thus, Li-
DAR scan matching is additionally used for loop closure
besides relative motion estimation of consecutive scans, cf.
Section 3.1.
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Figure 2 Illustration of a loop closure between states x0
and xn.

3.3 Processing
The Velodyne has a scanning rate of 10 Hz, i.e., a rotation
takes 100 ms. The vehicle moves during this time leading
to a skewing of the scan; hence, the resulting scan has to be
rectified. This is accomplished by inertial correction based
on a high-rate 6DoF pose estimation.
After collecting all data and feeding it into the graph as
values and factors, a full optimization by the Levenberg-
Marquardt algorithm can be performed in the GTSAM
framework. Of course, it is possible to also do intermit-
tent optimizations, but the full optimization algorithm has
to be performed all over again.
If intermittent updates are necessary, a more efficient alter-
native is to use the iSAM2 algorithm for optimization [19].
It is able to perform incremental updates, thus reusing re-
sults from earlier runs. The efficiency is achieved, because
new factors and values mostly affect only small parts of
the graph. Thus, only a small part of the graph has to be
optimized most of the time.
In [20] concurrent smoothing and filtering is proposed,
combining the advantages of a full factor graph optimiza-
tion with the on-line capabilities of a filter. In this pa-
per, a similar scheme is introduced combining incremental
iSAM2 smoothing or intermediate Levenberg-Marquardt
optimization (LM) with a parallel on-line Extended Kalman

filter (EKF). The EKF also estimates the full 6DoF pose and
is explained in more detail in [21]. It can be used for the
aforementioned inertial correction of the LiDAR scans.
For the parallel processing scheme, the implemented front-
end algorithm incorporates three non-blocking and thread-
safe data pipelines providing the sensor data to multiple
parallel threads, as depicted in Figure 3. The first pipeline
provides data for the thread of the graph optimization al-
gorithm. As the graph optimization needs at least several
measurements zt , the first optimization starts at t1 with the
measurements from t0 up to t1. The second pipeline is
an intermediate pipeline for a catch-up EKF and the third
pipeline feeds the on-line EKF at full rate. For the EKFs,
all sensor data except LiDAR data for scan matching is
used. The reason for omitting the scan matching in the
on-line part is the processing time needed for the GICP,
which would compromise the on-line capability due to the
introduced latency.
Since the factor graph optimization takes some time (from
t1 to t2 or from t2 to t4), the availability of the result lags be-
hind the on-line EKF. Therefore, the intermediate catch-up
filter is initialized with the result of the graph optimization
algorithm (at t2 and t4, cf. green arrows in Figure 3) and fed
with data from the second pipeline until it is in sync with the
on-line EKF. When synchronized to the on-line EKF, the
state of the catch-up filter is copied to the on-line EKF (at t3
and t5, cf. blue arrows in Figure 3). Thus, the on-line EKF
is still able to run at its full rate, while additional precision
from the scan matching is also introduced to the on-line
EKF by the synchronization. All mentioned algorithms are
running in parallel threads to ensure best performance and
minimal interaction between the updates only for synchro-
nization purposes. Besides the three threads processing
the pipelines, there are other threads, e.g., for filling the
pipelines with new data or for logging data for evaluation.

3.4 Mapping
While integrating new data into the factor graph, mapping
is only preformed implicitly, as the LiDAR data is only used
for scan matching up to this point. An explicit map is built
only after graph optimization. Mapping is accomplished by
using the Normal Distributions Transform (NDT) represen-
tation [22].
To build an NDT map, the environment is divided into
voxels. For each voxel a normal distribution over all points
within the voxel is calculated, i.e., each voxel contains a 3D
mean and a covariance matrix. By interpreting the normal
distribution as its σ -ellipsoid, the shape of the environment
can be modeled. A flat surface for example leads to a disk
shaped ellipsoid.
To correct errors and cope with noise or dynamic objects,
which should not be integrated into the map, a method
for taking information about free space into account is in-
cluded. An existence probability is additionally attached to
each voxel. The existence probability is updated by each
observation, i.e., increased by a point falling into a voxel
and decreased while tracing the laser ray from its origin
through free space to that voxel. In the voxel map, this is
accomplished with a 3D Bresenham algorithm [23]. The
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Figure 3 Timing diagram of the parallel filtering and smoothing scheme.

normal distribution of a voxel with its existence probability
falling below a certain threshold is eliminated.

4 Results

Due to the lack of ground truth data, the following results
are qualitative evaluations and quantitative comparisons.
An Xsens MTi-G-700 delivers IMU and GPS measurements
with rates of 100 Hz and 4 Hz respectively. The 3D LiDAR
data is from a Velodyne HDL-64E, which has a scanning
rate of 10 Hz, i.e., a rotation takes 100 ms. The wheel odom-
etry sensor is custom-made and has a rate of 10 Hz.

4.1 Full SLAM

Figure 4 NDT map over a satellite image of the area.
The height is color-coded from blue (low) via green to red
(high).

The resulting map after a full optimization is shown in
Figure 4 over a satellite image of the area. By inclusion of
GPS measurements, the map is implicitly geo-referenced.
The vehicle traveled for about 1.8 km with multiple loop
closures. The cross shaped building in the left half was
surrounded two times. After the second turn, the parking
lot in the right bottom corner was driven trough and finally

the area in the top right corner with trees and bushes was
covered. Thus, the tour covered both urban scenarios and
unstructured environments.

Figure 5 Multiple loops; path in blue and loop closure
constraints in red.

Figure 5 shows the path in blue with multiple loops. The
loop closure constraints are depicted in red. The large loop
was traveled twice, which can be seen by the continuous
loop closure constraints along the path.

4.1.1 On-Line Processing
The final path estimated incrementally with the iSAM2
algorithm is very close to the full optimization with the
Levenberg-Marquardt algorithm. The maximum positional
difference in 3D is 1.06 m; the maximum horizontal posi-
tion difference is only 0.06 m. In Figure 6 it can be seen
that there exists a nearly constant offset of the final path
estimated with iSAM2 (blue curve). As can be seen by
the maximum horizontal position difference of a few cen-
timeters, this offset is mainly in the altitude. The altitude
measured by GPS is much more inaccurate compared to
latitude and longitude resulting in a higher variance [24].
The difference of the on-line localization with the parallel
EKF with parallel iSAM2 optimization is up to 12.08 m
and 2.29 m on average. With regard to only the horizon-
tal error, the maximum difference is 5.25 m and 0.78 m
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Figure 6 Position errors of on-line localization compared
to full optimization with Levenberg-Marquardt.

on average. The differences with a parallel intermediate
Levenberg-Marquardt optimizer are very similar.
Although the difference of the final optimized path esti-
mate is much lower, the intermediate and incrementally
computed graph estimates also have high differences along
the path. These incremental estimates are used to initial-
ize the on-line EKF; see red circles in Figure 6. The dif-
ferences are highest in the beginning before the first loop
closure, which occurs at about 135 s and has a length of
about 550 m, cf. Figure 6. After the first loop closure, the
differences are much lower and closer to the final curve of
the iSAM2 estimation.

4.2 Dynamic Environment
Figure 7 shows a scenario with a walking person. When
using plain mapping, the person walking from right to left
is added permanently to the map, cf. Figure 7(a).

(a) (b)

Figure 7 Scenario with a walking person. Normal map-
ping (a); taking negative evidence into account (b).

By taking information about free space into account, the
person will only be in the map for a short time and subse-
quently removed by negative evidence. If the area has been
scanned before and enough negative evidence has been ac-
cumulated, the person might even not be added to the map
at all. Thus, the person will not be in the final map, cf. Fig-
ure 7(b). Comparing both figures it can be seen that with-
out taking negative information into account some clutter is

visible on the ground-level surface, whereas in Figure 7(b)
the surface is flat and nearly artifact-free.

4.3 Simulated GPS outage
In order to evaluate the robustness against sensor failures
an outage of the GPS for a period of about 35 seconds or
130.7 m was simulated.

Table 1 Horizontal position errors in m

emin eavg emax

IMU 0.01 1.38 4.48
IMU+Odo 0.07 0.93 2.51
IMU+Odo+Model 0.12 0.71 1.17
IMU+SM 0.18 0.76 1.58
IMU+SM+Odo+Model 0.06 0.28 0.62

In Table 1 the horizontal position errors in the area of
the GPS outage for different sensor configurations can be
found. The errors are calculated compared to the result of
using all sensors and no GPS outage. If only an IMU is
present during the GPS outage, the errors amount to about
4.5 m. Additional inclusion of odometry can already re-
duce the average and maximum error significantly. Adding
the vehicle model to the aforementioned sensors or alter-
natively using scan matching helps to further reduce the
average and maximum errors comparably. Including all
available sensor and model data, the errors are the lowest
as expected.
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Figure 8 Horizontal position errors. The period of GPS
outage is shaded in gray.

Figure 8 shows the horizontal position errors in the area
of the GPS outage. The period of GPS outage is shaded in
gray. It can be seen that the error using only IMU is the
highest during the outage. The smoothing property of the
graph optimization leads to smooth transitions and no hard
jumps can be seen at the start or the end of the GPS outage.
On the other hand, this leads to errors being present outside
the GPS outage even when using all available sensor and
model data.



Because the altitude is the most error prone as mentioned in
Section 4.1.1, the 3D position error is evaluated separately
for comparison.

Table 2 3D Position errors in m

emin eavg emax

IMU 0.30 2.04 4.52
IMU+Odo 1.18 2.12 3.92
IMU+Odo+Model 0.56 1.60 2.81
IMU+SM 0.18 0.84 1.67
IMU+SM+Odo+Model 0.18 0.36 0.62

In Table 2 the 3D position errors in the area of the GPS out-
age for different sensor configurations can be found. The
errors are again calculated compared to the result of using
all sensors and no GPS outage. If only an IMU is present
during the GPS outage the errors are also the highest and
amount to more than 4.5 m. In the 3D case, additional
odometry only reduces the maximum error a little because it
only introduces a relative constraint in a 2D plane. Adding
the vehicle model to the aforementioned sensors or alterna-
tively using scan matching helps to reduce the average and
maximum errors significantly, because both are relative 3D
constraints. Including all available sensor and model data,
the errors are the lowest like in the 2D case as expected.
Figure 9 shows a comparison of the resulting maps in
the area, where the GPS outage occurred. In Figure 9(a),
where only an IMU was present during the outage, the map
clearly shows strong distortions due to large errors during
the outage. Both, the addition of wheel odometry with a ve-
hicle model (Figure 9(b)) and scan matching (Figure 9(c))
greatly improve the robustness against GPS outages and
the precision of the mapping result. Figure 9(c)) shows the
reference map without GPS outage.

4.4 Timing
The timing assessment was conducted on a Xeon 2687W
v2 CPU with eight cores running @ 3.4 GHz.
Along the path of about 1.8 km more than 65,000 measure-
ments of all sensors were captured. Full optimization with
Levenberg-Marquardt in GTSAM including all measure-
ments and model data takes about 11.5 s.
In Table 3 the timings of the parallel updates of the con-
current filtering and smoothing scheme are listed.

Table 3 Timings of Updates

tmin tavg tmax σt

EKF update [µs] 11.0 79.1 7598.0 74.9
iSAM2 update [ms] 12.0 382.8 9996.3 219.1
LM update [ms] 27.8 350.0 11525.3 273.4
Catch-up filter [ms] 0.2 15.5 105.8 22.2

The on-line EKF updates only take 79.1 µs on average.
This also includes the copy operation from the catch-up
filter for synchronization. The maximum processing time
of about 7.6 ms seems quite high and presumably stems

from spurious delays of the operating system because only
35 of more than 65,000 updates took more than 1 ms. The
iSAM2 updates take less than 400 ms on average but may
take nearly 10 s, which is nearly as high as the full opti-
mization with Levenberg-Marquardt. The timings of the
continuous Levenberg-Marquardt updates are very similar.
This can be explained by the front-end algorithm, which
generates very many loop closure constraints. Loop clo-
sure constraints have a great impact on the efficiency of the
iSAM2 regarding incremental updates, as these constraints
have influences on large parts of the graph. Thus, the capa-
bility of iSAM2 of updating only small parts of the graph
cannot be utilized most of the time. The subsequent catch-
up filtering also takes several ms. Given the processing time
of the on-line EKF well below 10 ms, the parallel structure
is suitable for on-line operation.
The insertion of one LiDAR scan with approximately
120,000 3D points into the NDT map takes about 7 ms
plus 32 ms for including negative information. Building the
whole map (Figure 4) with about 5,000 scans and taking
negative information into account takes roughly 200 sec-
onds. When operating in environments where no dynamic
objects are to be expected or only mapping over short time
intervals is necessary, negative information may be omitted
resulting in a more than fivefold speedup.

5 Conclusion

In this paper an evaluation of factor graphs for 6DoF SLAM
utilizing the GTSAM framework was presented. The ro-
bustness of the algorithm against sensor failures has been
evaluated and compared for different sensor configurations.
It has been shown that the algorithm successfully mitigates
simulated GPS outages and that aiding the IMU with ad-
ditional sensors or a vehicle model greatly improves the
localization and mapping.
For mapping, a scheme based on NDT maps accounting for
information about free space was introduced. This helps to
filter dynamic objects from the map and allows for error
corrections.
A proposed parallel on-line concurrent filtering and
smoothing scheme was compared to the results of a full
optimization and its timing was evaluated demonstrating its
on-line suitability.
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Figure 9 Mapping in the area of the GPS outage with IMU and GPS only (a); with IMU, GPS, wheel odometry, and
vehicle model (b); with IMU and scan matching (c); reference map without outage using IMU, GPS, wheel odometry,
and vehicle model (d). The height is color coded from blue (low) via green to red (high).
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