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Motivation 
Conventional video systems collect all available information, store it and perform situation 
analysis on the raw material. With the growing number of cameras and other sensors it is 
essential to extract required information as soon as possible to reduce the amount of data. In 
addition, data collected by other sensors (RFID, acoustics, etc.) must be combined with the 
information gained out of the video material. Hence, data must be represented and processed 
on a high level of abstraction. The abstraction leads to new opportunities for privacy 
enforcement and a framework for surveillance systems that follows the fair information practice 
principles [1]. It is possible to maximize privacy and efficiently fulfill surveillance tasks at the 
same time.  
All previous work in the field of privacy protection in surveillance focuses on video. Many 
approaches blur out sensitive regions. Detection and recognition algorithms are error-prone, 
especially in bad lighting conditions or similar. Moreover, blurring can’t be applied, if information 
is collected by heterogeneous sensors. The system proposed in [2] rerenders video to remove 
sensitive information. The approach in [3] follows the same idea in an extremer way. No video is 
presented to the users. Instead, only avatars of the observed objects are shown in a virtual 
model of the real world.  As long as the surveillance data is represented virtually, anonymization 
strategies can be applied. Each object has several attributes (e.g., size, age, color of upper 
body) that can be anonymized.  
Absolute anonymization can only be achieved, if the data is totally scrambled and cannot be 
linked to the original data. Obviously, such data is not useful for all kinds of tasks. Hence, data 
must be anonymized at a reasonable level. When anonymizing raw video, it is not possible to 
specify objective privacy levels. Sensitive information may either be blurred or not. A high level 
of data abstraction allows to apply metrics for anonymization. Consequently, it can be ensured 
that surveillance systems fulfill a certain level of privacy, respectively that specific surveillance 
tasks have access to data of a proper level only.  
Due to the fact that there are different metrics for anonymization, it must be determined, which 
ones are suitable for surveillance. Privacy-aware surveillance systems can be successfully 
designed only, if they are based on appropriate metrics.  
Solutions for surveillance can never rely on technology only; but they must also comply with 
existing law. Furthermore, they must be accepted by the observed people. However, privacy 
enhancing technologies, such as anonymization algorithms, could be used to create legal 
surveillance systems.  
 



Scope of Surveillance for Surveillance Systems  
Surveillance systems have a huge scope of application, e.g., they can be used to detect 
thievery or to protect workers in a danger area. Exemplarily, two contrary categories were 
selected to point out the different requirements for surveillance data. 
Tracking of a single object: This is a typical category in surveillance, e.g., for tracking a visitor 
from the reception to a meeting room. Tasks of this category focus on position data, which is 
quite special in the context of surveillance (see below). All other attributes of a person are either 
not relevant as in the named example, or all attributes are extremely relevant, e.g., surveillance 
of a suspect of crime.  
Collection of data for statistical reasons: Statistical data can be collected for diverse reasons. 
Contrary to the upper task, a single position is not relevant or does not have to be accurate. In 
general, only a subset of all available attributes of objects (e.g., viewing direction, gender) is 
relevant. A typical task would be the detection of consumer behavior, e.g., identification of the 
perfect spot for a product in a grocery store.   
In a modern surveillance system (e.g., [4]), services belonging to different surveillance tasks can 
request information about objects and they can all receive differently anonymized data. A task of 
the latter category can, e.g., receive an anonymized table of all persons that have crossed a 
specific area. The accurate position is substituted by the Boolean attribute “has crossed 
important area” and only the gender of all these people is revealed, no additional information is 
provided.  
 
Metrics for Surveillance Systems 
Metrics for Anonymization are usually applied to tables. Surveillance data at a high level of 
abstraction can be expressed in tables also. Hence, metrics are potentially applicable. A table 
containing non-anonymized data is named private table, an anonymized one is referred to as 
release table. In such tables, an explicit identifier is an attribute that identifies an object directly, 
e.g., a tax number. Obviously, such objects must be removed or anonymized. Moreover, there 
are attributes that can be used to identify objects, if they are combined with other attributes; 
such an attribute is denoted as Quasi-Identifier attribute (QIA). A set of these object identifying 
attributes is named Quasi-Identifier (QI). An equivalence class of QIs (QI-EC) is the set of tuples 
with the same QIA values. Non-identifying attributes that must be hidden from attackers are 
named sensitive.  
In most work, QIs and sensitive attributes are considered to be not disjunct. This assumption 
cannot be made in surveillance. For instance, the position of an object can act as QI (e.g., in 
combination with the height) and is also a sensitive attribute that should not be released. In 
addition, position data has its own semantic, which does not allow the use of regular methods 
for anonymization of numeric attributes. The information content does not change, if it is 
changed by a few inches or yards. Hence, position data must be treated in a special manner. 
Numerous metrics for anonymization exist (e.g., [5]) and two of them have been identified to be 
appropriate for surveillance data, when considering its special characteristics: k-anonymity [6] 
and l-diversity [7].  
If a release table fulfills k-anonymity, each combination of QIs must be assignable to at least k 
objects. This definition does not consider sensitive attributes. A QI-EC fulfills l-diversity, if it 
contains at least l well-defined values for the sensitive attribute. A table fulfills l-diversity, if all 
QI-EC fulfill l-diversity.  



However, k-Anonymity is not appropriate for position data. If many people are at a small spot, 
the semantic information of each position is the same, i e., all tuples of the QI’s equivalence 
class have the same sensitive attribute and a known user attack can be performed.  
One solution is to decouple the aspects of being a QI and a sensitive attribute for position data. 
Therefore, the attribute region is introduced as well as a function hf  of a position ),( yx  to a 
region r: rxfh →),(: . Region now contains the sensitive information and the exact 
arrangement is depending on the specific context. As a consequence, position data is a QI only. 
The differentiation of the semantic information is performed in the attribute region. Two metrics 
can be used to measure the differentiation of the sensitive aspect: l-Diversity and t-Closeness. 
The later has several disadvantages, if used in surveillance. When observing a single object, 
always exactly one equivalence class is created, which contains the object. Hence, t-Closeness 
is fulfilled trivially. Even when collecting data for statistical investigation with multiple objects, t-
Closeness can be used only, if a critical amount of data is collected.  
 
A Framework for Anonymization 
Based on the determined metrics, a framework for anonymization must consist of the following 
modules. Figure 1 shows the progress of anonymization that can be split in three parts (1.x, 2.x 
and 3). At the left side, users can interact with the system. The core component is the Privacy 
Manager that contains modules for anonymization and a module for Identity Management (IdM). 
The collected surveillance data is stored at a central server (right side). 
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All communication in 1.x is for handling IDs. The IdM module is responsible for mapping internal 
(private) IDs IDint to external IDs IDext. The external IDs can then be used to perform requests 
(2.1/2.2) for position or data (all other attributes). The Anonymization proceeds in 2.x. At first, 
the maximal request rate � is checked to prevent location tracking by repeatedly sending 
requests. The History module logs performed anonymization to prevent that attacks can be 
performed by combining released tables. The module for Position privacy ensures k-anonymity 
and l-diversity of a released position data by generalization, based on the Algorithm from 
Bamba and Lui [8]. For each response regarding a specific object, it is ensured that the returned 
area (generalization of an exact position) contains at least k-1 other objects. Furthermore, a 
response must span l regions (which must be defined beforehand). The module k-Anonymity 

Fig. 1. Framework for Anonymization. 



enforces k-anonymity for all other attributes. The l-diversity Module applies the second metric to 
all other attributes as well. Therefore, a random part of other private data containing the same 
private attributes is selected and its distribution of values is applied to the release table. In 
conclusion, the records in the release table are mixed to prevent attacks on too static tables. 
The final private table is then released to a service or user (2.10/2.11). After finishing a 
surveillance task, internal IDs that are blocked by the IdM (to prevent further attacks) are 
released (3).   
 
Legislation  
From a legal point of view, modern and intelligent surveillance systems have several pros and 
cons. One disadvantage is that modern IP-based systems can be easily linked with each other. 
Hence, area-wide surveillance is possible. In addition, modern systems can autonomously 
identify objects. Data collected by multiple sensors is fused to an early point in time and as in 
conventional systems, information about objects is stored.  
On the other hand, sensors used in modern systems are less intrusive, i.e., they only transmit 
relevant and abstract data. Furthermore, these sensors can be activated selectively for specific 
surveillance tasks. Task-oriented systems also ensure that data is only used for the specified 
purpose and can easily be deleted. Anonymization strategies can be applied to data and the 
linkage to the private material can only be revealed, if necessary (e.g., if it is requested by 
court). 
In summary, an intelligent surveillance is a huge invasion of privacy, especially of the right to 
self-determination. Nevertheless, if it is based on the technological realization of data protection, 
a modern surveillance system can be evaluated to be less invasive then a conventional 
surveillance system.   
 
Summary  
It has been shown that existing metrics can be applied to surveillance systems, if the 
characteristic of surveillance data is considered. As a result, privacy can be measured in 
systems that handle privacy on a high level of abstraction. Based on the metrics, privacy can be 
enforced by a Privacy Manager framework. Task-oriented surveillance and anonymization lead 
to less invasive surveillance systems. It remains, however, an open question, whether these 
systems will be accepted by the users, the society.  
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