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ABSTRACT
Personalization in principle cannot happen without information
about individuals, requiring personalization systems to complywith
official privacy regulations. However, in order to design personal-
ization systems that provide the best possible privacy-related user
experience, a more human-centered perspective has to be taken
into account. As a first step towards this goal, in the present work
we show the setup and results of an online survey investigating
the relation between the intention to disclose certain categories of
personal data and the type of benefit promised by personalization.

CCS CONCEPTS
• Security and privacy → Human and societal aspects of se-
curity and privacy; • Human-centered computing → Empiri-
cal studies in HCI .
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1 INTRODUCTION AND BACKGROUND
By its very nature, disclosure of personal information is an essential
prerequisite in the context of personalization [14]. How else could
personalization systems recommend contents or products matching
individual interests or adapt the presentation and interaction mech-
anisms of user interfaces according to individual needs? However,
intensified by public discussions in media, people are increasingly
privacy concerned [7, 20]. Users are unsure about what happens
with their personal data or feel threatened by hackers [9].

One means that many privacy regulations and recommendations
incorporate in order to address this issue is the principle of data
minimization. It requires that personal data is “adequate, relevant
and limited to what is necessary in relation to the purposes for
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which they are processed” [5, art. 5 par. 1 lit. (c)]. Traditional ap-
proaches often start from usage data that is already available or can
be collected easily [13].

Argumentation regarding privacy and why certain data is re-
quired for the personalization purpose might be difficult in these
cases. The field of privacy-enhanced personalization therefore starts
from the privacy perspective and aims “to strive for best possible
personalization within the boundaries set by privacy” [14, p. 26].

However, the question regarding how much and what kind of
information users are willing to provide cannot be answered easily.
Personal data is not only of economic value but also has a specific
value for individuals. In the framework of the Privacy Calculus
Theory [3], the intention of disclosing personal data results from
rationally weighing against each other potential risks and benefits.
Thus, the decision to disclose data or not can be influenced by
the type of data to be disclosed (risk) [14] as well as the benefit
promised in return for the data disclosure (utility) [2, 16].

However, as Norberg et al. describe in the so-called Privacy
Paradox [17], the phenomenon that people do not actually behave
according to their expressed intentions with regard to the disclo-
sure of personal information still makes it hard to understand how
people decide about data disclosure. The authors argue that the
intention to provide personal data is mainly driven by an assess-
ment of the associated risk while actual disclosure behaviour is
more influenced by an evaluation of trust in the organization that
receives the data.

The level of trust in the receiving organization is a major factor
that is taken into account when people decide on disclosure of
their personal data [1, 12]. Not disclosing data because of lacking
trust might result from the fact that today users are oftentimes
confronted with an all-or-nothing decision in privacy policies. In-
stead, providing them with more fine-grained control can lead to
improved trust by users in the organization asking for personal
data [15]. Knijnenburg and Kobsa aggregate the factors of trust
and self-anticipated satisfaction under the concept of user experi-
ence and show that better user experience finally leads to increased
actual disclosure of personal information [12].

In general, positive user experience is known to emerge when
basic needs of the users are addressed [8]. Those needs can also be
used to systematically design interactive products or services in or-
der to provide users with positive experiences [6]. For example, the
satisfaction of the need for influence might explain the positive ef-
fect of more detailed privacy policies [15]. Conversely, the violation
of existing user needs leads to negative user experiences associated
with the respective product or service. Thus, the existence of the
privacy paradox potentially has a negative impact on the overall

https://doi.org/10.1145/3314183.3323672
https://doi.org/10.1145/3314183.3323672


user experience of personalization systems. It might violate users’
needs for competence, self-expression, influence and even secu-
rity when becoming aware that personal data was disclosed that
actually was intended to be kept private.

Thus, given that data disclosure is a prerequisite for the purpose
of personalization, minimizing the effect of the privacy paradox
by focusing on users’ disclosure intention can lead to an improved
overall user experience. In order to enable the design of such per-
sonalization systems, it is essential to understand how different
factors influence the emergence of users’ intentions to disclose
personal data.

2 RESEARCH QUESTION AND HYPOTHESES
With the aim of contributing to privacy-enhanced personalization
processes and hence, better user experience, we designed a study
that helps to better understand if and how the intentions of a user
to disclose certain categories of personal data depends on the type
of benefit promised by a personalization scenario. According to the
privacy calculus model, different types of data categories represent
different levels of risk and the utility of personalization was varied
by presenting different benefit scenarios in this study. Following
the overall research question just mentioned we established three
hypotheses as follows.

First, previous studies [12, 14] suggest that people value some
categories of personal data more than others in their individual
privacy calculus. Accordingly, we expect that participants will agree
to disclose some data categories more often than they do for other
categories:

Hypothesis 1 (H1). The intention to disclose personal data de-
pends on the type of data category.

Second, personalization services and personalized products can
provide diverse types of benefits like saving time or getting some-
thing unique (see section 3.1 for the list of benefits used in this
study). We expect that people in general value some of the benefits
promised by personalization more than others in their individual
privacy calculus. Accordingly, these types of benefits will moti-
vate participants to disclose more personal information than other
benefits:

Hypothesis 2 (H2). The intention to disclose personal data de-
pends on the benefit scenario promised by personalization.

H1 and H2 refer to the variation of disclosure intention related
to either data categories or benefit scenarios separately. However,
we expect that there is a connection between both factors and
consequently identifying some categories of personal data that are
more dependent on the type of personalization benefit than other
categories:

Hypothesis 3 (H3). The intention to disclose personal data is the
result of an interaction between type of data category and benefit
scenario.

3 STUDY DESIGN
An online survey was conducted in Germany over the course of 10
days in order to evaluate the hypotheses mentioned above.

3.1 Apparatus and materials
As, to the best of our knowledge, no suitable stimulus material for
our purpose and in German language could be found in previous
research we developed item stimuli (data categories and personal-
ization benefit scenarios) in the first step.

Data categories. A list of 17 categories of personal data was
developed from which participants had to decide to disclose the
respective information or not (Table 1). The list includes 8 data
categories referred to as special categories of personal data accord-
ing to the General Data Protection Regulation (GDPR) due to their
sensitivity [5, art. 9 par. 1]. These special data categories which
are marked with an _s in the table below. The remaining 9 data
categories and the examples for each category were derived from
websites concerning privacy [4, 10].

Benefit scenarios. A list of 10 benefit by personalization scenarios
was developed to point out the various positive outcomes personal-
ization can have which consequently are likely to have an impact on
a person’s privacy calculation. The benefit scenarios where devel-
oped during a group discussion in a research team of psychologists
and user experience experts. The list consists of benefits being dis-
cussed in the High Performance Center for Mass Personalization1
or in past research [2, 16]. Some of the benefits refer to basic need
theories [19]. In order to prevent participants to rate the potential
influence of the data categories on the personalization of a specific
product we used abstract descriptions of the potential benefits. To
prevent trust to influence the disclosure intention, the scenarios
did not mention a receiving organization of the disclosed data.

The stated question (here exemplified for the benefit of saving the
environment) was If you were to save the environment by the person-
alization of a product, what kind of data would you disclose in return?
or a slightly adapted version of it. Benefit scenarios were as follows
(translated from German): save the environment, save money, save
time, get something unique, get something absolutely appealing,
facilitate decisions, experience something new, do something good
for health, get closer to a personal goal, enhance security.

Privacy Concern. A German translation of the Concerns for In-
formation Privacy (CFIP) questionnaire [7] was used in order to
assess the participants’ individual levels of privacy concern with
regard to organizational privacy practice. The instrument consists
of 15 items which had to be rated on a seven-point Likert scale
ranging from do not agree at all to totally agree (see [7] and [20] for
a detailed description of the tool).

Technical Affinity. The TA-EG questionnaire [11] was used in
order to evaluate sample characteristics concerning level of techni-
cal affinity. The authors define technical affinity as a personality
trait expressing a person’s positive attitude, enthusiasm and trust
towards technology. Further, we added a control question Basically,
I do not use electronic devices. We presume that people do have to
use electronic devices when being part of an online study panel
and filling out online surveys. Thus, we concluded that participants
rating this question with totally agree or rather agree did not par-
ticipate in the survey seriously and consequently were excluded
from the study sample. Hence, in total 20 items had to be rated on
a 5-point scale ranging from do not agree at all to totally agree.

1https://www.masspersonalization.de/
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Table 1: Categories of personal data used in the online questionnaire (translated from German)

ID Title Examples

racial_s racial or ethnic origin skin color, ethnicity, nationality
political_s political opinions political interest, opinions regarding current topics, voting behavior
religious_s religious or philosophical beliefs values and moral concepts, faith communities, conscience
associations_s membership in associations political parties, trade unions, associations
genetic_s genetic data biological ancestry, disease dispositions, DNA analyses
biometric_s biometric data for unique identification fingerprints, facial images, iris scan
health_s physical or mental health diagnoses, health, medications
sex_s data concerning sex life sexual orientation, frequency, prevention

IDs identification numbers social security number, ID number, personnel number
demo demographic data age, date of birth, marital status
contact contact information home address, phone numbers, email addresses
physical_charact physical characteristics weight, hair color, shoe size
financial financial situation capital assets, income, liabilities
profession professional training and occupation attended schools and universities, obtained degrees, past occupations
relationships relationship with other persons relatives, colleagues, frequency of contact
abilities physical and mental abilities visual acuity, maximum grip force, IQ
thematic thematic interests hobbies, leisure activities, musical style

3.2 Procedure
After opening the online survey, the concept of personalization and
the procedure of the study were explained to the participants. An
example trial illustrated the task (see Figure 1): In each trial, a benefit
scenario was presented as well as a list of data categories. Benefit
scenarios and data categories were presented in a randomized way.
For each benefit scenario the participants had to select all of the
data categories they intended to disclose for the personalization
of a product with the stated benefit. Chosen data categories had
to be dragged to the box your choice (see Figure 1). After having
completed the procedure for 10 benefit scenarios, participants filled
out the TA-EG [11] and the CFIP [7]. The survey was designed to
take 15-20 minutes for full completion and was carried out using a
self-hosted installation of the online survey tool LimeSurvey2.

3.3 Study Sample
Participants were invited to the online study via a certified German
panel provider and sample quotas regarding sex and age distribu-
tion representing German population were set as inclusion criteria.
A total of 1,121 participants filled out the survey completely. Data
sets were sorted out when participants answered the control ques-
tion (see 3.1) in a conspicuous way (110 drop-outs). Further, outliers
were defined via overall time needed to fill out the survey (cut-off
maximum:mean + 1, 5 ∗ IQR (80 drop-outs), cut-off minimum: set
to 10 minutes (368 drop-outs)). Additionally, 2 participants were ex-
cluded due to overall missing values in the CFIP. Thus, the final data
set included 561 participants (45% male) with an age distribution
similar to the proposed census age distribution.

Descriptive statistics of the CFIP and the TA-EG were analyzed
in order to identify noticeable characteristics of the study sample.
For the CFIP, the overall mean (median) was 6.00 (6.21) and means
per participant ranged from 1 to 7 points (SD = 0.76). The overall

2https://www.limesurvey.org/

mean score was slightly higher compared to past findings [20]. For
the TA-EG the overall mean (median) was 3.24 (3.25) and means per
participant ranged from 2.20 to 4.10 points (SD = 0.36). The charac-
teristics suggest that the sample is, against our expectations, rather
highly concerned about privacy and not exceptional concerning
technical affinity.

4 RESULTS
For analyses, the dichotomous variable (intention to disclose data
or not) was transformed into relative frequencies. First, descriptive
statistics of variables serving as manipulation checks are reported
and second, hypotheses are tested.

Manipulation Checks. As manipulation checks, the influence pri-
vacy concerns as well as data sensitivity level (as described in 3.1)
on data disclosure intention was analyzed. This was necessary in
order to test the general plausibility of the design of the study as
material was used for the first time. A small to medium sized corre-
lation between privacy concern scores and the total amount of data
a person intended to disclose was found (r (559) = −.21,p < .01). It
indicates that, as expected, participants with higher privacy con-
cern scores intend to disclose less data compared to participants
with lower privacy concern scores. A paired-sample t-test indi-
cates that significantly less sensitive data as defined in the GDPR
(M = 0.23, SD = 0.23) was intended to be disclosed compared to
the other data categories (M = 0.35, SD = 0.23; t(560) = 21.72,p <
.01,d = 0.92). The results support the design of the study.

H1: Data Categories. In order to evaluate whether the different
categories of data vary with regard to the frequency with which
they are intended to be disclosed, data was collapsed over all benefit
scenarios. Boxplots of all data categories are shown in Figure 2 re-
vealing a heterogeneous pattern. For some data categories variance
was quite large (e.g. racial, demographic) and for other categories
quite small (e.g. IDs, biometric). Means indicate that on average
some data categories were intended to be disclosed more often (e.g.
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Figure 1: Screenshot of the example trial presented to participants explaining how to select data categories by Drag & Drop
they would disclose for each benefit scenario.
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Figure 2: Boxplots displaying the relative frequencies with which data was intended to be disclosed depending on type of data
category (left) and benefit scenario (right). Small crosses indicate group means, vertical bars medians and dots outliers.

thematic interests) compared to others (e.g health information). As
the values of the dependent variable were not distributed normally,
a non-parametric Friedman test was conducted. The results indicate
that the amount of information intended to be disclosed differed sig-
nificantly depending on data category (χ2(16) = 2929.75,p < .01)
resulting in a large effect.

H2: Benefit Scenarios. In order to evaluate whether the different
benefit scenarios had an effect on the amount of data a person
intended to disclose, data was collapsed over all data categories.
Boxplots of all benefit scenarios are shown in Figure 2. The variance
was quite large over all benefit scenarios and means differed slightly
after visual inspection. As the values of the dependent variable
were not distributed normally, a non-parametric Friedman test was
conducted in order to evaluate differences in benefit scenarios. The
results indicate that the amount of data categories intended to

be disclosed differed significantly depending on benefit scenario
(χ2(9) = 246.57, p < .01) resulting in a moderate to large effect.

H3: Interaction of Benefit Scenario and Data Category. The inter-
action between benefit scenario and data category was analyzed in
an exploratory way employing a heat map (see Figure 3). For each
combination of data category and benefit scenario the color pattern
indicates the relative frequencies with which the data was intended
to be disclosed (e.g. a red box implying lower frequencies than a
yellow box). The following observations can be made by analyzing
the heat map visually.

First, the figure can be inspected column wise. It is interesting
to note that for some data categories the pattern is rather homoge-
neous indicating that this data category is intended to be disclosed
with a certain frequency independent of benefit scenarios (e.g. over-
all low frequency for financial situation data and comparatively high



Figure 3: Heat map displaying the relative frequencies data categories were intended to be disclosed with for all combinations
of benefit scenarios and data categories (e.g. 0.1 = 10% of the sample intended to disclose information of this data category for
the stated benefit through personalization).

frequency for demographic information). For other data categories
columns are colored heterogeneously indicating that disclosure
intention of data depends on benefit scenario (e.g. the frequency to
disclose information about someone’s abilities seems to increase
in the case of promised health benefits through personalization
compared to the benefit of time saving). To summarize, for some
data categories, the intention to disclose information depends on
benefit scenarios and for some data categories, this decision is inde-
pendent of the benefit scenario. Further, it is noticeable that when
comparing GDPR special categories of data (marked with an _s)
to other data categories, the division is not clear-cut: For instance,
financial information was intended to be disclosed very rarely over
all benefit scenarios even though not being referred to as a special
category of data whereas data concerning racial or ethnic origin
was disclosed more frequently than expected for a sensitive data
category. On average special categories of data were disclosed less
frequently than other categories of data, although particular cases
deviate from this pattern. The results suggest that data that allows
definite identification of a person (e. g. IDs, genetics) was intended
to be disclosed less frequently (with the exception of contact infor-
mation) compared to data that cannot identify a specific person.

Second, data can be inspected row wise, i.e. for each benefit
scenario. Here, it has to be noted that for each benefit scenario
a heterogeneous pattern is observed regarding the frequencies of
disclosing the different data categories. For none of the benefit
scenarios every data category or none of the data categories was
intended to be disclosed. Further, the graphic suggests that for

certain benefit scenarios like Security and Health the color pattern
is slightly lighter and hence indicates that data was intended to
be disclosed more often. In contrast, for the benefit scenarios Save
Time and Decisions, the color pattern tends to be darker suggesting
rather low frequencies of disclosure intention. The results suggest
that for the satisfaction of basic human needs like health or safety
disclosure of data is more likely.

Third, analyzing the heat map in an overall manner, it can be
concluded that the frequency personal information is intended to
be disclosed with depends on the interaction of benefit scenario
and type of data category. The combination for which the highest
percentage of participants would disclose datawas thematic interests
for the benefit of getting something perfectly appealing through
personalization (65% of the sample). In contrast, only 7% of the
sample would disclose data concerning IDs for the benefit of getting
something new. Further, regarding color pattern consistence most
notably, the pattern for theHealth benefit scenario deviates from the
overall gradient in the data categories regarding physical andmental
abilities, physical characteristics and genetic data. Smaller deviations
can be identified for the Money benefit scenario in combination
with financial situation data as well as for the Security scenario and
the biometric data category. These pattern deviations suggest that
participants more likely intent to disclose data when they expect
some relation of that data to the promised benefit even though only
abstract benefit scenarios were used in the study.



5 CONCLUSION AND FUTUREWORK
In the present work, the trade-off between the intention of data
disclosure and personalization benefit was evaluated in an online
study. An interaction between type of data category and benefit
promised by personalization was found. The results suggest that
data from a specific data category is less frequently intended to
be disclosed when it allows distinct identification of a person (e.g.
genetic data). Additionally, findings indicate that people are more
willing to disclose data when in the promised benefit scenario basic
human needs like health or security are fulfilled. This makes sense
from an evolutionary perspective.

This work presents a first step into understanding better the
intentions to disclose personal data in the framework of the pri-
vacy calculus. As the study was run in Germany and privacy is
culture dependent [18], the results are limited in generality to other
countries. Replicating the study in other countries, with different
nationalities or against the background of other social norms might
reveal different patterns. Further, exploratory analyses presented
here can be extended by more detailed analyses of the combinations
of data categories and benefit scenarios. The heat map suggests
vaguely that participants do evaluate if there is a reasonable link
between data category and benefit scenario and that disclosure of
data is more likely in cases where this relationship is more obvious
(e.g. disclosure of financial data for a finance-related benefit). It
would also be helpful to develop a theoretical framework in or-
der to better understand the complex interaction of the variables.
Moreover, is was interesting to see that the distinction between
special data categories and other data is not clear-cut. Hence, it is
not sufficient to only protect strongly the types of data that are
referred to as special categories in current privacy legislation since
other categories of personal data can also be of very high value for
users and have to be treated carefully.

To conclude, this study allows insights into the decision making
process of data disclosure for the purpose of personalization. The
results suggest that the interaction of data category and promised
benefit by personalization has to be taken into account when aim-
ing at designing personalization processes in an user experience
friendly way. Empowering users to align their actual disclosure
behaviour to their individual intention to disclose of personal infor-
mation will help to prevent the privacy paradox and thus, result in
an improved user experience of personalized products and services.
Finally, individual differences between users lead to the challenge
to implement some kind of meta personalization of the personal-
ization process itself including privacy-related mechanisms. This
challenge has to be overcome in order to guarantee a positive user
experience in the context of personalization.
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