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Abstract

The Grid paradigm implies the sharing of a variety of resesi@cross multiple administrative domains. Assuming
that such an environment is highly dynamic, it is essentiatstract potential drawbacks away from resource users
and resource providers. One crucial aspect in designingoperhting Grids to gain the respective abstraction is the
provision of a sophisticated scheduling and resource neamagt framework. Experience shows that scheduling a
single resource like an HPC system is already a challengethbuco-ordinated scheduling of multiple resources
to automatically process a complex work flow is impossibléhé capabilities of resources are not a priori known.
We propose to make scheduling-specific parts of such knaeledploitable by introducing a scheduling domain
ontology. This ontology provides a common semantic unedadihg to be shared between the components involved
in the scheduling process. By agreeing upon and integratinf an ontology we increase the automation level and
make usage and administration of Grids easier.

1 Introduction

Hiding the complexity of future generation Grids from thelarser is one major task to be solved en route to make the
daily use of Grids real. Relieving the system administraféhe burden to manually tweak his Grid system to integrate
and deal with external, usually unknown, resources is theraide of the coin when making Grids a technology for
a broad community. These requirements are based on an empotiservation which could be made in Grid testbeds
and production-oriented Grids over the last years: Usedssgatem administrators of Grid systems are well advised
to have specific knowledge apart from their default usagélprabout major aspects of their Grid environment (as
there are architecture, resources, policies, etc.). la oasisers this regularly implies detailed knowledge abbat t
structure of jobs and work flows, while system administastruggle e.g. with the integration of resources into
diverse resource management systems.

Scheduling and resource management is a crucial aspecattoamue these drawbacks and make Grids usable and
easy to administrate, especially if one faces challengessikamlessness, resource autonomy and platform indepen-
dence [1]. Reconsidering the above-mentioned examples &rcesource management point of view, the user needs



specific knowledge in order to find and select the appropsiaeces for information retrieval and negotiation to make
the decision where and when to use Grid resources for herAdministrators, however, have to manually provide
resource knowledge in a format consumable by users for @gepurce they integrate into a Grid.

Delegating these processes and responsibilities from hsitnanachines raises the need to provide this knowledge
in a machine-processable form. This paper focuses on ctsaad work in progress to create knowledge which is
needed for scheduling in Grids and therefore helps to fatglithe issues addressed above: the Grid Scheduling
Ontology (GSO). The roots of this work originate in the GlbGaid Forum (GGF, [2]) and will most likely converge
to a GGF Working Group (WG), probably in close cooperatiotingiplanned GGF Research Group (RG) on resource
ontologies. Requirements for this work come from and resoftthis work will be used in several national and
European projects, as there is for example VIOLA [3].

Subsequently we picture the environment the Grid Scheg@intology will be deployed to and derive the re-
guirements based on some usage scenarios in this environRadlowing that, we introduce the instruments which
will be applied to realise a Grid Scheduling Ontology (seeti®a 3). The ontology itself, its objectives and realisati
are subject of Section 4, while the final part of this docunsemimarises problem and solution and provides a brief
outlook onto the future of resource management and schepsyistems.

2 Environment and Requirements

The environment we are dealing with is scheduling and resoomranagement of Grids and our primary focus is the
semantic description of entities related to schedulingusTive concentrate on an ontology for the Grid scheduling
domain.

Grids of today more and more integrate heterogeneous hegdwma operating systems located in different admin-
istrative domains. Taking into account heterogeneitg, aittonomy, and site policies, scheduling of a single resour
in this environment is already a challenging task. Scheduif several independent resources to execute a complex
work flow with temporal dependencies is hardly possible waithay’s Grid middleware if the resources’ capabilities
and constraints are not known in advance. To perform suchedsding task knowledge about and understanding of
the environment is required on several levels:

e Single resources are described in a site-dependent way.
e Local scheduling systems provide different formats anerfates to describe and manage resources.

e A meta-scheduler uses specific methods to map a user requibsgt tequests addressed to the different local
scheduling systems [4].

As implicitly mentioned above human involvement in the stifilng process can be basically classified into user
and provider roles. The respective classification on machenel divides according to [5] the resource space into
Resource Requesters (RR) and Resource Providers (RP3eRiete that an entity can be a RR and a RP at the
same time as the example of a meta-scheduler shows, whehsetresource requester to underlying schedulers but
may take the provider role with respect to superordinatbedalers. With regard to these classifications the main
requirement is to automise the mapping from Resource Régugsace to Resource Provider space (and vice-versa)
and at the same time reduce the manual intervention of usdqsraviders in the scheduling and resource management
process.

At this point resource ontologies come into play as poténtizseful instruments that provide a sophisticated
approach to categorise and draw relationships betweenattieug ways resources and services are described and
requested today, finally leading to a shared and common staaheling of resources and services. A scheduling
domain ontology seems to be a promising way to introduce kedye exploitable by machines into the scheduling
process in Grids. If such an ontology is shared among theuresdrokers, resource management systems, and
schedulers the discovery of resources or services and tpeintaof user requests to resources may become less
arbitrarily. At the same time negotiation between sitedwiifferent resources available under different schedulin
policies will become more distinct and may be carried oubanatically by a meta-scheduler.
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Figure 1: Ontology building life-cycle [6]

3 Process and Instruments

The process of building an ontology is pictured in Fig. 1.ekftlefining purpose and scope of the ontology a major
prerequisite to be satisfied before actually building thlmgy is the knowledge acquisition step. Apart from that th
language and representation of the ontology must be fixedtechaical level and subsequently the appropriate tools
have to be selected. The building of the ontology itself iarmative process where the three steps conceptualisation
encoding, and integration of existing ontologies are regggperformed (conceptualisation in the case means dgfini
classes that represent domain concepts, determiningatteiiutes, and assessing the relations between the g)asse
This is the ontology learning phase where each iteratioroixcitded with a consistency check of the emerging
ontology. Once the ontology appears to comprise the domaiwledge in a consistent way the building process
is followed by an evaluation of the ontology. In the succagdiaragraphs we exemplarily describe the knowledge
acquisition step and the language and tools we have selasiedtruments to realise the Grid Scheduling Ontology.

3.1 Knowledge acquisition

The Grid Scheduling Dictionary — Terms and Keywold$ is an informational document produced by the Global
Grid Forum and indexed as Grid Forum Document 11 (GFD.11k furpose of the dictionary is, as stated in the
Scheduling Dictionary Working Group’s (SD-WG) charter,"@reate a dictionary to define common terms used by
various schedulers, both local and grid-level” [8]. Thetidicary contains inter alia a linked list of terms and their
definitions. The term “Scheduling” for example is defined @ké process of ordering tasks on compute resources
and ordering communication between tasks. Also, knownasiibcation of computation and communication ‘over
time’”.

The purpose and scope of the Grid Scheduling Dictionary nita&e ideal input to the knowledge acquisition
process. In addition the format of a dictionary which coméaierms, their definite description and relations be-
tween the terms reduces the effort to transfer this donaéeific piece of knowledge from a human-readable into a
machine-processable form. Apart from the dictionary comarline parameters from interfaces and APIs of available
scheduling systems have been considered as input as waltegipl new terms which evolved since the dictionary
has been created.
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3.2 Semantic Markup Languages and Tools

In general machine processable ontologies are created ssimantic markup languages. Compared to a markup
language the semantic markup language includes additinfamation attempting to encode the meaning of the
content described using the markup language. These laaghage evolved over time each new one adding another
layer with higher abstraction and thus more ease of use amd fuoctionality (see Fig. 2). As depicted, XML and
XML Schema are providing the basis for all semantic markuygleges by defining the syntax rules for markup
languages.

OWL Full
OWL OWL DL
OWL Lite

DAML+OIL

RDF Schema

RDF

XML, XML Schema

Figure 2: Semantic markup languages stack

On top of the XML/XML Schema layer RDF [9] is build which is tisemplest of the markup languages. An RDF
document s basically made of statements consisting oéstilijredicate, object, also called triples, and attribatee
pairs. As RDF was difficult to use for less experienced uskesRDF Schema specification [10] (RDFS) was created
on top of RDF providing a formal definition of RDF and addingsdes and properties.

In RDF/RDFS everything that is named with a Uniform Resoudemntifier (URI) is a resource and may be
accessed through this URI. RDF resources can be web pageputer codes, data, hardware, algorithms, research
groups, etc. On top of RDFS several other languages are, leaitth defined in terms of the respective lower layer:

e DAML+OIL [11]is a combination of the DARPA Agent Markup Langge (DAML) ontology language (DAML-
ONT) and OIL, which is the ontology inference layer for RDFS.

e The Web Ontology Language [12] (OWL) is based on DAML+OIL asd W3C recommendation since 2004.
OWL provides three increasingly expressive sublanguagethere are OWL Lite, OWL DL and OWL Full.

Our language of choice is OWL DL since it is based on Desaiptiogics and therefore allows automated rea-
soning over an ontology. Due to its richer language OWL Fa#ginot allow this, while the OWL Lite syntax is too
simple to fulfil the requirements of the Grid Scheduling Oogy.

While it is possible to write RDF XML (or DAML+OIL or OWL) usig a common text editor this work is tedious
and feasible only for small and simple ontologies. To overethis limitation a number of tools have been developed
supporting the creation and maintaining of complex DAML£@F OWL ontologies: OntoMat, Chimaera, PC Pack,
Protégé, and others, including commercially licensemtipcts. For the Grid Scheduling Ontology we decided to use
Protégé [13] (see Fig. 3) from the University of Stanfoscaa authoring tool for several reasons:

e Protégé supports the creation of OWL ontologies.

e |tis extensible through plug-ins.
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e Itis based on HP Lab’s Jena package which might later be s#&ipke-store with query functions.

e Protégé has built-in support for the RACER [14] infererogine and reasoning system.

e Itis written in Java and available under an Open Sourcedieen
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Figure 3: The Protégé ontology editor

4 Grid Scheduling Ontology

The question to be answered before naming the objectiveddfining a Grid Scheduling Ontology is “What is
an ontology?” This may be an easy discipline for people wm@dlin Semantic Web or Semantic Grid work, but
experience teaches that the term ontology is in generalawkno domain experts providing the knowledge to create
one. There is no universally valid definition, therefore somidely-used are listed here:

o “... for them [Artificial-intelligence and Web researcheas ontology is a document or file that formally defines
the relations among terms. The most typical kind of ontolfmgyhe Web has a taxonomy and a set of inference

rules.” [15]

e “A specification of a representational vocabulary for a ebdadomain of discourse — definitions of classes,
relations, functions, and other objects — is called an ogtp! [16]

e “‘Ontology’ the term used to refer to the shared understagdif some domain of interest which may be used
as a unifying framework ..." [17]
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4.1 Challenges and Objectives

As Grids are more and more comprising heterogeneous haecwna operating systems while stretching across dif-
ferent administrative domains, scheduling of a single wes® has already become a challenging task. Automatic
scheduling of several resources with different propettiesxecute a complex work flow with temporal dependencies
is not possible if the resources’ capabilities and constsaare not known in advance. This knowledge has several
facets: the site-dependent way of describing resourceglifferences between local scheduling systems in describ-
ing and managing resources and the methods a meta-schadeteto map the single user request to the individual
requests addressed to these local scheduling systems.

Resources and resource requests today are usually desgsing descriptive and constraint languages. Different
technologies available in Grid systems are used to ensatett exposed capabilities of a resource match the ones
requested: exact syntactic matching, as done in Condorg¢8lactic translation, as done in Globus [19], or database
lookup and mapping, as done in UNICORE [20]. The major achgabf such approaches is the little overhead as the
knowledge is already built in the system. Disadvantages are

e The development of Resource Provider space and Resource®egspace descriptions (see also Section 2)
must be synchronised.

e The low flexibility to react on changes in RP or RR.

Using ontologies certainly holds overhead creating anchtaaiing the ontologies (although once published, an
ontology might be used without additional effort in othevieonments, too). On the other hand there are several
advantages in the usage of an ontology:

e The technology developed for the Semantic Web can be erploit
e The development of RP and RR space ontologies may happepeindently.
e The high flexibility to react on changes in RP or RR.

This comparison of advantages and disadvantages of theeatiff approaches shows that ontologies come up as
potentially useful instruments which provide a sophigédapproach to categorise and draw relationships between t
various ways resources and services are described todapbjéctive of a Grid Scheduling Ontology and the services
exploiting it is to introduce knowledge exploitable by mads into the scheduling process in Grids. Recapturing the
definitions cited above we can rephrase the objective afdlicing a Grid Scheduling Ontology as to:

Drive the evolution of a shared understanding of the GridesttHing domain usable for various forms of machine
and human interactions.

When such an ontology will be shared among the resource tgokesource management systems, schedulers
and the corresponding user agents or clients of the scimgdsyistems, the processes of finding resources or services
and mapping user requests to resources in the Grid may bezasier. While there are already several examples in
different projects for using ontologies in the process aédéng resources in the Grid and determine their capagslit
[21] less has been done dealing with the resources of thelslihg and resource management domain itself. The Grid
Scheduling Ontology aims to fill this gap and will allow neigtibn between sites with different resources available
under different scheduling policies to become more distimd carried out automatically by a meta-scheduler.

4.2 Realisation

One driving force for the development and usage of ontogd@nguages and tools was the idea of a Semantic Web.
Originating from a Web (Service) environment ontologies aasy to integrate into the future versions of service-
oriented and WSRF-based Grid systems like upcoming impiatiens of UNICORE or the Globus Toolkit. At the
same time local schedulers, meta-schedulers, and resmartggement systems deployed as Web — or Grid Services
will become available as results of different projects.

After the meta-scheduler receives a request to schedubecajoprising multiple resources the meta-scheduler will
start querying the individual local schedulers about thejabilities. So if the inference engine returns for exampl
“NQS and OpenPBS are schedulers not capable of doing advasessation” the meta-scheduler is able to decide
that a remote scheduling system (controlling a resourcdeteéor a job) that is exposed as “NQS” is not suitable
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to schedule a component of an application that has to runrallphwith other components using other resources.
The RACER inference engine will be used to find out for eacledaker to which class of schedulers it belongs and
whether the scheduler has the necessary capabilitiesd Baisthis knowledge the meta-scheduler starts negotiations
with the appropriate local schedulers. The set of apprtgsieéhedulers may be empty, of course, because none of the
resources available has a local scheduler with the negesapabilities, e.g. advance reservation or interactiweais

the resource.

4.3 Example Use Case

The first use of the ontology will be in the framework of the \Ui®project [3] where a meta-scheduler makes use of
the ontology to identify remote scheduling systems and tteghabilities. VIOLA' first generation Meta-Scheduler
architecture focuses on the scheduling functionality evhiinimizing changes to the UNICORE system (for a descrip-
tion of the basic UNICORE architecture please refer to [288 depicted in Fig. 4 in light grey, the system comprises
of the Agreement Manager, the Meta-Scheduler itself [28},$cheduling Ontology and a Meta-Scheduling plug-in
(which is part of the client and not pictured separately¥oBesubmitting a job to a Usite, the Meta-Scheduling plug-
in and the Meta-Scheduler exchange the data necessaryedudetthe resources needed. The Meta-Scheduler is then
(acting as a Agreement Consumer in WS-Agreement terms §@8acting the Agreement Manager to request a cer-
tain level of service, a request which is translated by thedggr into the appropriate commands of the local scheduler
once the remote resource management system/scheduleognieed and its capabilities meet the requirements to
schedule a component of the managed distributed job. Tivdomytis used for identification of the appropriate remote
system and its capabilities. At a later stage VIOLA will malse of the ontology to translate the job request into the
format requested by a local scheduler not accessible viZC@RE. Once all resources are reserved at the requested
time the Meta-Scheduler notifies the UNICORE Client via thetddScheduling plug-in to submit the job. This frame-
work will also be used to schedule the interconnecting nekwout potentially every resource can be scheduled if a
respective Agreement Manager is implemented and the Mghadsiling plug-in generates the necessary scheduling
information.

UNICORE ] Meta- Scheduling
Client Scheduler Ontology

Ws-Agreement/Notification __________________ 4 ____________________ T _______________________________
i multi-site jobs h i
| | ! |
i Gateway i | Gateway | '
1

! i 1 !
1 1 1
’ | :
i UNICORE UNICORE ' UNICORE i
! Server Server i Server !
¥ Y A

Agreement Agreement Agreement
Manager Manager Manager
Local Local Local
Scheduler Scheduler Scheduler
Usite! Usite

Figure 4: The VIOLA Meta-Scheduling architecture

5 Conclusions and future work

The work described here marks a starting point. We know abotlt the shortcomings of scheduling solutions in
current Grid systems and the potential of ontologies. Basethat knowledge and the fact that no ontology for the
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Grid scheduling domain exists we started to create one. Wemgresent a concept for introducing domain-knowledge

into scheduling middleware making scheduling-specifitpairsuch knowledge exploitable encoded into a scheduling

domain ontology. This ontology provides a common semantiteustanding to be shared between the components
involved in the scheduling process, it increases the auiomével, and makes usage and administration of Grids

easier. As stated above creating an ontology is a cycliogaothat will evolve in several phases. In the first phase we
have achieved the following necessary steps (see alsm8&jtto create the ontology:

¢ We identified purpose and scope of the ontology.
e We selected OWL DL as the appropriate language.
e We evaluated and selected the development tools to be usieel imocess.

o We finalised the initial knowledge acquisition.

We started with the conceptualisation of the ontology.

There are a number of open issues that will be tackled oncertteogy’s conceptualisation has been completed.
Some of them are related to the contents of the ontologyr®trese from the operational environment. It is necessary
to examine existing resource ontologies (e.g. those franDiitaTAG project [24]) with respect to their re-usability.
This will also help to make sure the Grid Scheduling Ontologgtches general requirements for a Grid resource
ontology, a task which is likely to be carried out in coopematwith the respective group at GGF (see Section 1).
Furthermore it is of interest to evaluate the Grid Schedudmtology’s relationship to other ontologies which serve
similar needs in a service-context (see e.g. [25], [26])gdrRding the operational aspects of the ontology it will be
necessary to design and create adapters for schedulecaitimatt be modified and integrate the respective components
in existing scheduling and resource management systems.

At the end of the first phase the Grid Scheduling Ontology kélbublished and evaluated in a prototype schedul-
ing environment. The results of this evaluation will sergérgut to the next phases of enhancement and refinement.
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