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Abstract—Coexistence of wireless systems in unlicensed bands
is considered a severe performance bottleneck, given the hetero-
geneous and uncoordinated nature of the wireless technologies.
A promising approach to address this issue is to apply cognitive
radio (CR) techniques, which are capable of accurately predicting
the quality-of-service (QoS). This enables highly reliable QoS
management and performance guarantees for applications with
strict requirements, such as industrial automation or connected
driving. Furthermore, accurate QoS prediction is very important
for the reliability of safety critical applications. To this end, we
present a novel analytical model for predicting the probability
distribution of the latency based on Markov Chains (MC) for
transmission systems, which employ Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) as a medium access
scheme. Further, we validate the high accuracy of the prediction
model using ns-3 simulations of an IEEE 802.11n communication.

Index Terms—CSMA/CA, cognitive radio, QoS prediction,
Markov chains, IEEE 802.11n

I. INTRODUCTION

In recent years, the number of applications for wireless
communication with strict Quality-of-Service (QoS) require-
ments, such as wireless factory and connected driving, has
steadily increased. However, one major problem is the lack
of guarantees regarding QoS. This problem is even more
pronounced in unlicensed bands, such as industrial, scientific
and medical (ISM) bands, where an increasing number of
heterogeneous communication systems need to share the same
spectrum. In this context, the lack of coexistence mechanisms
leads to a severe performance bottleneck and makes the
transmission unreliable. Thus, there is a need for coexistence
in a shared spectrum while fulfilling QoS requirements, es-
pecially for applications with strict requirements regarding
latency or reliability. For example, in the context of industrial
communication, different technologies such as those based on
IEEE 802.11 and those based on IEEE 802.15.4 need to coexist
in the 2.4 GHz band [1]–[3], while in the context of connected
driving the coexistence between IEEE 802.11p and LTE-V2X
in the 5.9 GHz band is currently being investigated [4].

A promising approach to address the coexistence problem
is using cognitive radio (CR) techniques. Employing CR
enables a transmitter to adapt its transmission dynamically
in order to maintain a high QoS, while at the same time
peacefully coexisting with other wireless technologies, e.g.,
see [5]. To this end, a CR system has to view every other
transmission technology as a primary user (PU), since they
do not interact with the CR or adhere to its technology [6].

In order to enable reliable CR systems, we define an accurate
QoS prediction model, based on accurate computation of the
probability distribution of the latency under the influence of
an uncorrelated PU. More specifically, in order to define an
accurate QoS prediction we employ a Markov Chain (MC) to
model the probability distribution of the latency resulting from
both the contention processes as well as the retransmissions
of an IEEE 802.11n system [7]. In addition to CR techniques,
this QoS prediction can also be used to make safety critical
applications more reliable.

Previous works, such as [8]–[13], have considered various
aspects of the expected latency or delay of Carrier Sense
Multiple Access with Collision Avoidance (CSMA/CA) sys-
tems in various scenarios. For example, the seminal work of
Bianchi [8] focuses on deriving a model for the throughput of
a CSMA/CA system for a varying number of stations. Other
related works focus on different aspects of the contention
process, such as influence of multi-hop communication [10],
[12], vehicular communication [9], and influence of MIMO
as well as varying number of stations [11]. However, these
papers have in common that they only consider cases where all
transmissions in the environment are from CSMA/CA stations.
Thus, the main contribution of this paper is that for the first
time we consider the influence of a heterogeneous uncor-
related transmission system interfering with the CSMA/CA
system in a coexistence scenario. While MCs and probability
distributions have been studied for the contention process in
previous works, e.g., [8], [13], here we define the precise
probability distribution for the total delay including contention
and retransmission processes.

This paper is organized as follows: First, we introduce the
proposed CR system for QoS management. Afterwards, we
define and explain the analytical model for the probability
distribution of the delays. For this model, we first introduce
a Markov Chain for the delay, subsequently derive the cor-
responding delay distribution and then define QoS prediction
in terms of given QoS metrics based on this model. Finally,
we verify the prediction model by comparing it with ns-3
simulations of an IEEE 802.11n system, and investigate the
influence of the PU on the QoS metrics.

II. SYSTEM DESCRIPTION

In this section, we provide a description of the transmission
scenario, as well as propose a cognitive radio (CR) system,



which exploits the QoS prediction for coexistence manage-
ment. We consider a scenario where one station of our CR
system communicates with the corresponding access point,
while an independent heterogeneous transmission system is
operating in same spectral part of an ISM band, i.e., using the
same channel. While having a single CR station might sound
like a simplification, we can view this station as the aggregated
demand of multiple CR stations. In an ISM band, all devices
can be considered contending primary users (PUs) which need
to be protected [6], and thus an interfering heterogeneous
transmission system has to be viewed as a PU.

We assume the PU is independent of any transmissions of
the CR system. More precisely, even though the transmission
of the PU interferes with the CR communication, we assume
that the PU is neither aware of the CR transmissions, nor does
it adapt its behavior based on transmissions of the CR system,
which is a widely adopted assumption, e.g., [14]. Further,
we assume that the PU is a stationary process, such that its
behavior does not change over time.

For the CR system, we assume Carrier Sense Multiple
Access with Collision Avoidance (CSMA/CA) medium access
is used, as implemented in IEEE 802.11n [7]. While we focus
on 802.11n as a common implementation of a CSMA/CA
medium access, the results of this paper can easily be adapted
to different implementations of CSMA/CA. Further, we as-
sume a saturated model for the CR system [8], i.e., whenever
a packet was successfully transmitted the next packet is already
waiting in the queue.

In order to consider a challenging worst-case scenario, we
assume uncorrelated PU medium access in the time domain,
which is slot synchronous with the CR system for simplicity.
More specifically, we assume that during any protocol slot
of the CSMA/CA system the PU is independent identical
distributed (i.i.d.) active with a probability of pon, i.e., its duty
cycle. Consequently, the PU is not active with a probability of
poff = 1− pon. Due to the assumption of a stationary process
for the PU, pon and poff are both constant over time. While
any possible activity pattern can occur using this model, such
as bursts of various length, it does not assume any structure
regarding PU activity. Further, we assume that the interference
from the PU is sufficiently strong that whenever there is a
collision of a transmitted packet with the PU, the entire packet
is lost and has to be retransmitted. This means that we use a
worst-case assumption for the transmission, since in practice
the channel code should be able to correct some errors.

We show the architecture of an appropriate CR transmitter
in Figure 1. The CR is assumed to have two radio frequency
(RF) interfaces, one connected to the “Sensing” block, which
is used for spectrum sensing, and the other connected to
“Tx/Rx” block, which is used for data transmission and
reception. The “Sensing” block scans N channels, each with
an index n ∈ {1, . . . , N}, and forwards the sensing output
per channel to the corresponding QoS prediction block labeled
with “p(τ > ε|n)”. Each of these QoS prediction blocks uses
the measured information to estimate the QoS metric for one
channel. In Figure 1, we use probability p(τ > ε|n) that the
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Figure 1. Architecture of a CR system employing QoS-prediction to select
the best channel.

delay τ is above a threshold ε given the choice of channel
n as a QoS metric. This can be replaced by another QoS
metric according to the requirements of the application, as will
be discussed in Section III-C. Subsequently, an optimization
block selects the channel n̂, which results in the best QoS,
i.e., here smallest delay violation probability, and forwards
this channel index to the “Tx/Rx” block. The “Tx/Rx” block
then in turn uses the selected channel n̂ for transmission of
the data of the application layer.

Since this CR system selects channels based on a best effort
approach, it will not be able to achieve the required QoS in
cases where no such channel exists. However, due to the highly
accurate QoS prediction the CR system is able to send an
appropriate warning to the higher layers, which can employ
appropriate countermeasures, such as switching to a different
transmission technology. This further improves reliability and
is particularly suitable in safety critical applications.

III. QOS ANALYTICAL MODEL

In this section, we define an analytical model, which enables
precise computation of the delay caused by a successful
CSMA/CA transmission in the presence of a PU. In order
to explain this model better, we first define a Markov Chain
(MC) describing the contention and retransmission processes
resulting in this delay. Afterwards, we derive the analytical
model corresponding to the MC. Finally, we discuss QoS
metrics based on this model.

A. Markov Chain

For the MC, we model the process from a new packet
being ready to send until either this package is transmitted
successfully or it is dropped. In this MC we associate each
possible transition between states with both a probability p
and a delay τ . In cases of a forced transition, i.e., p = 1,
the probability is omitted, and similarly the delay is omitted
in cases where a transition does not increase the delay, i.e.,
τ = 0. Therefore, the resulting delay is determined by sum of
the delays associated with all transitions until reaching a final
state.

The MC in Figure 2 models three separate processes, which
all contribute to the overall delay: The Inter-Frame Spacing
(IFS), contention and retransmission processes. The overall
structure of the MC is defined by the retransmission pro-
cess, which employs the contention process prior to each
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Figure 2. Markov chain for the delay of a CSMA/CA transmission under the
presence of a PU.

retransmission, and the contention in turn may employ the IFS
process multiple times. For visual clarity, we have summarized
the IFS and contention processes into sub-chains, and only
exemplary show the structure of one instance of both sub-
chains in Figure 2. We depict a state with a circle and a sub-
chain, which contains multiple states and transitions, with a
rectangle.

The retransmission process retransmits the packet until
either an acknowledgment is received or the packet is dropped.
Thus, this process is mainly determined by the probability of
a successful transmission pACK. Since the PU is a stationary
process, pACK is constant for all retransmission. We assume
that the delay caused by transmitting a single packet of a given
size over the air and receiving the acknowledgment is constant
and denote it with τACK, as given by

τACK = 2 · τprop + τSIFS + τtx,packet + τtx,ACK , (1)

where τprop is the propagation delay, τSIFS is the length of
the Short Inter-Frame Space (SIFS), and τtx,packet and τtx,ACK
are the time durations for transmitting the packet and the
acknowledgment respectively. The timeout τTO for waiting for
an acknowledgment, i.e., the delay of a failed transmission,
will in general be slightly larger than τACK, i.e., τTO ≥ τACK,
in order to account for unknown propagation delays [7]. If
the ith retransmission is successful, the MC transitions into
the “success” state and terminates. Here, in order to make the
nomenclature more concise, we treat the initial transmission as
the 0th retransmission. In case the ith retransmission fails, i.e.,

with probability 1 − pACK, the station retransmits the packet
until the Lth retransmission. If this retransmission was still not
successful, the packet is dropped, as modeled by a transition
to the “drop” state.

Prior to the ith retransmission the contention process is
performed, as represented by the sub-chains labeled “ci”. This
process is determined by initializing the back-off counter to a
number in the range of 0 to w(i)−1 uniformly at random, and
decrementing this counter for each free slot until it reaches
0 [7]. Here, w(i) is the contention window size of the ith

retransmission: For the 0th retransmission w(i) is set to wmin
and is doubled for each subsequent retransmission, up to a
maximum of wmax. Thus, w(i) is given by

w(i) =

{
2iwmin 2iwmin < wmax

wmax otherwise
. (2)

In the MC, randomly initializing the back-off counter corre-
sponds to a transition from the “window” state to a random
back-off state “bon”, with n ∈ {0, . . . , w(i) − 1}. Each of
those transitions has the same probability 1/w(i) to model
uniform random behavior. The index of each back-off state
is used to indicate which value of the back-off counter this
state corresponds to. It should be noted that there is no direct
transition from “window” to “bon”, instead first the IFS sub-
chain has to be traversed, as explained later on. If the medium
is perceived as free for the duration of a slot τslot [7], i.e.,
with a probability of poff, the contention process steps to the
next back-off state. Once the contention process has reached
state “bo0”, the contention is finished and the node performs
the ith retransmission, which is modeled by exiting the “ci”
sub-chain.

Whenever the PU is active during the contention process,
the transmitter first has to wait for free medium with a duration
of the appropriate IFS [7] before continuing, as depicted by
the “IFS” sub-chain. In most cases, the IFS will be either
the Distributed Inter-Frame Spacing (DIFS) or the Arbitration
Inter-Frame Spacing (AIFS). The type of IFS used determines
the number of nodes in the “IFS” sub-chain, similar to w(i)
for the contention process. This is because all types of IFS
share the property that the duration of the IFS is given by
τSIFS +NIFSτslot with NIFS ∈ N [7]. The structure of the IFS
process is similar to the contention process, with the major
difference being that whenever the PU is active during the
IFS process, the process has to restart at the beginning and
wait for free medium of the entire IFS duration. Due to the
assumption of a saturated model, the channel is busy prior to
contention, and thus this IFS process also has to be performed
at the start of each contention process.

B. Delay Distribution
In this section, we derive the probability distribution of

the total delay until the transmission is successful based on
the MC defined in Section III-A. To simplify the model, we
quantize the distribution to be discrete in time, e.g., number
of microseconds, and thus compute the distribution as a
Probability Mass Function (PMF). In this paper, we denote



a PMF with f(k) and assume that all PMFs have a positive
support, i.e.,

∑∞
k=−∞ f(k) = 1 and f(k) = 0 ∀k < 0 holds

for all f(k), with k ∈ Z.
In the following, we will use the stochastic property that if

a random variable Z is the sum of two independent random
variables X and Y , with PMFs fX(k) and fY (k) respectively,
then the PMF fZ(k) of Z is given by

fZ(k) = fX(k) ∗ fY (k) , (3)

where “∗” is the discrete convolution operator. Further, we
will use the property that if we add a constant value τ to a
random variable X with PMF f(k), then the resulting random
variable will have a PMF given by f(k)∗δ(k−τ), where δ(k)
is the discrete dirac-function given by

δ(k) =

{
1 k = 0

0 otherwise
. (4)

Finally, if a random variable X has a PMF of f(k), then the
PMF for the sum over n i.i.d. random variables X is given by

f(k)∗n = f(k) ∗ f(k) ∗ · · · ∗ f(k)︸ ︷︷ ︸
n

with f(k)∗0 = δ(k) . (5)

We define the overall delay in three steps. First, we define
the delay caused by the IFS process. Secondly, we define the
delay of the contention process based on the delay distribution
of the IFS process. Finally, we use the delay distribution of the
contention process to define the overall delay of a successful
transmission.

The IFS process has to wait for consecutive free medium
with duration of a least τSIFS +NIFSτslot. Thus, whenever the
medium is busy within this duration, the process has to restart.
Due to this restarting of the process, we write the resulting
delay as a series of PMFs fifs,m(k), with m ∈ {0, . . . , NIFS}.
For each step of the series, the delay is primarily defined by the
delay caused by all previous steps fifs,m−1(k). The delay of the
previous steps has to occur at least once, but can occur multiple
times due to restarting the process. Since both an active PU
or one free a slot increase the delay by one slot, this duration
is added to the previous delays regardless of whether the IFS
process restarts or not. Each restart occurs with probability of
pon, and thus multiple consecutive restarts without progressing
to the next step become increasingly unlikely. The entire PMF
is then scaled by poff as this the probability of proceeding to
the next step. Therefore, the series of PMFs fifs,m(k) is given
by

fifs,m(k) = poff ·
∞∑
n=1

pn−1
on [δ(k − τslot) ∗ fifs,m−1(k)]

∗n
, (6)

where fifs,0(k) is given by

fifs,0(k) = poff · δ(k − τSIFS) ∗
∞∑

n=0

[pon · δ(k − τslot)]
∗n

. (7)

In this context, fifs,0 is a special case, since there is no previous
state and also we set the first step to be τSIFS. Here, we assume

that this does not affect our assumption of slot synchronicity,
even though τSIFS �= τslot, and will show in Section IV-B that
this only has a very small influence on the results.

In order to define the distribution for the contention pro-
cess, we first define the distribution of the delay caused by
transitioning through a single back-off state “bon”. Here, the
delay distribution consists of two parts, one for exiting the
state and one for waiting in the state, i.e., the transition to the
“IFS” sub-chain and exiting this sub-chain. In order to exit a
back-off state, the medium has to be perceived as free for the
duration of a slot. This occurs with a probability of poff and
incurs a delay of τslot. Prior to leaving the state there can be an
arbitrary number of back-off steps, i.e., freezing the back-off
counter, due to perceiving an occupied medium. Such a back-
off step occurs with a probability of pon and causes a delay of
one slot plus the delay of the IFS process. Using Equation (6),
the PMF of the delay caused by a back-off state is given by

fbo(k) = poff · δ(k − τslot) ∗
∞∑

n=0

[
pon · fifs,NIFS(k)

∗ δ(k − τslot)
]∗n

.

(8)

Next, we define the delay caused by the contention process
prior to the ith retransmission. To this end, we compute
the delay caused by transitioning through n back-off states.
Using Equation (5) and Equation (8) this delay is given by
fbo(k)

∗n. As discussed in Section III-A, each value of n
has the same probability of 1/w(i). Thus, the PMF of the
contention window is given by the sum of visiting n back-
off states for all values of n ∈ {0, . . . , w(i)− 1} weighted
with their individual probability of 1/w(i). Further, we add the
delay of the IFS, as this process is performed once at the start
of each contention, see Section III-A. Thus, the PMF of the
delay caused by the contention prior to the ith retransmission
is given by

fc,i(k) =
1

w(i)
fifs,NIFS(k) ∗

w(i)−1∑
n=0

fbo(k)
∗n . (9)

In order to define the total delay of a successful packet, we
first need to define the distributions of delays caused by suc-
cessful and failed retransmissions. As discussed in Section II,
we use the pessimistic assumption that whenever the PU is
active during the duration of τACK, the transmission has failed
and the packet has to be retransmitted. Thus, we require free
medium for the entire duration of the transmission, in order
to transmit successfully. Thus, a successful transmission adds
a delay of τACK and this event occurs with a probability of
pACK. Based on Equation (1), this acknowledgment probability
is given by

pACK = pNTX
off , (10)

where NTX is the whole number of protocol slots required
for transmission of the packet and receiving the acknowl-
edgment, in other words τACK converted into multiples of
slots τslot. In the case of an incorrect transmission, i.e., no



ACK is received, the transmitter waits until a timeout duration
τTO has passed before retransmitting the packet. Thus, using
Equation (3) the delay PMF of i failed prior transmissions is
given (1−pACK)

iδ(k−τTO)
∗i, where the probability of failing

i consecutive retransmissions is given by (1− pACK)
i. Conse-

quently, the case where the packet could not be successfully
delivered within L retransmissions and it is dropped occurs
with a probability of

pdrop = (1 − pACK)
L+1 . (11)

Prior to each transmission attempt, the contention process has
to be performed. Using Equation (3) the PMF of the delays
caused by all contention processes including the contention
prior to the ith retransmission is given by

fC(k, i) = fc,0(k) ∗ fc,1(k) ∗ · · · ∗ fc,i(k) . (12)

Therefore, the total delay caused by a successful delivery
of the packet within L retransmission is given by the sum
of all delays caused by previous failed retransmissions, the
successful retransmission and their corresponding contention
processes. Thus, the overall delay PMF is given by

fdelay(k) =
pACK · δ(k − τACK)

1− pdrop
∗

L∑
i=0

(1 − pACK)
i

· δ(k − τTO)
∗i ∗ fC(k, i)

. (13)

C. QoS Metrics

In the following, we discuss the implications of the delay
PMF for successful transmission fdelay(k) for various QoS
requirements. Two common QoS requirements are high re-
liability, e.g., low packet loss rate, and a low latency, i.e., a
sufficiently high probability of the total delay being below a
given threshold. For both of these requirements appropriate
metrics can easily be derived from the analytical model: On
the one hand, the packet loss rate is given by the drop
probability in Equation (11). On the other hand, the probability
of violating the delay requirement of a given delay τ can easily
be computed using Equation (13) as

p(τ > ε) =

∞∑
k=ε+1

fdelay(k) . (14)

Here, we omit the channel index n used in Figure 1, as both
the analytical model and the QoS metrics focus on the current
channel.

The analytical model derived in Section III-B can also be
used to derive other QoS metrics as well. For example, the
throughput is given by

T = Npayload/E{fdelay(k)} , (15)

where Npayload is the size of the payload and E{fdelay(k)} is
the expected value of the delay. Additionally, the packet error
rate is directly given by the analytical model as 1− pACK.

While computing the precise PMF would be too time-
consuming for most in real-time systems, a given QoS metric
for a target system primarily depends on the parameter pon.

Description Value
Minimum window size wmin = 16
Maximum window size wmax = 1024
Maximum retransmissions L = 7
Slot length τslot = 9 μs
SIFS τSIFS = 10 μs
IFS slots NIFS = 3
Modulation and Coding Scheme MCS = 3
Packet & ACK transmission delay τACK = 400 μs
ACK timeout τTO = 401 μs
Packet & ACK transmission slots NTX = 41.4

Table I
SUMMARY OF SIMULATION PARAMETERS.

This enables the QoS metric to be pre-computed and stored
in a lookup table, making computational cost feasible for
real-time systems. If other parameters also change during
runtime, such as payload size, a separate lookup table could
be computed for each parameter set.

IV. VERIFICATION

In this section, we verify the analytical model by comparing
it with simulation results. As an exemplary technology, we
consider the IEEE 802.11n standard [7] and for simplic-
ity assume that Multiple-Input and Multiple-Output (MIMO)
transmission is not used, i.e., only a single antenna is used
for transmission, as depicted in Figure 1. The appropriate
parameters of the model introduced in Section III for this
technology choice are given in Table I [7]. For the PHY-Layer,
we assume Modulation and Coding Scheme (MCS) 3 [7], i.e.,
16-QAM and code rate 1/2. Further, we set the propagation
delay to be 1 μs. Therefore, for a packet size of 1000
Bytes, the total transmission delay including acknowledgment
is τACK = 400 μs and this transmission occupies NTX = 41.4
protocol slots. For the timeout we use τTO = 401 μs. As an
IFS, we use the AIFS with “Access Category Best Effort”, and
thus the AIFS has a duration of NIFS = 3 slots in addition to
the SIFS.

For the analytical model, we compute the model as being
discrete in microseconds, i.e., the parameter k of fdelay(k) rep-
resents a number of microseconds. Since not all timings are a
whole multiple of the slot duration τslot, e.g., τSIFS/τslot = 1.1,
microseconds are better suited in this case. For visual clarity
of the results of both our analytical model and the simulation,
we quantize all delays to the nearest slot, and show the delay
distribution as being discrete in number of slots.

A. Simulation setup

For the simulation results, we use the “ns-3” [15] simulation
environment (version 3.28), since it is commonly used and
has many components available for simulating IEEE 802.11n.
More specifically, we use the “SpectrumWifiPhy” and “Ad-
hocWifiMac” models of ns-3 [15]. We defined two WLAN
stations adhering to the 802.11n standard, one acting as a
source and the other as a sink. Whenever there is no active
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Figure 3. Delay distribution for pon = 0.01, pon = 0.03 and pon = 0.05.

packet, the source transmits a new packet of a fixed size and
the sink transmits the ACK once a packet is received. We set
the channel between the source and the sink to be ideal, i.e.,
the signal is received exactly as it is transmitted, as this is
a common approach in MAC layer design analysis [8], and
allows us to focus on the influence of the PU.

For the PU, we use a waveform generator, which generates
a broadband signal occupying the channel of the WLAN
transmission. To ensure that a packet is dropped whenever
a collision occurs and to make sure that the PU is recognized
as an occupied medium, we set the interference power to be
much higher than the detection threshold. The PU waveform
is generated asynchronous to the IEEE 802.11n transmission,
but uses the slot length for active and inactive periods.

B. Numerical Results

In Figure 3, we compare the delay distributions computed
with the analytical model to the empirical delay distributions
measured in the ns-3 simulation for three different activity
probabilities pon = 0.01, pon = 0.03 and pon = 0.05.
First, we consider probabilities of delays for cases where
the initial transmission is successful, as shown by the first
plateau of non-zero probabilities. Here we notice that the
values of these probabilities decrease for increasing pon. This
is because an increased pon also decreases pACK, i.e., the
probability of succeeding in the first attempt. Secondly, for
increasing pon the partial distributions corresponding to the
individual retransmissions become broader. This shows the
effect of pon on the contention process: A larger pon increases
the probability that a back-off and IFS process has to be
performed, which makes larger delays more likely.

When comparing the simulation with the analytical model
in Figure 3, it is clear that the simulation results and the
analytical model match with high accuracy, with two minor
differences: On the one hand, the shape of the first plateau
differs slightly, which is due to differences in the IFS process

10−3 10−2 10−1

10−8

10−7

10−6

10−5

10−4

10−3

10−2

10−1

100

pon

p
(τ

>
ε)

ε = 1 ms
ε = 5 ms
ε = 10 ms

drop

Figure 4. Probability of delay for successful transmission exceeding τ and
drop probability for a range of pon, for packet size of 1000 Bytes.

between analytical model and simulation. On the other hand,
there is a slight shift in the distribution for the delays of the
retransmissions, especially for smaller pon. This is due to the
fact that analytical model assumes slot synchronicity, while the
interferer is asynchronous in the ns-3 simulation. These results
show that there is only a small error due to the assumption of
slot synchronicity.

Additionally, we have performed the χ2-test to
measure goodness-of-fit. The resulting p-values were
p(pon = 0.01) ≈ 0.9910, p(pon = 0.03) ≈ 0.9879 and
p(pon = 0.05) ≈ 0.9961. This indicates a very accurate fit
between the analytical model and the ns-3 simulation.

Figure 4 shows the probabilities of violating the delay
threshold p(τ > ε), as defined in Section III-C, for several
delay requirements ε, as well as pdrop across several pon

and for a packet size of 1000 Bytes. From the results in
Figure 4 it is clear that for very strict delay requirements,
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Figure 5. Probability of delay for successful transmission exceeding a QoS
requirement and drop probability for different packet lengths and pon = 0.01.

i.e., ε = 1 ms, there is a high chance of failure, and de-
creasing pon only slightly decreases the probability of vio-
lating this requirement. However, for less strict requirements,
i.e., ε = 5 ms and ε = 10 ms, we observe that the violation
probability significantly improves for decreasing pon. For a
high activity probability of pon = 0.1, Figure 4 shows that
almost all packets are dropped, which makes the transmission
unusable for practical purposes. This is due to the assumption,
that the transmission fails whenever the PU is active during
this transmission, as discussed in Section III-A. However, pdrop
improves significantly for smaller pon. So much so that for
pon = 0.001 the drop probability is pdrop ≈ 7.4 · 10−12, which
allows for highly reliable communication.

Finally, Figure 5 shows the influence of the packet length
on the delay violation probability p(τ > ε) and the drop
probability pdrop for pon = 0.01. Here, we see that decreas-
ing the packet size significantly improves all QoS metrics.
This is because a smaller packet size results in a shorter
τACK, see Equation (1), and thus an increased pACK, see
Equation (10). This in turn increases the expected number of
necessary retransmissions. Since the packet size only affects
the retransmissions, we see that the packet size has an almost
identical effect on all QoS metrics, as opposed to the results
in Figure 4.

V. CONCLUSION

In this paper, we presented an accurate analytical model
for the probability distribution of the delay of a CSMA/CA
based transmission in the presence of an uncorrelated PU
or interferer, in order to enable precise QoS prediction. To
this end, we have defined a Markov Chain describing the
behavior of the transmitter and the influence of the PU. We
have compared this analytical model with a packet-based IEEE
802.11n simulation, and have shown a very good match of the
results. Further, we have investigated the influence of the PU
on the prediction of various QoS metrics. This QoS prediction
enables coexistence or QoS management using cognitive radio

mechanisms, as well as enabling a signaling of the expected
QoS to higher layers, which allows the application to adapt
accordingly and enables safety critical applications.

While our PU model contains all possible activity patterns,
most real life PUs will have some structure for their activity
and inactivity, such as periodic activity or activity in bursts
of various length. Thus, for a model, which matches a more
realistic PU better, we have to move towards a structured
activity model, where the durations of both activity and
inactivity of the PU can be described with an appropriate
probability distribution.
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