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1 Introduction

Trees have roots, men and women have legs, with which to traverse tleslbaire
idiocy of frontiers, with which to visit, to dwell among mankind as guests.

George Steiner

1.1 Motivation

Within this document, we analyze how communication paths are set Mphile Ad hoc Net-
works (MANETs) and especially on how this procedure can be improved with security. We
assume that no one disagrees, when we claim that communication is needestwite in gen-
eral; so what is left, is to motivate the examination of MANETs and of challef@ya®uting

and security in this context. This shall be done for each of the terms mobiledamacavhich
classify the networking paradigm of MANETS.

Mobile Mobility has become an important feature of communication during the last decad
Besides the enormous growth of cellular networks, as used for cellegharobility also
established in the field of computer networks.

What does this mean for a communication network? There are in fact masgaqoences
and even more publications addressing these. Here, we set the fotms ohthose as-
pects, out of which the first one is routing. Since mobility generates dynamiooe-
ments, the conventional routing algorithms used in and optimized for (moresjiskasic
networks can not be deployed in MANETS. We therefore discuss netingoparadigms
and take a closer look on possible attack mechanisms related to these.

The second aspect of mobility is that information is transmitted using a sharadrmed
which is freely accessible by anyone, since mobile devices have to maké wieless
communication. This clearly provides a challenge with respect to securityithsany
other radio signals, everyone can tune in the respective frequeddystiisten along.
Avoiding this is hardly possible, but we present an approach that edgethis challenge.

Ad hoc Current networks depend on infrastructures. Well known examp&esetworks for
cell phones or the upcoming wireless LAN hotspots. In contrast, ad he®ries omit
any infrastructural components. In order to set up a communication hetweealevices,
every other device in the MANET is in duty to forward messages. Do you mérae
how you sent a letter to your classmate five seats away from yourself inngrgolaool?
MANETS follow the same principle.

Again, we pose the question, what this means for a communication netwockadain
there are many consequences, out of which we concentrate on rontiregeurity. Like
mobility, ad hoc communication states a challenge for routing, since there aentral
instances which are in duty of this task. Several approaches for roaifjogithms in
MANETSs have been proposed. The most common are presented in thimeoicu

In terms of security, building a network in an ad hoc way exhibits new possibilitie
attacks. Since every device forwards messages of other deviceg,(putentially ma-
licious) device is able to take influence on this process and therefore magrtdngp
functionality of a large part of the network. Since every device forwamgssages of
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other devices, every (potentially malicious) device is able to listen in withouhgadkie
need to be in direct radio range of sender or receiver.

Now that we have pointed out challenges concerning routing and sethaitarise in mobile
ad hoc networks, one could ask why we want to deploy such netwotka@make life easier
and use infrastructure based networks. We want to provide threeeeisw

The first answer is: There are scenarios, in which the establishmenta@hmunication in-
frastructure is not possible. Catastrophes or battlefields are often nmehtiorihis context.
Communication is needed to coordinate actions which can not wait for ansesdénfrastruc-
ture to be established.

The second answer is: MANETSs are cheaper. Setting up and maintainiaguiraumication
infrastructure produces high costs (as one can see every month ofegiteotee bill).

The third answer is: For convenience. Think of (future) networkedd® A storage unit which
provides audio and video files may be situated in the basement, an entertasiystent which
needs to access this files could be on the second floor. Perhaps thearagboof the storage
unit is not sufficient to reach the entertainment system but it will reaclviaelen the first floor
which can forward the requested information. The average user dbbave the knowledge to
set up an infrastructure and does not want to invest the time that wouledessary to learn it.
Self configuring ad hoc networks for such an environment alreadiytstget available.

1.2 MANET Properties

We now want to take a short, but closer and more technical look on theniepof MANETS.

We introduced effects of mobility on routing and security in the previous secfibthis point,
we want to give a definition of mobile communication in order to make a distinction talenob
devices. We do not consider the scenario of a notebook (a mobile deiaeinay well be car-
ried around, but is plugged into a wired network or uses a modem for coiatiom, as mobile
communication. In MANETS, mobile communication means the exchange of informaliibe
the device is in motion. Thereby, the movement of the device is not restrictpadde ®r time.
So necessarily, communication in a MANET means wireless communication.

With respect to the ad hoc structure of a MANET in contrast to infrastradtased networks,
we distinguish between end-systems and infrastructural componenenénad, infrastructural
components are used to set up and route all communication of the end-siysteengespective,
infrastructure based network. A MANET consists only of end-systenhgchwve refer to as
nodes in the following. In view of the routing process, nodes in an ad btwank are treated
equally. Every node has to route data packets that belong to the communufatisver nodes.
Since a MANET is a dynamic environment, we can not deploy routing mechanignhkave

shown to perform in existing wired (and more or less static) networks. Weaj overview

of routing mechanisms that are able to cope with the respective challengesNEWs. These

mechanisms can (on the first level of abstraction) be categorized into twes.typro-active
routing algorithms, as the first one, find routes in an ad hoc networkéoédod whether or not)
they are actually needed. In general, this is done in three steps. Firsdeehae to find out,
which other nodes are in its direct radio range. In the second step, tbisnation is sent to
all other nodes in the network. Using this information, the current topolégfyeonetwork (and

therefore the routes between nodes) can be deduced in step thresecbimel type of routing



algorithms is referred to as reactive mechanisms. Here, a route is ncheeauntil it is needed
and requested. In general, the initiator of the communication sends thestélguoeighout the
network. The desired receiver sends back an answer upon rateptite request. The route is
then learned from the trace of the path which the request and the anavedett.

In view of the routing process, nodes in MANETS are treated equallynbatt, a MANET is a
highly heterogeneous environment. The range of the involved deviceseaely from sensors
with very specific functionality and restricted resources over cell phitmaotebooks with high
bandwidth and computing power. The speed of the devices may vary gmorta@the speed of
cars or trains. Heterogeneity also occurs with respect to transmissicer péwevices. This
may lead to unidirectional edges in a routing graph, meaning that transmi¢&erioe A may
reach Device B, but not vice versa. Thus, the flow of the data packetsgha MANET can be
different, when a sender and a receiver change their roles.

For our MANET scenario, we additionally assume, that the position of (st EBame) of the
nodes can be determined. This can either be done by the nodes themseaivds/(using GPS),
or by an intrusion detection system (e. g. by triangulation of the receigedlsstrength).

1.3 Structure of the Report

This document continues with an overview of three common routing protoopBIANETSs

in Section 2. We present two reactive mechanisms, namely AODV routing wiocks in a
distributed way, and DSR as a source based mechanism. From the fietdadtime protocols,
we introduce the operating mode of OLSR.

Section 3 cover our application scenario. This is first described in detddlrdowe provide an
analysis of security relevant issues. General security objectiveassttvehich security related
criteria a communication should meet (in our scenario), are describedtioisbc

In Section 5, we present several attack mechanisms that become pos$MANETSs due to
their aforementioned properties. A distinction is made between active asitgagtack mech-
anisms. How those attacks can be identified and what can be done fenpoev is presented
in Section 6. Sections 7 and 8 addresses the respective simulation setupsedhsimulation
tools, and the obtained results.

We conclude this document in Section 9 with an outlook concerning open tipiesearch and
our future work in the area of MANETSs. We further describe shortlyy ee will proceed in
the subsequent SicAri work package PE 7.

2 Routing Protocols

Due to the special characteristics of MANETSs well-known routing mechanfsmsomputer
networks are not directly applicable. The following two properties are therrgaal for routing
in mobile ad hoc networks:

e High responsiveness and fast reaction with rising mobility/dynamics

e Small (if possible in number of transmissions) overhead data arising fordination

Routing protocols for MANETSs can mainly be distinguished by their overdlblo®r They are
partitioned into pro-active and reactive routing protocols.
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Pro-active Routing Protocols Nodes, which use pro-active routing, always keep a table,
which is the basis for their forwarding decisions. Therefore they aecled “table-based”
(or “table driven”) routing protocols.

This table is checked in periodic time intervals for correctness and caidrdatecessary with
up-to-date values. The check of individual paths and the update qeaiditional data traffic
for the coordination data between the different nodes. A periodic alighaiehis data means
at the same time that in the network constantly data communication takes place taithal
(user/application) data to be transferred.

Reactive Routing Protocols In contrary to the pro-active routing, reactive routing protocols
maintain no table actively. They rather keep a cache, which was built opdast transmissions,
which represents a table as well on which future forwarding decisi@based.

Routes that connect a source node with a destination are always ofdyszkih they are actually
needed for a data transmission. For this reason these routing protaeals@called “passive”
or “on demand”.

Since route information is only conditionally exchanged when the need arésegive routing
protocols produce substantially less coordination data than pro-actikas they are better
suitable for less dynamic scenarios, in which changes of the network &@tché&lo not appear
as often and therefore fast reaction times are not so important.

The following sections introduce three common routing protocols for MAN&fiEh are fur-
ther investigated in the next sections with a focus on possible attacks amityseountermea-
sures. Two reactive mechanisms, AODV routing and DSR are descisheellas the pro-active
routing protocols: OLSR.

These three protocols are the most important representatives of theutivigrprotocol classes.
They are actively developed and maintained by the IETF and have Hearas as RFC (OLSR
[13, 29]) or Internet draft (DSR). Geographic-based routing igstigated in the following

sections as well. However the geographic positions are not used teergtuouting overhead
but to increase the security of the underlying protocols.

2.1 Ad hoc On-demand Distance Vector Routing (AODV)

The following introduces the basics of thel hoc On-demand Distance Vector Routing Protocol
(AODV) [29, 30, 11]. AODV is based (as the name suggests) on the distante-peaciple.
Each node manages vectors for all kinds of targets with each vectorirdagténformation
including the distance to the target as well as which node is required fdhinggthe target.

Like most reactive routing protocols AODV is based on a broadcast meschdor route finding.
AODV comprises three phases:

e Route Discovery
e Route Maintenance

e Route Deletion

Each phase is described in more detail in the following sections.
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2.1.1 Route Discovery

Route discovery becomes active when a node (sofjo@ants to establish a connection to
another node (targd?) but does not yet know a route to this targetRéute Request (RREQ)
is sent via broadcast to the network containinBraoadcast | D and two sequence numbers
(one newly generated and if available the last known number of the target).

To enable the construction of both backward and forward paths later imahsmission, ad-
dresses of sender and target, Bi@adcast | D and the sequence numbers are all stored. Fig-
ure 1 shows a simplified representation of the process of route discdvergs assumed that
only directly adjacent nodes are within transmission range of a node.

(S,2)

(5,4  RREQ

Figure 1: Route Discovery in AODV

Notice that nodes first transfers the route request to nodeand5 within reach. These nodes
know S as a direct neighbor and transfer the RREQ packet to their other negyhlamd 6.
Node2 memorizes that nod& can be reached via nodeas shown by the values in brackets.
Other nodes act accordingly and the process is continued until the emptest finally reaches
its target.

At this point aRoute Reply (RREP¢an be sent back to sourfevia the backward path. Once
sentS now knows howD can be reached. At the same time the other nodes involved in the route
store the relevant routing information with the sequence number of the targest.sequence
number can serve to shorten a route request possibly initiated by anotteeif it already knows

a current route to the target. It then directly sends a route reply back sotinee.

2.1.2 Route Maintenance

AODV now enters the second phase, maintaining a valid route after a stidaesite has been
established as a result of the first phase. AODV uses two timers or time-chamsms during
this phase. The first keeps the backward route open for a set pdriodenl inactivity after
which the entry for this routing table is canceled from the correspondirig.tdthis time-out
must be long enough for a RREP packet to reach sofireia the backward path held in the
routing tables. The second timer is used to cancel forward paths thad &oeger needed from
the routing tables. If a particular entry of a routing table is not used fortaingoeriod defined
by a time-out this entry is removed.



2.1.3 Route Cancellation

The third phase of AODV (the so-called Route Error) serves to recedaizlty routes and
facilitate their elimination. If a nod# can no longer reach his targbtusing a certain route, a
Route Error (RERRjmessage is sent to the source.

Figure 2: Route Error in AODV

Figure 2 shows what happens if the connection between the nodesl Y breaks down. If
node X recognizes the fault it initiates the return of a RERR to source S. The roaitdas
become void can thus be canceled from the routing tables of the nodes pathhe S.

The sequence number for targetwvas raised before nod€ has sent the RERR message. Node
S can then, after receiving the RERR packet, initiate a new route discawefy with the new
sequence number.

2.2 Dynamic Source Routing (DSR)

In this section, we outline the operating mode of DSR [23], as the secowrtiveeaouting
protocol for MANETSs which we present in this document. While reading tbeisn, one will
recognize, that the basic mechanisms of DSR are similar to those of AODVhaimedifference
between the two protocols is that DSR is a source based mechanism while AOIX¥ in a
distributed way. In an AODV based MANET, every node only knows thet hep for the
transmission of a message on its way from sender to receiver. WhenRSRgthe whole path
is determined by the sender and appended to each message.

In the following, we describe the the phases of route discovery, datsféraand route main-
tenance for the DSR protocol. Each of these phases relies on difle&Ritoptions, that are
appended to a fixed portion of the DSR header, which is shown in Figure 3.

Next Header |F | Reserved | Payload Length

DSR Options

Figure 3: Static part of the DSR header

The fields of this part of the DSR header are to be interpreted as follows:

Next Header Identifies the header that follows the DSR header, such as for exampleofC
UDP.

F Used in combination with DSR flow state operation.



Reserved Not used in current versions. Must be set to zeros.
Payload Length Length of the DSR Options which are appended to the fixed part of thehead

Options DSR Options such as for example route request option, route reply optigource
route option. To be further described in detail.

The DSR deader including the DSR options directly follows the header ofetveork layer as
shown in Figure 4.

|MAC Header | IP Header | DSR Header§ DSR Options | Transport Layer Data |

Figure 4: Position of DSR header and options

2.2.1 Route Discovery

The route discovery phase of DSR is initiated each time a packet for whictotite to the
desired destination is unknown arrives at the network layer of the otiginaode. A route
request option as shown in Figure 5 is appended to the DSR headereduitng packet (a
route request) is sent via IP broadcast throughout the network.

Option Type | Option Data Length | Identification

Target Address
Address 1

Figure 5: DSR route request option

The fields of the route request option are used as follows:

Option Type Identifies the option. For the route request option, this field is set to 1.

Option Data Length The length of the route request option (without option type and option
data length fields).

Identification A sequence number, that uniquely identifies this route request.
Target Address Network layer address of the receiver, for which a route is to be deseav

Address n Network layer address of theé” node, that receives and forwards this route request.

To discover the route, each node that receives a route requestdspipe own address to the
list of addresses in the route request option. Exemplarily, this shoulddvendior the network
topology depicted in Figure 6, where nodeacts as sender and nofleas receiver.

If the route to nodeD is unknown toA, in the first step nodel generates a route request
messageA appends its own network layer addre8s @. 0. 1 in our example) to the address
list and setd)’s address(@. 0. 0. 4) as the target address. The resulting route request option is
shown in Figure 7.
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Figure 6: Example topology for DSR route request

00000001 | 00001010 | 0101010101010101
00000000 00000000 00000000 00000100
00000000 00000000 00000000 00000001

Figure 7: Route request as sent by nadi discoverD

00000001 | 00001010 | 0101010101010101
00000000 00000000 00000000 00000100
00000000 00000000 00000000 00000001
00000000 00000000 00000000 00000010
00000000 00000000 00000000 00000011

Figure 8: Route request as received by nade

This route request message is forwarded by ndelesd C to the target nodd. B andC
append their network layer address@s@. 0. 2 and0. 0. 0. 3) to the address list of the route
request option. The route request option as it arrives at fibidegiven in Figure 8.

When nodeD receives the route request frafy there are several possibilities how to react. If
the underlying MAC protocol depends on bidirectional radio links (like.8Q® D sends a route
reply message td by reversing the route that is contained in the route request. If bidirettiona
links can not be assumef, has to start a route discovery fdr The route reply is piggybacked

to D’s route request. In this case, the route reply (and following messagmasiirto A) may
take a different path through the network than the route request (arshgessfrony to D).

The structure of the DSR route request option is shown in Figure 9. Figudepicts the route
reply option for our example scenario (assuming bidirectional links). Tédsfiof the route
reply option are used as follows:

Option Type Identifies the option. For the route reply option, this field is set to 2.

Option Data Length The length of the route reply option (without option type and option data
length fields).

Last Hop External (L) Denotes whether this route continues in another routing domain (e. g.
AODV).

Reserved Not used in current versions. Must be set to zeros.
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Address n Network layer address of the/” node in the discovered route from sender (1) to
receiver (n).

Option Type Option Data Length |L| Reserved

Target Address
Address 1

Figure 9: DSR route reply option

| 00000010 | 00010001 [o] 0000000
00000000 00000000 00000000 00000001

Figure 10: Route reply as sent by nobe

In the current draft, three possible extensions for the route discpberse are proposed, but not
mandatory. The first one is a cache, in which routing information, thatdsgsaa node could
be temporarily stored for future use. Secondly, nodes could reply te requests using the
cached information on routes. In our example, this means that if Boaleeady knows a route
to nodeD, B could for reasons of performance directly answer the route reqtidstThe third
possible extension is to limit the propagation of route request messagesbythes IP TTL
field. By increasing this value on unsuccessful route request, améixgaring search can be
implemented.

2.2.2 Data Transfer

Once a route from the source node to the desired destination has been BSR enters the
Data transfer phase. Every packet that is to be sent from sourcstinat®n carries the route
from sender to receiver. For this, the source route option of DSR srejgul to the DSR header.
Figure 11 shows the structure of this option.

Option Type | Option Data Length |F|L| Reserved | Salvage |Segments Left
Address 1

Figure 11: DSR source route option

The fields of the source route option are used as follows:

Option Type Identifies the option. For the source route option, this field is set to 96.

Option Data Length The length of the route reply option (without option type and option data
length fields).
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First Hop External (F) Denotes whether this route originates in another routing domain (e. g.
AQODV).

Last Hop External (L) Denotes whether this route continues in another routing domain (e. g.
AODV).

Reserved Not used in current versions. Must be set to zeros.
Salvage Counts how often this packet was salvaged. To be described in Sectidn 2.2

Segments Left Denotes how many nodes are left in the source route until the packbeeits
destination.

Figure 12 depicts the source route option as sent by Addem our example out of the previous
section, where data should be sent from ndde nodeD.

Option Type | Option Data Length |F|L| Reserved | Salvage |Segments Left
Address 1

Figure 12: Source route option for data transfer frdrto D

2.2.3 Route Maintenance

Since a mobile as hoc network is a highly dynamic environment where the tgpolgchange
rapidly, itis necessary, to (periodically) check whether a discovenat iis still valid. DSR per-
forms this check by requesting acknowledgments for transmitted data. atlesawvledgments
may either be provided by the underlying MAC protocol such as 802.11rmtiprovided by
lower layers, through DSR itself. Since our simulations are based on ah18®AC layer, the
DSR acknowledgment option should not further be described herdmpistant to notice, that
acknowledgments are requested hop by hop. In our example out of i5S2@ia this means that
nodesA, B, andC expect acknowledgments from nodBsC', and D, respectively.

If no acknowledgment is received after a packet is forwarded, thediidentified as broken. In
this case, a route error message is sent to the originator of the packestri¢tere of the route
error option is shown in Figure 13. The fields of the route error optionsee as follows:

Option Type Identifies the option. For the route error option, this field is set to 3.

Option Data Length The length of the route reply option (without option type and option data
length fields).

Error Type Denotes the type of error that was detected, as for example an unip&acode

1).
Reserved Not used in current versions. Must be set to zeros.
Salvage Counts how often this packet was salvaged. To be described later in¢hiase

Error Source Address Network layer address of the node which detected a broken link.
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Error Destination Address Network layer address of the which originated the data packet that
should have been transmitted.

Error Specific Information Further information on the error that caused this message, as for
example the address of a node that was detected to be unreachable.

Option Type | Option Data Length | Error Type | Reserved | Salvage

Error Source Address

Error Destination Address

Error Specific Information

Figure 13: DSR route error option

Let us assume, that in our example the link between nétlaad C' is broken. The resulting
route error message, that will be sent fréfrio A is shown in Figure 14.

00000011 | 00000101 | 00000001 | o000 | 0000
00000000 00000000 00000000 00000010
00000000 00000000 00000000 00000001
00000000 00000000 00000000 00000011

Figure 14: Route error option as sent frdso A

As it holds for the route discovery phase, the current draft of DSIRgses several extensions
for the route maintenance out of which two shall shortly be explained Adrefirst extension
is the so called packet salvaging mechanism. Here, if a node recognirekes tink but has
knowledge of another route to the destination of the respective packamiites the packet by
changing its source route option. The salvage counter is used to pteopatwhen a packet is
salvaged more than once. The second extension to the basic route maiatereshanism is
automatic route shortening. If in our example, netlean hear nodé€’ forwarding A’s packets,

it knows that its transmission could also rea&chIn this case, nod® is not needed anymore
for forwarding A’s packets and can be removed from the source route.

2.3 Optimized Link State Routing (OLSR)

The routing protocolOptimized Link State Routing (OLSR)L3, 11] is a pro-active protocol
basing on the link-state principle. Compared to variants for wired netwoiiksaitlapted in
some parts to the different requirements in MANETS.

Each node autonomously gathers the necessary information for the abctiéation within the

network. So each node is able at any time to build a complete graph of the hetmarusing

it, to find a route from source to destination. This directly results in the imposatdveantage
that well-known problems like emerging loops or the so-called count-to-infimdfplem can be
avoided. Transmission decisions are, however, made locally, eactdeoidng autonomously
to which neighbor a packet shall be transmitted on its way to the destinationachodata

packet does not carry the complete route but just a small table containomgetion about the
destination and the maximum number of hops allowed on the path to the destination.

Since OLSR is a (pro-)active routing protocol and therefore routirmyimétion is permanently
exchanged a classification into stages as with reactive routing protoobl®sAODV is diffi-
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cult. The identification of valid routes is mainly based on the steps mentioned ioltbwihg
two paragraphs.

2.3.1 HELLO Messages — Locate Neighbors

OLSR specifies that so-called HELLO messages are sent at regular timalsitelr hese mes-
sages serve to detect connections, to identify neighbors, and to signeluth-point Relay
(MPR) (see below) and contain the following information:

HTi me Time interval between which the node sends HELLO messages.

W Ii ngness Willingness of a node to forward data for other participants of the network.
This is an integer value in the range of 0 to 7 which mirrors the willingness ofdHde.n

Furthermore several blocks which appear for each neighbor ndte ofiginator of the HELLO
message and bear the following information:

Li nk Code Type of connection to the neighbor node (Is there a symmetric or asymmetric
connection? Is the neighbor also MPR of the sender? Is the connecticeled?)

Nei ghbor | nterface Address Address of aninterface of the particular neighbor. Each
node can be connected to the OLSR network with several interfaces withedif ad-
dresses.

This way each recipient of such messages is informed about the neighilbeach. By the trans-
mission time identified for each packet a node can calculate the time distancd toeggicbor
and store it in a local table.

2.3.2 TC Messages — Distribute Neighbor Information

If a node observes a change in his direct neighborhood, i. e. if a p@yhloor is added or an
existing one departs, this information about the changed network topoldgswiarded to all
neighbors in reach, i. e. a node that is aware of changes distributeket path the corre-
sponding information. In particular, this so-callédpology Control (TC)message contains the
following data:

Advertised Nei ghbor Sequence Nunber (ANSN) Unique sequence number gen-
erated by the sender. With this number recipients can decide if a TC messaged is
up to date or possibly out-dated.

Advertised Nei ghbor M n Address Besides the sequence number the TC message
contains an entry with the address of each neighbor of the sender of Hsagee In this
way each node of the network first gets to know not only its own neightnaralso the
adjacent nodes of these neighbors — the so-called 2-hop neighblofihabe following
called N2 in short).
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Figure 15: Format of the HELLO message in OLSR [13]

The recipients of this message will then forward this new information by flgpdin

The so-called flooding works in a way that all arriving packets whictehast yet been for-
warded are sent to all neighbors within reach. This means that the uniquerse number
contained in each packet is checked to avoid that packets are endlassgdmpn and on and
block the network. Then each network node can store a network gegpbsented as a routing
(or forwarding) table based on the information received.

Networks with a high mobility and low bandwidth can expose problems using OASRNor-
mous amount of data has to be constantly sent due to the changes in theorteogiobof
nodes. This data amount can soon overload the whole network. This iSONBR impli-
cates —compared to the underlying link-state routing — a significant improverige flooding
mechanism.

2.3.3 Optimized Flooding using Multipoint Relays

In order to prevent an excessive flooding of the network the set dliralct neighbors of each
node is subdivided into two subsets. On the one hand, there are the MfeR, mm the other
hand, just those nodes which do not belong to the set of MPRs. All diegghbors receive and
process the messages of the sender, but only the selected MPRgifthverar The basic rule is:

For each neighbar at a distance of 2 hops at least one MPRnust exist such that can be
reached vian. The number of selected MPRs shall be minimal.

Figure 17 illustrates this.

It is important to note that the selection of the MPRs is done automatically durirextf@nge
of the HELLO messages, so that there is no additional overhead. Edehstares the list of
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Figure 16: Format of the TC message in OLSR [13]

neighbors that have selected it as MPR in a table, the so-called “MPR sedettoThe list of
the node’s own MPRs is the so-called “MPR set”.

2.3.4 Algorithm for MPR Selection

The algorithm for the MPR selection proposed in the OLSR RFC [13] is asAfsilo

1. Start with an MPR set which includes all nodes of the direct neighloorio short/V)
with N wi | | i ngness = W LL_ALWAYS. These are the direct neighbors generally
willing to forward data.

2. CalculateD(y), y being member ofV, for all nodes ofN. D(y) is the number of di-
rect (symmetric) neighbors af, without the neighbors contained ¥ and without the
calculating node itself.

3. Add the nodes fronV to the MPR set which are the only nodes allowing the reachability
of a node fromN2 (2-hop neighborhood, see above). Example: Nbdi®mm N2 can
only be reached by a (symmetric) connection to nedeom N, soa must be added to
the MPR set. Then remove all nodes frovi2 which are already reachable via a node of
the MPR set.

4. As long as there exist nodes N2 that are not reachable by at least one node contained
in the MPR set:

(&) For each node iV calculate the reachability, i. e. the number of nodea/ihthat
cannot be reached by at least one MPR node and which can beddnctines 1-hop
neighbor.

(b) Choose that node as MPR which has the higihesti | | i ngness among all
nodes fromN with a reachability greater thai If several nodes are available
select the node that can reach the maximum number of nodesNianif there are
still several nodes available choose the node as MPR with the greatervajue
Remove the nodes from2 which can now be reached by a node of the MPR set.

5. The MPR set of a node is created by the combination of the MPR sets of ildts
faces. As an optimization, each nog®f the MPR set is processed in ascending order
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Figure 17: Optimized flooding by Multipoint Relays in OLSR

of N.wi I I i ngness. If all nodes fromN2 are still reachable by the MPR set if node
y isremoved and thB_wi | | i ngness of nodey is smaller tharW LL_ALWAYS, then
nodey CAN be removed from the MPR set.

The specification of OLSR allows the use of other algorithms as well as @xtsnsf the algo-
rithm described above.

2.3.5 MID and HNA Messages

Besides the messages described above OLSR provides MID messaggsi¢Nhterface Dec-
laration). These messages are used by a node to inform its neighbatstatzaldresses in the
network. The normal case is that a hode possesses exactly onesaddrédss case the node
must not send an MID message. If a node possesses several natioglsses the connection
between the addresses of the OLSR interfaces and the main addresshstdistoy means of
MID messages. A node with several addresses has to periodically sEhankksages with
the related information about its interface configuration. The time intervalteydéened by

the paramete D _| NTERVAL. Like other control messages these are distributed via the MPR
mechanism, i. e. via the MPRs of the nodes in the network.

Each node in the network stores the information about the interfaces offteermdes of the
network so that this information can be included in the calculation of routes farmat of an
MID message is as follows:

Finally OLSR has another message typéost and Network Association (HNAYhese mes-
sages represent an optional subset of the OLSR functionality whichyisipplied if an OLSR
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Figure 18: Format of the MID messages in OLSR [13]

network is connected to another network not working with OLSR. Theedfeese messages are
not relevant for this report.

2.3.6 Tables Used

To enable the routing of data packets, each node manages a total oftflms wanich are de-
scribed in the following:

1. Duplicate set: In this table the information about received data packetsrésls This
consists ofD_addr (sender addressl) seq (sequence number), arial ti e (time
until which the table entry is stored). With this information a node can decide dfra p
ticular message has been received and processed before andecaforé) be discarded
upon receipt or if it must still be processed.

2. Neighbor table: This table contains information about the direct neighdd@ node and
contains for each entry the fieltls addr (neighbor address) amdl st at us. The status
of the connection with the neighbor can take the vakyesmetric asymmetricandMPR.

3. Topology table: This table contains information about the topology of theonk and
serves as basis for the calculation of the routing table. For each MPRafmbdes of
the network a node records data in his topology table. Each entry conbisis field
T dest, T last, T_sequndT_tine. Each node named ifi_| ast is an MPR
selected in the MPR set By dest with the sequence numb@&r seq. Node nT_dest
can therefore be reached via notlel ast . Each entry is removed from the table after
expiration of the validity timel'_ti ne.

4. Routing table: Based on the topology and neighbor table each nodeduidisng table.
This table contains fieldR_dest , R_next, andR_di st . Such an entry signifies that
the nodeR _dest is at an approximate distanceRfdi st hops and can be reached via
the direct neighboR_next .

In the whole, in spite of the optimization of the flooding using MPRs, OLSR is btieegouting
protocols which generates a rather bit routing overhead, but it is suaitddd use in MANETSs
and is more and more advancing to become a standard [13].

In this context the protocdlopology Dissemination Based on Reverse-Path Forwarding (TBRPF)
[27] should be mentioned which in some parts resembles OLSR but has svamteapks.
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3 Basic Scenario

The first part of this section gives a short overview about the pilohage defined by the
SicAri consortium and its relation to the basic scenarios underlying thigtrefith respect to

MANET applications. The following two parts describe technical details @odrity aspects
of a simple scenario and corresponding passive attacks to be analyresll @s an extended
scenario including the detection of active attacks as depicted in the followiigpss of this

report.

3.1 SicAri Pilot Scenario

The SicAri project aims to provide both a security architecture and a todkitilbiquitous
Internet usage. Besides the scenarios that have been proposedvayitius partners, the con-
sortium agreed to develop an overall pilot-scenario that includes as repagta as possible of
the SicAri project. The purpose of the scenario is to demonstrate a seltglaitform functions
within a single scenario.

SicAri Pilot Scenario: Mobile Work  Today, there are mobile workers in many fields of work
such as production, maintenance or working out of the office. Mobil&keverusually make
use of different mobile devices, e. g. PDAs, laptops, talking assistanishjéh may be owned
by the workers themselves or by their companies. Companies usually spadifgnforce a
security policy for all security related issues containing rules that must Ibe Foe this, both
employees and companies’ services and resources may be groupeiffénemtievels of trust.

The generic pilot-scenario covers tasks and workflows of mobile waslkeh as personalization
of devices, secure access to services and resources, exclfidngements, and delivery of work
results.

Further characteristics of the pilot scenario are:

e The scenario deals with a coherent group of experienced and krgsebld workers.
e Workers are familiar with mobile devices and security tokens, such as sardg-c
e Workers may require additional information in order to perform their tasks.

e Workers may produce written work results (such as reports and chisgklis

The company provides cryptographic key pairs and public key certifi¢atall workers,
issued by a PKI.

The pilot scenario is divided into a generic scenario “Mobile Work” armibwes instances of this
scenario. The following list summarizes the policy-relevant parameterg giilibt scenario:

e Actors:

— Mobile workers (coherent group of workers)
— Company'’s security officer / administrator
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e Objects / Resources:
— All'kind of resources such as applications, services, network resstinformation,
documents, checklists
— Certificates, cryptographic key-pairs

e Derived Requirements:

— Personalization of devices, use of digital identities
— Authentication of workers against their work environment
— Controlled access to all resources and services provided

— Generation of digital signatures for integrity protection of work resultg (edocu-
ments, checklists)

— Confidentiality: Secure transfer of data via networks (transport andrdent secu-
rity)

— Controlled search of document in peer-to-peer networks

— Controlled exchange of documents via peer-to-peer networks

3.2 Generalized Scenario with Different, Geographical Segity Areas

Within our generalized scenario we consider an ad hoc network with trastyvand non-
trustworthy mobile communication devices. Non-trustworthy devices arerassto be re-
stricted to a designated area within the network. For trustworthy devicesstrictions with
respect to movement are made.

From the technical point of view, trustworthy devices are further divioleo devices whose
functionality can be changed with small effort (like notebooks or PDAsiinghopen source
operating systems) and devices where this is not (easily) possible (likenkeinters with
proprietary operating systems).

Our approach for the prevention of passive attacks is based on arsiext@f the functionality
of nodes. Nodes, whose functionality we extend, are further caltéehded nodefNodes with
unchanged functionality are referred tosdandard nodes

The exchanged information is classified into confidential and non-cotifdieiata flows. To
setup the required routes, the deployed routing protocol is DSR aslsor Section 2.2.

From the described scenario, we can extract four possible communicatsas, which are
shown in Figure 19:

Trustworthy nodes exchanging confidential information

Trustworthy nodes exchanging non-confidential information

Trustworthy node and non-trustworthy node exchanging non-corig@rmformation

Non-trustworthy nodes exchanging non-confidential information
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Figure 19: Scenario with schematic end-to-end communication relationships

3.2.1 Security Aspects

Various attacks that are inherently possible in mobile ad hoc networks dueitantiastruc-
tureless nature have been identified so far [39] and will be describedsiddoument. These
can be classified into active and passive attacks. In general, the inteh#inractive attack is to
change the data flow in a mobile ad hoc network. For this, active attackise@fpanges in the
behavior of the deployed routing protocols to achieve the desired effHuis, nodes that per-
form active attacks, can be detected (and located) by an intrusion dategsiem, as described
later in this document. In contrast to this, passive attacks like traffic analysiavesdropping
of specific communications do not require the attacker to change the routiturpl and have
no direct effect on the behavior of the mobile ad hoc network as a whofact, passive attacks
do not require the node to transmit any information, what makes it (nearly)sisifde to detect
passive attackers. Active attack mechanisms may (but do not have tggtérucombination
with eavesdropping in order to make the result even worse (or bettettfiperspective of the
attacker).

Today, data encryption is the method of choice, to prevent that informatitected during an
eavesdropping attack can be exploited by the attacker. In view of longgecurity, state of
the art encryption mechanisms could fail in a few years, giving the potentiellicious visitor
in our scenario the chance to reveal the secrets once collected. Ifrtherfeonsider public
key infrastructures [18], where a private/public key pair is usuallyduse a long period of
time, it might be possible for an adversary to compute the private key frdlected data and
to later still misuse this knowledge. From this perspective, a feasible wayefikérmation
confidential in the future with today’s techniques is to keep it away fronutmaized persons.

For our given scenario, we expect all attacks, whether they ardieéac passive nature, to be
restricted to a designated area with a low (physical) security level (agdon@e a visitor area
within an airport). The consequence is that confidential information shrmtlénter this area,
as shown in Figure 19 where end-to-end communication relationshipsetohed.

3.2.2 Resulting Requirements

In the cases of non-confidential communication, non-trustworthy ndumrgdbe used for hop
by hop information forwarding in order to provide the expected connigctiék respective route
in our scenario is shown in Figure 20(a). This route will most likely be chdigeDSR since it
is the shortest with respect to number of hops.

In the case of a confidential communication between trustworthy nodesn-&rusiworthy
should (for the reasons described in the previous section) not befepath between trustwor-
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Figure 20: Confidential versus non-confidential route

thy nodes. So at the first stage, we need the ability of an explicit userdtitarar an implicit
policy mechanism within the utilized application to inform the routing process wen&thnot
the information to transmit is confidential.

For confidential communications, we have to establish routes which bypagssdture area.
Figure 20(b) shows a route in our scenario that meets this restriction.

When we take a look at nodg in Figure 20(b), we see that due to its proximity to the visitor
area, its transmission would also reach unauthorized nodes. Even thbigyh trustworthy
node, it should at its current position not be used for forwarding denfial information.

For the decision whether a trustworthy node may be contained in a route tisstdgor confi-
dential communication, information about its position and its radio range hasaailable.

With respect to the subclassifications of trustworthy devices, we haveuoasthat connectiv-
ity decreases if we restrict routes to trustworthy nodes whose routirgdnality we extended
to distinguish between confidential and non-confidential communication dmehttie position
information (extended nodes). To overcome this, we allow a route to contartan number
of non-extended trustworthy nodes (standard nodes) between amgdjaaent extended nodes.
The endpoints of a route, that is sender and receiver, are expediecitended nodes.

The properties of our scenario and the requirements can be summarinddwas:

e Devices are classified into trustworthy and non-trustworthy
e Non-trustworthy devices are restricted to the insecure area

Trustworthy devices are further classified into extended nodes ardbsthmodes

End points of communications are extended nodes

An information exchange between application and routing process ischeede

Knowledge of the position and the radio range of extended nodes haswaiteble

4 Security Objectives

ISO 7498-2 [21] distinguishes five security objectives for communicatystems. These fol-
lowing security objectives should also be met in our scenario described préfrious section.
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Confidentiality (also known as Privacy) implies "keeping information secret from altlimge
who are authorized to see it" [25]. The information is viewed only by autbdrenti-
ties and some encryption mechanisms ensure that all other entities do neiccags to
the protected information. This requires that the authorized entities aréydttified,
listed and provided with cryptographic primitives (keys) to access the gieaténfor-
mation. With clearly identified we mean that the identification information is forgeable
unique and reliable in the system. Mechanisms must be provided to verifyitieesiies
allowing the separation of authorized and unauthorized entities in two disgigt s

Data Integrity is the property of ensuring that the “information has not been alteredthg-au
rized or unknown mean" [25]. The information is contained in the data anddteeis
transmitted. To avoid a loss or an alteration of the information the data mustdieae:c
exactly in the form it has been sent. Digital signatures allow the detectioryahadifi-
cation of the data. To achieve this, the sender signs the data prior to senbdengeceiver
then verifies the signature of the sender. The process therefore impli¢sdlsggnature
is clearly bound to the sender of the data.

Access Control is the act of "restricting access to resources to privileged entities" [@&Sp
for this security objective privileged entities must be clearly identified to beiged with
credentials. The credential is presented to the resource providenbredvalid credential
grant the usage of the resource.

Non-repudiation means the ability of "preventing the denial of previous commitments or ac-
tions" [25]. In a system providing this security objective an entity can anydhe actions
it has performed. Every action has to be digitally signed by its initiator.

Authentication (data origin and entity) requires the "corroborating of the identity of an éntity
[25] in case of the entity authentication and the "corroborating of the soofrinfor-
mation” [25] in case of the message authentication. Authentication is in other tieems
identification of an entity or a message and the possibility to verify the claimed identity
The authentication instance is submitted a proof (password or smart-careljifpthe
identity of the entity or of the source of an information.

5 Attack Scenarios

Attack scenarios especially with respect to MANETS can be subdividegagsive and active
attacks scenarios. In this section passive attacks as there are eppasgiiand freeriding are
described, first. Afterwards, active attacks are presented comphbkacl hole, worm hole,
rushing, sybil, and other attacks.

5.1 Passive Attacks

In this section, we describe attack mechanisms that are passive withtresparaspects. First,
they do not have a direct influence on the communication of other nodestbe infrastructure
of the MANET. Second they do not require to change the used routingqwioin order to
achieve the desired effects.
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5.1.1 Eavesdropping

Eavesdropping is in fact a very simple attack that is inherently possible in EANdue to
their infrastructural properties. Since every node that is used to builhugd hoc network
may be contained in a routing path between any communicating nodes, edsrysnable to
read along the communication. Caused by the wireless data transmission, tihés fum fully
sufficient if an attacker is in the radio-range of the respective routb@grsin Figure 21. One
could say that this is no matter if we just make use of encryption mechanismstézipttoe
transmitted information. But what (with an eye on long term security) if this médion is to
be still confidential in 10 years? The past has shown, that encryptiontaigs may fail with
growth in computing power, which makes brute force attacks on encrypéigs ossible in an
affordable amount of time. The DES algorithm as one example, once coedide secure can
not anymore be described with this adjective today [17]. The future maw,ghat quantum
computers will make this situation even worse [10].

.......................

Figure 21: Schematic Eavesdropping Attack

What follows, shall be pointed out with two short examples, out of whichfitseone is the
transmission of health related data which is an up to date topic when we lookiatrtdiction
of the German "Gesundheitskarte" [12]. With this, it becomes possiblevésyene to access
health-information (like the report of the last check up at the family doctorpfpublic termi-
nals or (in the future) from private devices, which may be connectednviadahoc network.
Who is interested in reading along this information and collecting the historywfdiseases?
Well, the provider of your life insurance could be for the next calculatioyoar contribution.

The second example provides a more general and technical point gfthigtalso holds for
our scenario as described in 3.2.1. For this, we take a look at public keytinictures, where
certificates as the binding of an identity to a public / private key pair can l fest a long
period of time. A malicious node which performs an eavesdropping attack witleirfuture
possibly be able to calculate private keys from collected data. If the &sbicgrtificates are
then still valid in the respective (ad hoc) network, the attacker can contedvacdecrypt and
listen in all communication that is routed via his node in real time. In our scernhigoopens
doors for industrial espionage.

Compared to active attacks, there is no need for exhaustive prepasbBamesdropping. The
described routing protocols do not (necessarily) have to be changdddio the desired result.
One can simply capture bypassing data packets. Tools for this, like Eth2feas shown

in Figure 22 are freely available for download. Active attack mechanisndessibed in the
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previous sections may be used in combination with eavesdropping in ordek®sthearesult
even worse (or better from the perspective of the attacker) but thig isecessary at all.

) (Untitled) - Ethereal [ (=1 <

Flle Edt Yew Go Cepture Analyze  Shatistics  Help

BEegea PHx®@38 RewvwF 2 EE QQQF @M

Fiter: ~ Expression... Clear Apply

no. . | Time Seurce Destination protocel | Info -]
1 0.000000 10.0.27.2 10.0.27.3 TCP 9700 > 1050 [ACK] Seq=0 Ack=0 win=64787 Len=1460
2 0.000232 10.0.27.2 10.0.27.3 TCP 9700 > 1050 [PSH, ACK] Seq=1460 Ack=0 Win=64787 Len=850
3 0.000608 10.0.27.3 10.0.27.2 TCP 1050 > 9700 [Ack] Seq=0 Ack=2310 win=33380 Len=0

# Frame 1 (1514 bytes on wire, 1514 bytes captured)

+ Ethernet II, src: D-Link_09:a5:33 (00:05:5d:09:a25:33), Dst: wistron_00:38:c4 (00:0a:ed:00:38:c4)

® Internet Protocol, Src: 10.0.27.2 (10.0.27.2), Dst: 10.0.27.3 (10.0.27.3)
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Figure 22: Eavesdropped Peer-to-Peer Chat Session with Ethereal

Eavesdropping is independent with respect to the deployed routingcptoReading along the
communication of other nodes is possible as soon as the attacker is pardtdéast in radio
range of the discovered routing path between sender and recéiver.attacker is interested in
the communication of two specific nodes, the knowledge of the protocol (bemtion with
the knowledge of the node’s locations) will help do deduce the route thabevitliscovered.
But also in this case, regardless of the routing protocol, the discovatadyill most likely be
the shortest one with respect to number of contained nodes and geicgiggoximity.

5.1.2 Freeriders

The concept of freeriders is mostly known from the area of peer¢ogestems [35]. Here it de-
scribes the behavior of a peer which consumes resources of othey ipgedoes not provide any
by itself. In a file sharing peer-to-peer system, a freerider would beavpieo just downloads

files from other peers without offering files to be downloaded by ottRegarding a distributed

computing peer-to-peer system, a freerider uses computing power ofpatieipating peers

but is not willing to perform foreign tasks.

This concept also applies for MANETSs. Here, nodes which take part adahoc network may
behave selfish, that is they make use of the network for their communicatidhdyureject to

route data that belongs to other nodes. The aim is to achieve a saving inaowwidth or

battery power which both are usually limited for mobile nodes like cell phon@Pérs.

Unlike eavesdropping and against our definition of passive attaeesjding requires to change
the used routing protocols in order to drop data packets that do not bieldhg node’s own
communication. Nevertheless, we classify this attack to be a passive oce tlsennecessary
changes are only of a minor nature. Also, there is no influence on the cocatian of other
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nodes besides the additional usage of bandwidth that is needed to rodeddtud the freerider.
One could say, that obviously the number of routes that can be dischwateget lower when

a node changes its behavior from protocol conform to freerider. iShisie to the fact, that
this node could be a single point of failure in the route from sender toveges shown in
Figure 23. Since this also happens, when the node is switched off, wdwhison for nodes in
MANETs when we consider the limited available energy, we will neglect thesetf freeriders
in the scope of this document.

Figure 23: Freerider as single point of failure

5.2 Active Attacks

The following presents the basic concepts of some important active attabk&NE&T rout-
ing. Each attack is first presented in a general way and then analyzethitsdor the routing
protocols AODV and OLSR.

5.2.1 Blackhole

The black hole attack [3, 5] uses the idea of purposefully generatingraataoutes so that
packets are no longer forwarded to the proper recipieriut instead get lost or sent to an
attacker. Thus derives the name as something similar to a black hole is creatrtkirnto
"swallow" the data packets. Fig. 24 shows an example of normal data traffisferred via
adjacent nodes to node on the left and the effects of a successful attack on the right. Messages
intended for nodeD do not reach their actual target but are intercepted by the attacker.

The attacker may also distribute fake routing information in order to becomededtlin as
many valid routes of the network as possible. This type of attack is alwadiging route
finding or routing information update phases of the process.

A black hole attack can also serve as a precursor for the executiontloéfattacks.
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Figure 24: Data flow to targdd before and during a black hole attack

AODV One problem with route finding in AODV is that not only the destination node can
send a RREP message, it is also possible that a node in the middle knows aougdicdund
can send an RREP message back to the sender (see section 2.1.1). Rker &tdsee fig.

25) who receives an RREQ message can take advantage of this bygsandRREP packet
back to the sender, pretending that the destination node is only one opfmaalvay from the
attacking node. The attacker will then be masked as the shortest path imctulded within the
transmission route.

Instead of pretending to have a shorter route the attacker can fake exr Bigfgluence number
in his RREP message. This way the new route overwrites routes traaisbgrather nodes. A
combination of both tactics is also possible.

Each approach is based on the fact that attackers must await a routeetysprocess initiated
by another node. Attackers can artificially initiate a route finding processehging a fake
RERR packet which pretends that a section of the route between attackerapient node is
no longer available. This intentionally generated route fault can lead to thdiomta a RREQ

message that the attacker can later misuse for his aims.

A

Figure 25: NodeX pretends to be connected fousing HELLO messages

This procedure creates a "black hole" that collects and discardsialhgrdata. Possible goals
of this attack are the following:

e to selectively delete datgfay holg

e to isolate a node (DoS)

OLSR To create a black hole in an OLSR based network, an attacker has thbiljggs
just not forward any TC messages which has as the result that ncal@®ssibly no longer
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reachable [31]. Especially in a network which does not provide regiuids, i. e. several paths
are created and stored in parallel (multi-path routing), this inevitably leads iatérruption of
some connections. If no MID and HNA messages are forwarded additidoenation via the
interfaces of a node or via connections to external networks get lashwhan have the same
effect.

The real black hole attack, however, is an attack which attracts and reiatirenly control
messages but also data packets exchanged between nodes. Ihableriahole attack serves
to exclude a node from the network. In principle also other scenariohiateable so that the
goals of a black hole attack may be roughly classified as follows:

e to remove data selectivelgfay holg

e to isolate nodes (DoS)

Itis also important that a gray hole attack can only work if the attacker is alidevi@rd data to
the victim as not discarded messages can otherwise not be delivergmafdlhave in common
that in a first step the data traffic of the network must be attracted. To &cthisy an attacker
must first trap as many messages meant for his victim as possible. The victilensasingle
node or part of the network. In OLSR the attacker has two options todpaese information
about his neighborhood by such manipulation. More precisely a notEngliethat certain other
nodes belong to his neighborhood although this is not the case.

e Generation of false HELLO messages

As displayed in figure 26, an attackar could e. g. make such a manipulation using
appropriate HELLO messages to pretend that nbdehis neighbor. It would follow from
this that node”’ and all other neighbors oX would store a forged 2-hop neighborhood
and therefore also a wrong MPR set. Presumedly fodeuld mark nodesy andD as
MPR and not, as it should be, nodes X, B, dndbecause the first set is smaller. Routing
messages the routing of which is influenced by the MPR mechanism can rev lelagh
node A and would instead be led t&. Furthermore, the attacker has the possibility to
signal a higher readiness to forward messages by indicating aMighi ngness.

Figure 26: NodeX pretends to have a connection4ausing HELLO messages

e Generation of false TC messages

TC messages with a manipulated sender address lead to false neighbiofboodtion
which is then distributed on the network. If e. g. nalieforwards a TC message in the
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name of nod€” in which he pretends that is his neighbor (see figure 27), node D, upon
receipt of this message, will wrongly assume that nadesd A are neighbors. Such an
attack can only work if the TC message has an ANSN which is bigger than thestig
ANSN associated with' and stored in the topology table Bf. OtherwiseD will discard
this message according to the protocol so that the attack fails. This allowsdfieime
spoofing of a false identity, but differs, however, from the Sybil atxiained later in
which an attacker tries to permanently adopt the identity of another node.

A X

Figure 27: NodeX pretends by TC messages toGe

5.2.2 Wormhole

A wormhole attack [38] uses two directly connected nodes of a networkrioute data traffic.
In order for this to be successful, the two nodes must "ally” themselvesstatlish an addi-
tional channel outside normal network communications which serves asal.tdiis shortcut
is named after a wormhole as it mimics this hypothetical physical phenomenon.

In this type of attack the two nodes mask that they are not directly adjacdasrmmnd pretend
to be neighbors (therefore disposing a fast connection to each ottieh&in neighbors). As
these paths are used for sending data that is not part of the properketermholes are very
difficult to detect.

Wormholes themselves are not necessarily only negative for a netwatkchsa shortcut can
have positive benefits such as relief for the network or shorter tratsfes for packets on the
routes containing the wormhole. Attackers use wormholes in the network to tmeikenodes

appear more attractive (with perceived faster transfer times) so thatdatarés routed through
their nodes. Similar to the black hole attack, the wormhole attack can also basiadzhsis for
further attacks.

Wormbhole
Attacker

Attacker

Figure 28: Data flow during a wormhole attackX¥fand X’
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AODV During a wormhole attack two attackeksand X' work together (as described above)
to create an additional channel or out-of-band connection (see A)b.Tke actions taken by
the wormhole attacker first resembles those of a black hole attacker. Epeiptrof a RREQ
message both send an RREP message back to the sender which beafsfalaion intended
to attract all data traffic originally intended for another recipient. The wdiffee lies in that
a pair of attackers act at two different places of the network, e. g. itralathe data traffic
between two noded and B in a wormhole attack.

As with black hole attacks, wormhole attackers have the possibility to artificidlig the se-
guence numbers of this RREP message to overwrite route information setitdsynodes with
his RREPs.

Possible aims of a wormhole attack are:

e to eavesdrop messages
e to selectively delete data
e to manipulate data

e toisolate nodes (DoS)

OLSR A direct connection betwees and B, lying outside of the actual network, can be arti-
ficially created by an intruder X, to exchange messages betwes B via X (see figure 29).

A further possibility is the creation of a longer wormhole by two collaboratingeeédand X’
(see figure 30). This is the more common approach, which will be examimedrh@ore detail.
The procedure differs anyway only in few details, two co-operatingesgprs can however ac-
complish a substantially more effective attack, since a genuine out-ofdsamection provides
an actually faster connection to the network.

Figure 29: NodeX generates a wormhole

In [31] still another possibility is presented where the aggres3oend X do not appear to

the other network nodes all. For nodeit has thus the appearance, as if it was directly com-
municating with node3. In principle also such a variant is conceivable, it concerns howaever
wormhole that works at a lower network level than the switching layer, wisichsponsible for

the routing. This variant can be implemented by the aggressors very sasikythey must only
forward the HELLO messages of their victims to the other end of the wormhofeksinThis

way the victimsA and B consider themselves to be direct neighbors. If a wormhole is created
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Figure 30: Two nodeX and X’ jointly create a wormhole

in this way, then it is the task of the aggressor nodes, to forward the detarsbretween the
nodes through the wormhole tunnel.

In order to be able to successfully produce a wormhole, the aggre&sarsd X' basically
just have to distribute the information about the available connection between tth their
respective neighbors. This means at first very little costs. Such a wegrdbes however in
most cases probably not yet serve its purpose, since as much additwaglackets as possible
should be routed through the new tunnel. An aggressor can accomplishitiniadditional
steps, similar as for a black hole attack.

Also for these attacks it makes sense to divide them according to their §oalsible goals are:

e to eavesdrop messages
e to selectively delete messages
e t0 manipulate messages

e toisolate a node (DoS)

All goals have in common that the first step is to create an additional direcectian. In
addition the attacker nodes must attract packets, as with the black hole attaattifference is
that this happens at the same time for two victims at two different places in themetihe
victim can be again on both sides of the wormhole an individual node or alsmplete part of
the network. Once this connection is established, the aggressor is inladfrttie connection
between nodel and B and if maybe further connections that use the created wormhole.

5.2.3 Rushing

This attack is based on the idea of transferring messages as soonibkemusthat they forestall
other messages in finding a route. In this way an attacker can exertidexaidy greater influ-
ence on route generation (ensuring the inclusion of the attackers ndbe pyute). This works
especially well as many routing protocols dispose of security mechanisrimstgapies with
the result that only the data packet that arrives first is evaluated who¢halis are discarded.
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To be able to successfully execute a rushing attack an attacker can alsaisga&f the possi-
bilities the lower network layers offer. So he can, e. g., ignore certais thkt normally force
him to wait a certain time before sending the message.

AODV The aim of rushing attacks is to become part of as many routes as possibtein o
to eavesdrop, manipulate data or support other attacks. Moslends a RREQ packet (see
fig. 31) to search for a route 10 (or to a node behind’). The attacketX receives the RREQ
message sent via flooding and will then try to forward this message as spossible (possibly
violating the rules of lower network layers). If successful naéteeceives the route request of
attackerX before getting the corresponding message from nBdeNode C' processes this
message and subsequently discards the messaBe@deived afterwards since according to
AODV specification it must only consider the first route request thatseaertain ID. Nod€”
then returns an RREP message to the sendeX\sa thatX is henceforth on the route between
A andC instead of nodd3 that would also have offered this connection.

The attack is rather simple since the attacker conforms to protocol with thptextef using
"hurrying":

Figure 31: NodeX performs a rushing attack

OLSR In OLSR there is the rule that a node that receives an MPR flooding meeskagks if
the sending node is contained in its MPR selector set. If this is the case, #ietkmessage is
forwarded. If the sender is not an MPR of the node, it will not forwihiel message but discard
it. Under performance aspects the rule makes sense, in the same time it israbilityef the
protocol. This behavior can be used to undermine or prevent the téorearding of control
messages.

The corresponding attack known as rushing attack, virtually originatingarctimnection of
reactive protocols such as AODV, is also called MPR attack in OLSR. ltlisare of different
possible rushing attacks, however, the most important one. In the Bcpresented in figure 32
nodeA sends a message to his neighbBrand X, whereB is an MPR of A,X is no MPR and
nodeC' is MPR of B. The attacketX selects his MPRset not correctly and forwards the sent
message although he is not obliged and authorized. Mogzeives this message which is also
forwarded by node3 to C'. The important thing is that nod€ will not forward the message,
although he is MPR, because it has already received the message kptker&X'. To be able
to perform a rushing attack, an attacker can moreover make use of thibifitiss offered by
lower networks layers. He can e. g. ignore certain rules which wouldhalby force him not to
send a message immediately but wait until the network channel is free.

33



Figure 32: NodeX performs a rushing respectively MPR attack

The rushing attack aims at bringing himself into a strong position in the netwarkbecoming
part of as many routes as possible. Such an attack can e. g. suppoeethtion of a black hole
attack or be carried out to eavesdrop or manipulate data. In principle tokeattanly forwards
the messages immediately and ignores the MPR rules.

5.2.4 Sybil

A Sybil attack [26, 16] occurs when a node in the network tries to masquerade asaksever
identities. This can be achieved in two ways, by feigning the existence afditicmal node or

by stealing the identity of an existing node. The advantage of controllingadeglentities to an
attacker is that he can extensively conceal their activities within the neti@odk a black hole
attack).

AODV Eavesdropping to discover and existing identity is required in order tauexecSybil
attack?

A X

Figure 33: NodeX pretends to be C

The stealing of an identity can be a rather simple as an attacker must onlyraa$RREQ
message as if it were the destination node (sending a route reply with the idefrditypther
node). Preventative measures include sending a RREP message sloagatitpcking messages

1Sybil is the name of a book [33] with the authentic report of the first psgohlysis of a multiple split person-
ality.

2In principle it is also conceivable that an attacker creates a completelyideuity, however this is a less
interesting attack to this report and the procedure only differs in few details
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are ignored. As with black hole and wormhole attacks, Sybil attacks caafibBom sending
RERR messages (pseudo route error) to activate new route reguests.

OLSR A Sybil attack is normally performed with the aim to bring oneself into a strong po-
sition in the network. If an attacker knows the structure of a network, ahe & g., adopt
particular identities to become part of as many different routes as poskilitds position the
attack can be the basis of many other attacks.

An attackerX can send HELLO messages which contain a faked sender addres# the.
presented example that of nodg(see figure 34). From this it follows that nodésand B send
HELLO and TC messages that claim that they can reach abdeurthermore, nod& selects
MPRs from his neighbors and distributes this information by his TC messagheifunder the
fake address of nod€. As a result of this, the selected MPRs will distribute the information
that they are direct neighbors 6fin their TC messages. This leads to conflicts in the routes to
nodeC which can lead to connection breaks.

A X

Figure 34: NodeX pretends to bé' using HELLO messages

An attackerX has additionally the possibility to impropriate interfaces which do not belong
to him by generating false MID messages (or HNA messages). This is eanele if a node
has several interfaces with different network addresses and thenkesiinforming over this
correlation by the transfer of MID messages. Another possibility is the dasfrthe sender’s
address of the MID message and not only those addresses assignedrieitfaces. In both
cases nodes will have difficulties to reach the correct owners of thesndtNA messages are
an extension of OLSR and serve to connect to other networks whictoawsing OLSR for the
routing. These two types of messages are, however, of very smakhnelein most networks.

The following attack tree resembles a lot that of a black hole attack, butthensssages differ
from each other as at a Sybil attack e. g. also in HELLO messages a fafgeyids given, but
no false neighborhood is pretended with the right identity as with the blackalitalek.

®HELLO messages offer another possibility to execute a Sybil. An attakkeould send HELLO messages
containing a fake sender address, as shown in fig. 33) for exampled®(to spread incorrect neighborhood
information. As HELLO messages are an optional extension of AODVaaadisually not used this possibility is
not addressed in more detail.
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5.2.5 Other Active Attacks

AODV Another possible attack on AODV is the so-calldidious Query FloodingWith this
classicDenial-of-Service (DoSattack the attacker sends big amounts of RREQ messages into
the network. Here it is important that with these route requests a route heeato a not
existing destination. The resulting delays can lead to a collapse of therparfoe of the whole
network.

OLSR A possible attack in OLSR is the so-callddNSN attack which is based on a mere
manipulation of sequence numbers. The principle is simple: An attacker risveen behalf
of another node packets which have very high ANSNs. Messageseidlat originate from
this victim are discarded in the network, since these true messages haveAlN®Rs and are
therefore interpreted as deprecated. Such an attack is thereforesia €la$ attack with the
aim to incapacitate the victim.

6 Solutions

Within this section, we present an approach to prevent passive attaoksbihe ad hoc net-
works and methods to identify active attacks. A promising possibility to preyesgive attacks
with today’s available mechanisms is to keep confidential data away fronthoreaed persons.
Here, we propose an approach for transmitting sensible information ing¢heaisc described in
Section 3.2.1 over routes which are restricted to appropriate nodes.yTaostgatible with the
existing Internet protocol architecture, we provide an extension lsewbss-layer techniques.

6.1 Prevention of Passive Attacks

To achieve the desired functionality as stated in Section 3.2.1, we have to fialeade on the
vertical control flow within one node (from application to routing process)vell as on the
horizontal data flow between two nodes. In the following, we describectipgired extensions.

6.1.1 Cross-Layer Architecture

For reasons of compatibility, we base our approach on the well establisteedet model with
its strictly separated layer architecture, as shown in Figure 35(a). Tmpge the necessary
information between the application and the routing process, we add alayessextension
similar to the design proposed in [14] in a two step process.

In the first step an additional control interface which will be describedeitailin the next
section is attached to the network layer. This way, the desired influence eauting process
becomes possible. A similar approach with the aim to rewrite routing tables intordptimize

Gnutella networks is presented in [15].

Step two adds an orthogonal side-plane, which offers the service pemitiv cross-layer com-
munication. A draft of the resulting architecture is given in Figure 35(b).

The side-plane is organized as a lightweight data structure contajnaige, value)uples.
Services are offered to add and change tuples, as well as to regiserespto be informed
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Figure 35: Extension of the Internet layer model

about changes in a specific tuple. With respect to our scenario, anajpliadds and changes
tuples as for example the required position information of the rftfdedePosition", GPS coor-
dinates)and the insecure arééUnsecureArea”, PolygonYhe control interface of the network
layer registers for changes in both tuples. The information is then useduerio# the routing
process respectively.

6.1.2 Routing Control Interface

To stay compatible with nodes that run a standard DSR protocol, we leaveSRehBader
unchanged. The necessary information is contained in an additiona¢ried follows the
DSR header. We assign the header nun2&d that is reserved by IANA for experimentation
and testing. Thus the value of thext headefield of the DSR header (which itself has not been
assigned a fixed number yet) 263 and points to our additional header. The resulting MAC
frame is shown in Figure 36.

|MAC Header | IP Header | DSR Headeré DSR Options | Additional Header | Transport Layer Datal

Figure 36: MAC frame with additional header

Nodes that run a standard DSR protocol simply ignore the additional heduereas nodes that
are equipped with our extension can read and evaluate the containedatitor. We define

three header formats for the three phases of a communication which &eerequest, route
reply and data transfer:

Route Request To provide security at the earliest possible point in time, we already demand
the route request not to reach the insecure area. This way, we prexetrustworthy devices

to perform traffic analysis or (if able to handle our extension) to pretgmasdion outside the
insecure area with the aim to be included in a confidential route.

For the route discovery phase, the additional header contains the fajlavormation:

Next Header This is used to determine the transport layer protocol as for example TGPRr

TTL Thetime to live for this route request. This field is decreased at each extende by the
number of hops that where traversed since the previous extendedihodallow a route
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to only consist of extended nodes, TTL will be decreased by one ht(eatended) node.
If standard nodes are allowed to be situated between extended nodeks ddcreased
respectively.

Max. intermediate standard nodes This field specifies the maximum amount of standard nodes
that may be situated between two adjacent extended nodes. The TTL &f tieadler is
set to this value at every extended node. This way, the broadcasbafearequest that
will be done by standard DSR nodes is restricted to the desired amounhdéstenodes
between adjacent extended nodes.

Expected RepliesThe amount of expected route replies which will be of relevance for our
multi-path approach as a part of our future research.

Sequence NumberThis field is reserved for our multi-path approach.

Header Length The overall length of the additional header. The length is not fixed, sivce
following field contains a flexible description of the position and the shapeeofititor
area.

Restricted Area A polygonal model of the insecure area.

Figure 37 depicts the resulting structure of the additional header for the request phase.

Next Header | TTL Max. Intermediate | Expected Replies

Sequence Number Header Length

Restricted Area

Figure 37: Header format for route request

Route Reply During the route reply phase, each extended node appends its @eogmaph-
ical position and its position in the recorded list of hops in the DSR options toxtemded
header. The resulting header format is shown in Figure 38.

Next Header | Reserved Header Length

Position in DSR Hop List Reserved

GPS coordinates

Figure 38: Header format for route reply

Based on this information, the source evaluates the degree of secudtyeacan offer. As an

example, we assume that one standard node is situated between two existeled-or a worst

case scenario, we further assume each extended node to be as clesmsedthre area as it is
allowed by its radio range.

If the distance between the extended nodes then converges to the sueir agadlio ranges,
the transmission of the intermediate standard node can not reach the énaegairas shown in
Figure 39(a).

If, on the other hand, the distance between the extended nodes is smaill&ralsaum of their
radio ranges, the transmission of the intermediate standard node may wélltheainsecure
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Figure 39: Route with one intermediate standard node

area. Regarding this, a quantitative assertion about the security oteablecomes possible.
The possibility that the transmission of an intermediate node reaches theranseea can be
calculated from the knowledge of the position of the two neighboring extenddes. Figure

39(b) depicts the worst case of a (possibly) insecure situation. We tbawetice, that the

intermediate standard node could be situated anywhere within the intersdatiegopthe radio

ranges of the extended nodes.

Data Transfer During the phases of route request and route reply, we establishattatiwat
meets our security requirements. Since we are confronted with mobile deviegsute has to
be maintained with respect to security during the data transfer phase.

To obtain the required flexibility for our further work on more unrestrictegharios, we define
a header for the data transfer phase, that may be used optionally wresrettegio (and thus the
restrictions with respect to security) changes. The header therefotairs for each extended
node in the DSR hop list a description of an area, where the node is allowletkio. If a node
leaves this area, it has to stop forwarding messages for the respextiveunication.

Figure 40 shows the additional header that is used during the data trahate.

Next Header | Reserved Header Length

Position in DSR Hop List Reserved

Permitted Area

Figure 40: Header format for data transfer

6.2 Identification of Active Attacks

After presenting the most important attacks in MANETSs based on OLSR oAA@Ehe previ-
ous chapter, we will now describe possibilities to identify such attacks ustngsion Detection

Systems (IDS)This description does not claim to be complete which is not possible due to the

complexity of computer networks, but delivers some starting points whicbe&elpful for the
implementation of an IDS for OLSR or AODV networks.
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Intrusion Detection Systems rely on the facts that user and program astaiteobservable,
and what is more important, normal and intrusion activities have distinct t@hdntrusion
Detection therefore involves capturing audit data and reasoning aleavitience in the data
to determinate whether the system is under attack.

Although many IDSs have been developed for wired networks, the big euafildifferences in
MANETs demand the design of new intrusion detection architectures andthigs.

IBM labs in Zurich defined the following IDS features [6]:

1. Audit source location: The data to be analyzed may be obtained on arhagplication
or system log files byHost based IDS (HIDS)or network packets can be captured and
examined by aVetwork based IDS (NIDS)

2. Methodology of detection: Two approaches are used for the detettioinusion, misuse
detection and anomaly detection. With anomaly detection the system knows tlee use
standard profile and detects deviations from this habitual pattern. Thisl isodell
suited to detect unknown or previously not encountered attacks. Onhtbel@and mis-
use detection monitors networks and hosts for known attacks. This cl#3S @ useful
in networks with highly dynamic behavioral patterns of the users. Besidgsttiey are
more efficient as are less time and power consuming, and is a choice of imamyer-
cial IDS products. However, a frequently updated (and large) ds¢abiknown attack
signatures should be managed.

3. Computing location: Most IDS use a centralized architecture to gatheauwdtit data.
Others, as IDS in MANETS, must use a distributed and collaborative malgiyall be
explained in the State of the Art section.

4. Usage frequency: An IDS can collect and analyze data at regiéawats or provide a
continuous intrusion detection service. The latter is needed by MANETsrasions
should be detected “on the fly”.

5. Response to intrusions: When an intrusion is detected the system mainrdidierent
ways. Most systems generate an alarm informing the administrator, wheedesfithe
reaction to have. A more sophisticated response consists in a corrative (@ new rule
in the firewall, disconnection of suspicious connection, ...) to prevent amidaé future
attack.

6.2.1 MANET Intrusion Detection Architecture

The structural and behavioral differences between wired and wsretedile networks render
existing IDS designs not suitable for wireless networks. Wireless nesawhot have a fixed,
well-protected communication medium, therefore network monitoring should therped at
every node.

The idea here is to provide a distributed and cooperative IDS. This meatra/éry node in the
wireless ad hoc network does intrusion detection locally and independeutiyeighbor nodes
may help, as they investigate over a broader range [41, 7, 40].

Each agent is completely independent from the others, and monitorsukgysiem level activ-
ities in addition to the communication activities which are in the radio range. Whananaly
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is detected, if the evidence is clear enough, the node can initiate a res@ongee other hand,
if the evidence is inconclusive, it can start a collaborative investigation.

From the conceptual point of view six modules are defined as shown irgilne #1 according
to [41, 7, 40].

local response | | global response

i \

local detection ) cooperative

engine P detection engine
J A
A
local data secure
collection communication
A A A A
system call activities , neighboring
communication activities , DS agents

other activities, ...

Figure 41: Modules in each IDS node [41, 7, 40].

Data Collection This module collects the real-time data from various sensors. These sensor
can gather data from user and system applications; and from netwck&tpaincluding those
observable within the radio range of the monitoring node.

Local Detection This engine processes the data collected, looking for intrusion detection. A
this step, not only misuse detection techniques should be used but anoneaiyahetoo, as it
is very probable that new attack types will be developed.

Cooperative Detection When a node detects an inconclusive intrusion, it starts a cooperative
intrusion detection process. This consists of broadcasting the informdieurt the potential
intrusion to the rest of the nodes, and if other nodes find enough eédiestarts a response.

The difference between local detection and cooperative detection isuisg,in the first case
the information analyzed is from the local node, in the second one an IB/& agjies on the
data from other agents.

Local and Global Response The response that must be taken differs depending on the type
of intrusion, the network protocols, etc. For example, a response darréénitialize commu-
nication channels (force re-key); or identifying the compromised noddse:organizing the
network to exclude them.
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6.2.2 Rule Based vs. Anomaly Based Intrusion Detection

Intrusion Detection Systems can be categorized into two groups: rule Aadeshomaly based.
Rule based, or also known as signature based Intrusion Detection Sydgstify intrusions
by watching for patterns of traffic or application data supposed to be madicibluese type of
systems are presumed to be able to detect only known attacks. Howgeamnddey on their rule
set, signature based IDSs can sometimes detect new attacks which siractesfstics with old
attacks.

The rule based IDS analyses the information it gathers and compares igj¢odarabases of
attack signatures. Essentially, the IDS looks for a specific attack thatieasiya been docu-
mented. Like a virus detection system, misuse detection software is only aagtieldatabase
of attack signatures that it uses to compare packets against.

MANET is still not a very widespread technology and not many MANE Tedipeattacks have
been developed and specified as a rule set. That is one of the maingadgoim addition to the
rules based detection, an intrusion detection system based on anomalipdetethods should
be also used. This approach is based on the assumption that there is aasiguiifiference
between normal user behavior and an attack which can be automaticallyedetésomaly

based IDS provide a mechanism against attacks, where an intensesaiglysde on a big
number of features, and then Al based techniques are applied to clissifjput as normal or
abnormal (attack).

6.2.3 Detection of Attacks on AODV

For AODV there are a number of possibilities to recognize attacks as well. $bthem of
course resemble the approaches shown for OLSR, especially thosedl@ised on the storage
and the comparison of control messages.

The identification of black hole attack is examined in [36], where the following features
for the identification of black hole attacks are developed which can, hewaiso indicate a
wormhole attack:

e Deviations of sequence numbers: Each node stores a list of the lasdesweed se-
quence numbers of the neighbors. If there are gaps, i. e. is a newrsegoumber is
considerably larger than one overheard by this node, this might indicaaétank. An
attacker would have to eavesdrop the sequence numbers himself to besgutand to
avoid gaps in the sequence numbers.

e Frequency of routes: Also a strong indicator for an attack — each rtodesgor each
other node a counter for the number of routes containing this node. Iftairc@ode
appears with above-average frequency there might be an attack.

Also suited to recognize wormholes are the aforementioned packet IdaShe$hese can be
used both in (pro-)active protocols like OLSR and reactive methods likb\A®ecause they
do not directly influence the routing but are based upon an extensior data messages.

The recognition of a rushing attack in a MANET [20] is very difficult since #ttacker behaves
in compliance with the protocol and only tries to forestall others. Precautionaasures are,
however, possible. A simple solution is to forward not the first control agesseceived but to
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randomly select the first packets instead. This increases the security, but has a negative impact
on the performance of the network.

In addition, the extension of RREQ messages by a node list makes sernseeslit is that
a node knows its neighbors, comparable to the HELLO messages in OL8Raaridentify
suspicious packets. So also packets can be identified which an attackerde outside his
own reach with a very high transmitting power.

[9] proposes an asymmetric encoding of control messages. Furthertherollowing three
indicators for attack recognition are specified:

¢ Distribution of wrong routes: An attacker regularly generates unnacgessute requests.
Therefore an upper limit is suggested. If a node initiates a number of RRESages
within a certain period which lies above this threshold value so this node is&esito
be an attacker.

e Denial of Service: An attacker performs a DoS attack by sending falseat@r data
messages to paralyze the network or part of it, i. e. to take away resduoce other
nodes. Again the identification can be achieved by counting the controbgeEssnd
comparing them to an upper limit for a certain time interval.

e Impairment of the destination: A destination cannot answer because

1. itis not within reach of the network,

2. itis presently overloaded,

3. it has not received the route request for some other reason, or
4. it acts viciously.

The latter is assumed first if the sender gets no answer from the desitathtion within
a certain time. Furthermore, HELLO messages can be sent to get informbatiahthe
neighborhood. If a node is recognized as belonging to the networlolegtribt answer to
route requests so it is identified as the attacker.

6.2.4 Detection of Attacks on OLSR

For the recognition of attacks in MANETS, in which OLSR is used, there @reesapproaches
that are based on the storage of certain information that has been distiibattrol messages
for later evaluation and comparison with new messages.

Such an approach is introduced in [32]. The idea is that the recipientiBl4 O message will

not only evaluate it but also store it. If it receives a HELLO message atttiared another one

at a later timd +1 this node can compare the new information with the stored one. In this way
changes can be detected and the plausibility can be checked, e. gliag¢orthe specification

of OLSR a symmetric connection can never be created directly but only byt@ahaxchange

of HELLO messages. A respective attack in which a symmetric connectioked fay a node
without a previous exchange of E HELLO messages could thus be idefyfisicnple means.

A similar approach is pursued in [37], the evaluation based on rulesrdfewever, both to
HELLO as well as TC messages and is much more complex. By storing the ditdeidién
control messages transferred to a node and a subsequent compardsevaluation breaches
of the rules can be detected. So, different attacks can be identified in dlyis Mainly the
following four rules are mentioned which must be always valid in an OLSR oritw
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1. Comparison of a TC message with a previous HELLO message: Theligiddsn a TC
message must always be a subset of the nodes mentioned in a HELLO enessaigling
to the OLSR specification. If node P sends the messéétp = {A, B,C, D} and
TCp = {C, D}, then the relatio’Cp C Hellop must apply.

Figure 42: Rule 1 for attack identification in OLSR [37]

2. If a node receives a TC message in which it is mentioned as MPR seleetserider
of the TC message must of course be a neighbor of the node, i. e. he avesbéen
included in the last HELLO message. So if nadeeceives a messagéCp and notes
thatC € {TCp = {C,D}} applies, then node P must be a neighboiCof That is,

P e {Helloc = {A,B, P}}.
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Figure 43: Rule 2 for attack identification in OLSR [37]

3. In addition: If a node receives a TC message in which it is listed as MRRtsethis
node must have previously selected the sender of the TC message as MPHEILO
message. So if'Cp = {C, D}, node P must have been selected by nadesd D as
MPR. This in turn means thdt € M PRc und P € M PRp must apply.

A — —
‘A TCg=(C, D} TC.=(C, D}

c—@ D

(B MPR.={P} MPR_=(P}

Figure 44: Rule 3 for attack identification in OLSR [37]

4. The sender of a TC message eavesdrops all related TC messaggsiéar by his MPR.
The MPRs only changes the sender address in the header but do rit theatontent
of the TC message. Node P seddSp = {C, D} and node«” and D forwardT'C'p for
P. If the forwarded messadeC'p is eavesdropped &Cp [C] or T'Cp [D] respectively,
TCp[C] =TCp D] =TCp must always apply.
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Figure 45: Rule 4 for the attack identification in OLSR [37]

Another possibility of attack recognition is a check of noticeable discrepsint the sequence
numbers (ANSN). If there are suddenly gaps in the sequence of ANS&lsthe ANSN of a
node is not followed by an ANSN with the next possible value, then this nodesisibly the
victim of an attack, e. g. an ANSN attack, where an attacker is creatingisimidhdting unduly
high ANSNSs.

Another approach is pursued Ipacket leashemtroduced in [19]. The notion leash means
additional information is appended to the data messages. We are differgnbiatimeen two
sorts of leashes.

Geographical leashesserve to limit the distance between two nodes. The sender attaches a
time stamp and his location to a packet, the clock time of the nodes must be appréximate
synchronized. The recipient can compare his time and location informatien tag
reception and compare it with that of the packet and decide whether thless are in a
plausible proportion to each other.

Temporal leashesserve to limit the network propagation time of a packet. To all packets the
sender attaches an encoded and very precise time stamp, this requresaety syn-
chronized clocks on the network nodes. So the recipient can decidle w&hather a
packet had taken an unrealistically short time to get to him. The sender cdditioa
define for each packet a validity time.

Another possibility, especially for recognizing wormhole attack, is the usaufiple path
routing [34], in connection with statistical evaluation of all existing routeschSan analysis
deals mainly with the following two values:

e Relative frequency of each connection between two nodes

¢ Difference between the most frequent and second most frequeméciion between two
nodes

In the statistical evaluation following the collection of these values anomaligsecgtognized
and be further examined so that steps for the prevention of an attacle ¢adutred.

Also [38] deals with the recognition of wormholes. His approach is the rm@tog of worm-
holes by means of graphs. As this requires location information aboutaddisnguch an attack
recognition approach is rather reasonable and possible in sensorkeethan in MANETS.
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7 Simulation Tools

Within this section we want to present a comparison of three simulation tools foilerex

hoc networks. We present ns-2 and JiST/SWANS as two open sourckaginstand OPNET
as a commercial tool. Our goal is to show similarities and differences and toqdidiverse
application domains.

7.1 ns-2

Network simulator 2 (ns-2) [1] is a popular and efficient simulation envirartrreis a discrete
event-oriented simulator for network topologies. ns-2 was meant at thenieg for wired
networks; afterwards it was extended for wireless networks, includingless LANs, mobile
ad hoc networks (MANETS) and sensor networks. ns-2 is open saud freely available and
supports the simulation of transport protocols such as UDP, TCP and xteirs@ns, as well
as routing and multicast protocols.

The design of ns-2 is package-event-oriented. The smallest unitsleeljarns-2 are packages.
Thus for example data is not regarded as constant bit stream, but ircaselonly complete
packages are considered. An event-oriented view is made possible lolstinete view of
packages. An event is defined as a package, a time stamp and the ohb{ctarbe worked
on. As a substantial component of this architecture the event plannes #teesuccession of
these events and thus the simulation process.

History As a variant of the REAL network simulator, the development of ns beg@8 abthe
University of California in Berkeley. The original task was the simulationysfaimic aspects in
package-oriented nets such as load analysis and congestion congdirstkiersion ns-1, with
which one could examine the scalability and the interaction between protoppksared in the
year 1995 within the VINT project, with the support of several institutesvrieace Berkeley
National Laboratory (LBNL), Xerox Palo Alto Research Center (PARGfprmation Science
Institute at University of Southern California (USC/ISI) and UniversityCalifornia Berkeley
(UCB). 1996/97 appeared the second version of ns-2 with further diimmileapabilities such
as scheduling algorithms and support for mobile hosts.

Structure and Functionality ns-2 is a C++ based object oriented simulator, with an OTcl
interpreter as front-end. This simulator supports a class hierarchy ir{goité say the compiled
hierarchy) and a similar class hierarchy in the OTcl interpreter (thus thgpieted hierarchy).

There is a one-to-one relationship from the user perspective betwekrlass in the interpreted
hierarchy and in the compiled hierarchy (cf. figure 46).

e Tool Command Language (TdB an interpreted script language, in which the control
scripts for the simulator are written. Tcl can be installed on any Linux operagistem.

e Object Tcl (OTcl)is an extension of the Tcl language by object-oriented capabilities;
which allows the user to produce several instances of objects.

e TcICL s the glue between C++ and OTcl. It connects the objects that are calle& by th
script to the objects available in C++.
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Figure 46: Structure of ns-2

The execution of a simulation is an internal computation that results in a traceileh one
can read by means of visualization tools such as NAM or iNSpect.

Visualization In order to understand better the data traffic during a network simulatioma vis
alization tool is required. For these reasons the Network Animator (NAMy#k designed that
provides a graphical user interface for the representation of witsebrietopologies. However,
NAM is not suitable for wireless network simulations despite many efforts intalibéstion; it
can only illustrate the position of nodes as well as their movements in the network.

With in NAM communications are only visualized as transferred energy puisese node
to another when a packet is sent, besides that it neither provides pflskeihor accounting
capabilities.

ad-hockey is a visualization tool for wireless simulations of ns-2. The kgtldpment and
software update of this tool was performed by the developers in 199%efidre ad- hockey is
not any more compatible with the currently used ns-2 Tcl version.

320,200
e

Figure 47: Visualization of Simulation Results using iINSpect

The interactive ns-2 visualization and validation environment iINSpectif24fitten in C++
and based on OpenGL. It is a visualization tool to analyze wireless networiulated by ns-2
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(see figure 47). iINSpect is platform independent and can be rum Limiex, Windows, MacOS
X and Cygwin.

7.2 OPNET Modeler

OPNET Modeler [28] is one of the leading commercial environments for m&twmwdeling

and simulation. It is used by large technology companies for the analysmmhanication
networks (normal data exchange as well as routing information) and altow®del network
topologies based on specific desires and requirements. OPNET Modpfmrts all kinds of
networks protocols, applications and technologies. With its object-orienteléling and the
graphical editors it is possible to simulate network structures and their canfgoim such a
way that they are reflected exactly by the model.

In OPNET Modeler all nodes and protocols are modeled as classesghyhgrotocols are
realized as finite state automata. Thus there are no events, which aréedcéta fixed time;
instead there is a logical succession of states. OPNET Modeler is impleme@é&ctHitt.

Before the production of new network technologies or the implementatiorwohatwvork archi-
tectures, OPNET modeler can be used to test network products in realéstersss to increase
the product quality. OPNET Modeler can be used as well to analyze thesmttl behavior of
existing network to improve their network performance.

OPNET Editors OPNET Modeler consists of multiple hierarchical editors, which deal with

networks, their equipment and protocols (cf. figure 48).

node model

process model

Figure 48: OPNET Modeler Hierarchy (OPNET Tutorial [28])

e Project EditorThe Project Editor graphically represents the topology of network commu-

nications. Networks consist of node and link objects which can be coatigising dialog
windows. A network can be simply built by creating nodes and links usingSahap in
the editor object panel, by creating nodes and links from existing objeth® @PNETs
library or by importing them from external sources.

e Node EditorThe task of the Node Editor is to specify the architecture of the network or

system by examining the data flow between the different modules. Moddespati-
cations, protocol layers, algorithms or physical resources suchffesdar ports. Each
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module can generate packets, send or receive packets from othelesitmlanhance the
node functionality.

e Process EditoThe Process editor is used to describe the progress of processds-that
pend on events. Each state of a processing model is implemented in C/C+tpgiadted
by a methodology library. Finite state machines (FSM) model protocols as svethar
processes; they are dynamic and can be created by other FSMs dwisgnillation
depending upon other events. These dynamic FSMs simplify the specifichtpoto-
cols such as TCP or ATM, which have to manage several resourceseanins. New
processing models can be developed and sketched with the Process Editor

OPNET Modeler was originally developed at MIT and introduced in 19&hagirst commer-
cial network simulator. It scales well and allows fast and efficient simulatisinge it uses
sophisticated acceleration techniques for wireless as well as wired kstwboffers an exact
accounting of delays, availability and bit errors of network packets. biddsvof thousands of
nodes with dynamic applications can be simulated faster than real time on stavai&sta-

tions. OPNET provides several analysis tools to better understand the tsimulkssults, for

example probability functions and parametric curves. OPNET includes tmolkd animation
of the simulated model during or after the simulation.

The OPNET wireless module permits the modeling of movements in mobile networksarheth
they are terrestrial or satellite systems. The modeling of node movements isaslahece
dimensional positions, which can change during the simulation.

Visualization The 3D Network Visualization Tool (3DNV), extends OPNET with the pos-
sibility to visualize mobile network performance, behavior and operation. \Bp&Fmits the
three dimensional visualization of network simulations, network topology, kamks statistics
of the network performance in a realistic environment. This module recéiesecessary
information during simulation run time from other OPNET modules, to allow the useantx-
imization of some specific parameters during a mission, as well as the analyisesregtwork
performance, e.g. ad hoc routing. 3DNV uses the industry standardas¢aOpenFlight for
the production of three dimensional synthetic environments, in order to gitit surfaces and
network groups. The OpenFlight data base illustrates urban areathewea well as mobile
platforms (e.g. airplanes, ships...).

7.3 JiST/ISWANS

JiIST/SWANS is an open source available simulation tool for mobile ad hoc rletw@om-
pletely written in Java, it was developed in 2004 in the Ph. D. thesis [8] of RiBarn at the
School of Electrical and Computer Engineering of Cornell Universithiléthe basic function-
alities and protocol implementations are similar to those of the simulation tools deksalier,
JiST/SWANS does not provide the wide range of features known frod@dd®PNET. Never-
theless, we used JiIST/SWANS for part of our simulation studies, since #hwaen to be easy
extendable and to provide good scalability and performance. Also fofuture work in the
scope of SicAri as described in Section refsec:outlook, JIST/SWANSfequired features
that are not (at least not with comparable effort) available in NS2 or OPNEhe following
we shortly explain the two main components JiST and SWANS.
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7.3.1 JiST

JiST (Java in Simulation Time) builds the fundament of JIST/SWANS. Here, theuérn of
native Java code in a discrete, event based simulation time is enabled. ddssany steps to
bring simulation time into Java programs are shown in Figure 49. In a firstrstéipe Java code
is tagged using the JiST API, to control the simulation time flow. The resultingisasenpiled
using the standard Java compiler. During the execution of the Java cedsjtdtode that was
generated in the first step is rewritten by the modified, rewriting JiST classlolacthis second
step, the encapsulation of objects into entities with independent simulation timeigloese.
The rewritten bytecode is executed in step three by the JiST simulation kel is running
in a standard Java Virtual Machine.

Java
Compiler

Executiog

Separated Entities
Java code Java Bytecode JiST Rewriting JiST Simulation

Tagged, native Tagged, native

Classloader
Kernel

Java Virtual Machine

Figure 49: Compilation and execution of Java code with simulation time

The main concept of JiST for the execution of Java programs in simulation time éntapsu-
lation of objects in JiST-entities. Within one Entity, the code is executed lineaityhatds for
any Java program. Simulation time of entities is synchronized on method callsdvetwities.
This means, that a method call on an entity is scheduled until the respedityehas reached
the same simulation time as the entity that originated the call. Figure 50 gives anlexbaip
shows the communication between two entities. Note that the simulation time of entitses pas
independently from each other, until a method invocation occurs.

Entity 1 Entity 2
Simulation Time: 0 Simulation Time: 0
2 o)
o =
o 3
© [}
£ S
= (2]
3 ®
o =

Simulation Time: 25 -Method Invokation 4| simulation Time: 5

Figure 50: Compilation and execution of Java code with simulation time

7.3.2 SWANS

SWANS (Scalable Wireless Ad Hoc Network Simulator) is built on top of JiSihgihe offered
primitives for the invocation of simulation time. As it holds for the TCP/IP layer nhd@&ANS

offers a layered architecture for the assembling of devices that forinhdated network. A
sketch of this architecture in comparison to the TCP/IP model is shown in Fsguréhe main
entities, that correspond to the layers of the TCP/IP model are shortlgleda the following.
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Field The SWANS field entity is responsible for the simulation of the physical ptigsesf the
ad hoc network as a whole. Placement and mobility of nodes as well as gigpalgation
and fading as properties of the wireless transmission channel are tedée

Radio Within the radio entity, radio interfaces of nodes with associated attributes like in
ference and error models, transmission frequency and power, dthgwnd antenna
sensitivity are modeled. The radio entity corresponds to the networksalzgs of the
TCP/IP model.

MAC The MAC entity provides an implementation of the 802.11 wireless LAN MAC ptoc
Together with the radio entity, the mac entity corresponds to the networksaleges of
the TCP/IP model.

Network The network entity offers an implementation of IPv4 as a protocol of therater
layer of the TCP/IP model.

Routing Together with the network entity, the routing entity belongs to the Internet tfytae
TCP/IP model. The offered routing protocols are Zone Routing (ZRPyabyc Source
Routing (DSR), and Ad Hoc On-demand Distance Vector (AODV) routing.

Transport The transport entity of SWANS corresponds to the transport layer of @e/IP
model. Implemented protocols are TCP and UDP.

| Application | Application :
) ) H 5

| Transport | | Transport |
7 7 I 7

| Internet | |Network { Routing |
7 T I 7

| Network Access | | Radio i MAC |
A T A il

< Netwok > <~ Fed >

a) TCP/IP model b) SWANS entities
@)

Figure 51: TCP/IP model and SWANS implementation

7.4 Comparison of the Simulation Tools
Within this section we present the results of a comparison of the two introdymed source

simulation tools: ns-2 and JiST/SWANS. For this, we first design a commonagiailscenario
and select the values that should be compared for the different tools.

7.4.1 Configuration of the Comparison Scenario

Routing Protocol AODV
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Number of Nodes and Simulation Field Size The size of the field is selected in such a way
that meaningful data for the average number of neighbors per nodd¢lusithe probability of
success (route found) result. Each node has on the average sevginttoeighbors.

Number of Nodes Field Size
50 1000 m x 1000 m
100 1500 m x 1500 m
150 1850 m x 1850 m
200 2150 mx 2150 m
250 2400 m x 2400 m
300 2700 mx 2700 m
350 2900 m x 2900 m
400 3100 m x 3100 m
450 3300 m x 3300 m
500 3500 m x 3500 m

The number of nodes is increased in steps of 50 from 50 nodes up tm8e8.n

Mobility Model Random Way-point with the following parameters is selected as mobility
model:

e No pause time
e 1 meter steps
e 1 m/s minimum speed

e 15 m/s maximum speed

Simulation Time Every simulation shall last for 300 seconds (simulated time).

Traffic Pattern As data traffic aConstant Bit Rate (CBRjraffic with 30 UDP packets per
minute and transmitter is selected. Each UDP packet contains 1400 bytegazgédata.

e five communicating pairs of nodes (transmitter/receivers) (independentiyimober of
nodes)

e number of pairs of transmitter/receivers = 10 percent of the numberdd#aa e. 5 pairs
for 50 nodes, 10 pairs for 100 nodes...

Transmission Range As radio transmission range 250 meters are to be used with spherical
signal dissemination.
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Measured variables For each simulation (at least) the following values are to be determined:

e duration of the simulation

percentage of routing packets in respect to the total number of transmittketpa

average number of hops per transferred packet

percentage of successfully transferred packets

percentage of successfully found routes

e number of RERR messages (number of broken routes)

7.4.2 Comparison Results

We now present the results of our comparison study. While we expecintlation time to
show significant differences between the three introduced simulation &dlotgéher compared
values reflect the behavior of AODV and therefore should be of the saagnitude for the
different implementations.

ns-2 Table 1 shows the results of the comparison scenario with low network loeah{&u-
nicating pairs of nodes) for ns-2.

The simulation time increases exponentially, it more than doubles from scémadenario, i.e.
for each increase of the number of nodes by 50. Since the probability tioaite breaks gets
higher, the more (mobile) nodes are contained in this route, the numberntefawar messages
increases together with the average number of hops. Each time a rouks, @aeeew one has
to be discovered for the respective communicating pair of nodes, so witim¢ghe number of
route error messages the number of route requests and with this the fiafctéarting packets
(routing overhead) increases. As described in Section 7.4.1 the size sintlulation field is
adapted to the number of nodes to obtain a comparable connectivity fotuglsselherefore,
the fraction of successful route requests is (more or less) stablechaonean value of 90%.

The results for the scenario with high network load (10% communicating phimsdes) is
shown in Table 2. Like in the previous scenario, the simulation time increapesemtially, it
more than doubles from scenario to scenario, i.e. for each increase ofithber of nodes by
50. The other statistics behave in a similar way as in the scenario descriexd dihe increase
is, however, a lot steeper since there are more communicating nodes eefdréhéhe network
is more congested. This causes a higher number of broken routes egfdth@ higher number
of RREQs.
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Number of Nodes 50 100 150 200 250
Communicating Pairs 5 5 5 5 5
Messages to Transfer 750 750 750 750 750
Fraction of Transfered Message86.67% | 81.07% | 80.53%| 79.60% | 74.93%
Total Amount of Packets 975 1261 1293 1293 1712
Fraction of Routing Packets 23.08%| 40.52% | 42.00%| 42.00% | 56,19%
Number of RREQs 32 95 108 101 187
Successful RREQs 28 83 98 80 160
Number of RERRs 165 333 337 362 615
Average Hops 4,05 5,10 4,95 4.89 6.20
Simulation Time 14 69 347 1380 2899
Table 1: ns-2 Results for Low Network Load
Number of Nodes 50 100 150 200 250
Communicating Pairs 5 10 15 20 25
Messages to Transfer 750 1500 2250 3000 3750
Fraction of Transfered Message86.67%| 78.33% | 79.29%| 68.43% | 71.73%
Total Amount of Packets 975 2591 4192 7062 8895
Fraction of Routing Packets 23.08% | 42.11%| 46.33%| 57.52%| 57.84%
Number of RREQs 32 235 411 879 986
Successful RREQs 28 198 343 682 778
Number of RERRs 165 658 1188 2501 3381
Average Hops 4,05 4,89 5,54 6,00 6.02
Simulation Time 13 118 553 2050 4590

Table 2: ns-2 Results for High Network Load
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JiIST/SWANS Table 3 shows the results of the comparison scenario with low network load
(5 communicating pairs of nodes) for JIST/SWANS. The duration of the simolatireases
(nearly) linearly from 117 seconds for the scenario which consist obles to 1687 seconds
for 500 nodes. Since the probability that a route breaks gets higher, tleg(mobile) nodes are
contained in this route, the number of route error messages increastrsetogith the average
number of hops. Each time a route breaks, a new one has to be disctwetieel respective
communicating pair of nodes, so along with the number of route error mesgagaumber
of route requests and with this the fraction of routing packets (routingheeel) increases. As
described in Section 7.4.1 the size of the simulation field is adapted to the numbedex
to obtain a comparable connectivity for all setups. Therefore, the fracfisuccessful route
requests is (more or less) stable around a mean value of 90%.

The results for the scenario with high network load (10% communicating paimsdes) is
shown in Table 4. Like in the previous scenario, a (nearly) linear inereéshe simulation
time from 117 seconds for 50 nodes to 2816 seconds for 400 nodé® abserved. The rapid
increase beginning at 400 nodes can be explained by a congestedknetvich causes packet
loss due to the limited capacity of routing queues at the nodes. The congegtienefore also
reflected in the fraction of successfully transferred messages, toaades (nearly) linearly
from 72% (50 nodes) to 45% (400 nodes) and then rapidly below 10%.

Number of Nodes 50 100 150 200 250
Communicating Pairs 5 5 5 5 5
Messages to Transfer 750 750 750 750 750
Fraction of Transfered Message§2,40% | 66,67%| 68,27%| 59,73% | 62,00%
Total Amount of Packets 971 1069 1126 1162 1163
Fraction of Routing Packets 22,76%| 29,84%| 33,39%| 35,46%| 35,51%
Number of RREQs 76 108 128 145 140
Successful RREQs 74 108 125 127 138
Number of RERRs 71 103 123 140 135
Average Hops 3,20 4,90 6,00 6,50 7,70
Simulation Time / s 117 279 364 467 555
Number of Nodes 300 350 400 450 500
Communicating Pairs 5 5 5 5 5
Messages to Transfer 750 750 750 750 750
Fraction of Transfered Message$5,73% | 57,87%| 52,93%| 49,07%| 51,87%
Total Amount of Packets 1187 1202 1229 1223 1249
Fraction of Routing Packets 36,82% | 37,60% | 38,97% | 38,68%| 39,95%
Number of RREQs 153 158 169 168 171
Successful RREQs 136 141 146 142 162
Number of RERRs 148 153 164 163 166
Average Hops 8,70 9,30 9,80 10,50 11,10
Simulation Time / s 907 966 1181 1390 1687

Table 3: JiST/SWANS Results for Low Network Load
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Number of Nodes 50 100 150 200 250
Communicating Pairs 5 10 15 20 25
Messages to Transfer 750 1500 2250 3000 3750
Fraction of Transfered Message§2,40% | 63,73% | 61,82% | 53,77%| 52,99%
Total Amount of Packets 971 2242 3215 4548 5770
Fraction of Routing Packets 22,76%| 33,10% | 30,02% | 34,04% /| 35,01%
Number of RREQs 76 257 295 537 687
Successful RREQs 74 238 390 494 671
Number of RERRs 71 247 280 517 662
Average Hops 3,20 4,90 6,00 6,50 7,70
Simulation Time / s 117 601 773 1133 1406
Number of Nodes 300 350 400 450 500
Communicating Pairs 30 35 40 45 50
Messages to Transfer 4500 5250 6000 6750 7500
Fraction of Transfered Message#3,78%| 37,64% | 45,07%| 9,32%| 4,75%
Total Amount of Packets 6955 8115 9361 9849 | 11168
Fraction of Routing Packets 35,30%| 35,30% | 35,90% | 31,47% | 32,84%
Number of RREQs 852 1005 1178 1345 1720
Successful RREQs 781 890 1045 454 278
Number of RERRs 822 970 1138 1300 1670
Average Hops 8,70 9,30 9,80 10,50 11,10
Simulation Time / s 2561 3143 2816| 12870| 17316

Table 4: JIST/SWANS Results for High Network Load

56




Summary A graphical summary of our comparison study is shown in figures 52 arfdr53
low and high network load. As we expected, the simulation time as depicted iediG2(a)
and 53(a) shows significant differences for the individual simulatiolstoo

The most obvious difference can be seen in figures 52(a) and 38tale the simulation time
increases linear with the number of nodes for JiIST/SWANS it shows a morsoex@onential
behavior for ns-2.

Figures 52(b) and 53(b) show the fraction of successful trarsfenessages which behave in a
similar way, although the values for ns-2 are 15 to 20 percent higher tna@iST/SWANS.

In Figures 52(c) and 53(c) the routing overhead as the fraction dingpmessages out of the
total amount of transferred messages is depicted. Here it can be seigrtltgasimulation with

ns-2 the routing overhead increases a lot faster than for JIST/SWANIS.bEhavior is also
reflected in figures 52(d) and 53(d) which show the number of originateie error messages.

The most obvious difference and for practical reasons maybe the mosttanpone is the
big difference in the increase of the simulation time with the number of nodegefbhne the
simulation tool JiIST/SWANS has a big advantage, at least for MANET simulatigthsa big

number of network nodes.
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Figure 52: Comparison Results for 5 Communicating Pairs of Nodes
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8 Simulation and Evaluation

8.1 Overview

We apply the methodology proposed by Jain [22] for the experimentalsisalfyour approach
and adopt the individual steps to our scenario described in Section 3i2elmethodological

steps can be summarized as follows:

8.2

A detailed description of the simulation setup regarding the dimensions is shotigure

54. We consider a mobile ad hoc network of 3000 meters width and 2000 rheigtg. The
insecure area is situated at the center of the bottom line with a width of 1000sraatka height
of 500 meters. The radio range of 250 meters is equal for each node withscenario. No

Definition of the system, goals, and services
Selection of the metrics

Definition of the parameters to study

Choice of the evaluation technique

Selection of the workload

Design of the individual experiments

Analysis and interpretation of the obtained data

Presentation of the results

Simulation Settings

packets are lost during transmission.

Selection of the factors/elements of the parameter set
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Figure 54: Dimensions of our scenario
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To obtain a worst-case scenario for our approach, we place theesmugicthe destination in the
lower left and the lower right corner of the mobile ad hoc network. If sgstul, our approach

discovers a route which bypasses the insecure area, whereasacestgpdard DSR to discover
a route straight through the insecure area, as we already drafted e Rigu

In afirst step, we compare the connectivity of standard DSR to the ctvityeof our approach.
As a metric for this we use the fraction of successful route requests tlue mumber of total
route requests. A statistical mean value is determined during 1000 simulat®withrrandom
node placement and one route request each. Sender and receplkecad at the fixed positions
as shown above. Each extended node with a position outside the inrntgrraafgin shown in
Figure 54 (so at least the sending range of 250 meters away from tloelieseea) is allowed
to be contained in a route.

For this evaluation, the parameters for each 1000 runs are

e the total number of nodes in the scenario,
e the fraction of extended nodes, and

e the number of intermediate standard nodes between two adjacent extenldsd n

In the second step, we quantitatively evaluate the degree of security teattsed, if we allow
one intermediate standard node to be situated between two adjacent exteddsd For this,
we choose a fixed parameter set, that showed to achieve 100% coityéatihe first step

of evaluation described above. We then introduce a second safety rasghown in Figure
54. No extended node that is situated within this area is allowed to forwarcagessslt is

obvious that if this second safety margin then has the size of 250 metersufestiom the

inner margin), no messages reach the insecure area, since the sardjegof an extended
node and a following standard node can at most be 500 meters.

For the second step, the parameter that is considered in simulation is the witiih @fiter
safety margin. Again, we perform 1000 simulation runs with random nodzplant and one
route request each. Sender and receiver stay fixed at the poskimms 81 Figure 54. To check
whether a discovered route is in reception range of the insecure aeemowgeled listening
nodes for JIST/SWANS. These are placed with a distance of 100 metegstaliboundaries
of the insecure area. The listening nodes do not forward any messageisus have no effect
on the route discovery process. The metric to measure the security ofeaisdhe fraction of
route request messages that are received by the listening noded #reunsecure area out of
the total amount of route request messages that are sent during thesiquuest phase.

8.3 Evaluation Results

To graphically show that our approach works in general, Figures 85@provide screenshots
of the route request phases of our approach and DSR. The visualizatione with a graphical
monitoring tool for the JIST/SWANS simulator which has been developed a% aflae SicAri
project. We model a static simulation setup, that is similar to the scenario as depi€igdre
20.
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Figure 56: Restricted route request

In Figures 57 and 58, the results of the first step of the evaluation ofggupach are shown.
Figure 57 depicts the evaluation of the connectivity of our approachfb8R. For this evalu-
ation we used homogeneous setups, which consist either of standarddd8®&or of extended
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nodes.

As we expected, the price for a secure route is a decrease in cofityeftour approach com-
pared to standard DSR. The mean decrease in connectivity for oarszehows to be approx-
imately 20%. The elaboration of the reason for this will be part of our fuitoek.
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Connectivity (Successful Route Requests / Total Route Requests)
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Only E>l<tended NodFs fffffff
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Number of Nodes

Figure 57: Connectivity of DSR and our approach

For the evaluation shown in Figure 58, a heterogeneous setup of staartthextended nodes
is considered. Depicted is the connectivity of routes which only consisttehded nodes and
of routes which may contain one intermediate standard node between adjstemed nodes.
We simulate a random distribution of 400 nodes and stepwise increasedtierfraf extended
nodes.
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Figure 58: Connectivity for routes with none and one intermediate standalel
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In Figure 59 the results of the second step of our evaluation are prdsé&iéesimulate a setup
with 200 standard nodes and 200 extended nodes. One intermediatedtande is allowed

to be situated between two adjacent extended nodes. The size of the afetgrrsargin is

increased stepwise.

Like presumed, the degree of security of a route decreases if we allodastbnodes to be con-
tained in a route and along with this reduce the size of the outer safety mahgirexplanation
for this observation is that like DSR, our approach will most likely find thetgsb route with
respect to number of hops. This route is most likely the one with the shoiséstce to the in-
secure area. Therefore, as shown in Figure 39, the transmissioimbéanediate standard node
can reach the insecure area, if the distance between the neighboringezkigodes is smaller
than the sum of their radio ranges. In this evaluation, our approaclysjveaforms better than
standard DSR. For our scenario, DSR shows to have a constant &d&wihtercepted route
request messages out of the total amount of transmitted route requeagegess
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Figure 59: Quantitative security of our approach

9 Outlook

Routing with regard to the geographical position of nodes with extendetidumality and num-
ber of intermediate nodes with unchanged functionality as two degreesesfdm have been
our concerns for until now the introduced mechanism to prevent att@uksscenario quickly
reaches a high complexity when we take more than two levels of trustworthimessccount.
Also a dynamic change of these levels may be necessary, when a trugtwodi enters the
insecure area. Furthermore, non-trustworthy nodes may be allowed ® mlatively unre-
stricted throughout the research site. These more realistic and thus mupkegscenarios will
be the focus of our future research.

Within these scenarios, also temporal aspects will be part of our rése@scan example we
plan to delay sending on transport layer in order to prevent a highigsetewel node from
transmitting while in proximity to a low security level node. We furthermore will ¢desthe
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adaptation of the transmission power of nodes to increase the numbesiflpasuting devices
and with this further improve connectivity.
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