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Abstract

We present a method to improve surface reconstruction
using color encoded structured light. A video camera is
used to obtain a color encoded pattern projected onto the
object using a projector. A multi-stage method is presented
to reconstruct the surface from the captured pattern. It con-
sists of i) a robust edge detection step, ii) a color decoding
using feedback from previous stripes and iii) a propagation
step to detect errors and propagate detected stripes. Using
feedback and propagation we can reconstruct areas where
regular color detection fails by bridging small gaps which
happen due to illumination variations or noise. The recon-
struction results are illustrated for human skin.

1. Introduction
Fast 3D reconstruction of surfaces from 2D views us-

ing structured light projection is an active field research as
it offers the ability to capture moving objects. Typical ap-
plications include biometrics, especially face scanning, and
medical applications, like breath tracking or anatomic mo-
tion analysis. Opposite to classical scanning these applica-
tions require a low scanning time to avoid motion artifacts
during reconstruction.

To capture motion in 3D either a very fast sequence or
a low number of patterns have to be used. A fast sequence
usually utilizes three images with sinusoidal patterns, which
are projected at a high frequency. By combining the cap-
tured images, the ambient and diffuse parts of the images
can be removed and the phase values can be calculated for
every pixel. These allow for a high spatial resolution and
thus a very dense 3D reconstruction. Due to the fact that
multiple images are required, those approaches suffer from
fast motion, which introduces motion artifacts.

The optimal solution in terms of motion artifacts is a sin-
gle image 3D reconstruction, which can be achieved by us-
ing color encoded structured light. The most widely used
patterns comprise parallel lines with different colors. In
contrast to phase-shifting, the decoding process is spatial,
meaning that a unique position within the pattern can only

be established by analyzing a local neighborhood for ev-
ery position. Furthermore, ambient and diffuse distortion as
well as wavelength dependent reflection and absorption are
an important factor during color detection. For a successful
color detection, the stripes also need a certain width. This
has two important consequences: Small details in geome-
try cannot easily be recovered and the spatial resolution and
thus the 3D reconstruction is much lower as compared to
the phase-shifting approach explained above. Note, that al-
though the spatial resolution is lower, depth resolution can
still be high using sub pixel accurate detection for stripe po-
sitions.

1.1. Related Work

An overview of different patterns and their applications
is given in Salvi et al. [13]. Zhang and Huang [17, 18] pro-
posed a method for real-time reconstruction based on three
rapidly projected patterns. To be robust against noise the
waves are short with respect to projector resolution. There-
fore, the pattern is not unique but repeats itself a number
of times, which requires additional phase-unwrapping. In
their initial approach they assumed a continuous surface,
which was later relaxed by Zhang [16]. Weise et al. [14]
proposed a similar system with dedicated support for phase-
unwrapping and motion artifacts, by using methods from
stereo vision and motion estimation.

Color encoded structured light systems usually use pat-
terns containing parallel lines with different colors, al-
though other patterns are also possible [11, 8]. Parallel
lines contain all the information necessary for surface re-
covery. Other patterns like the grid from Chen et al. [2] add
additional robustness to noise at the cost of a much lower
spatial resolution. Most patterns are created as de Bruijn
sequences [3]. In these patterns a sequence of n different
colors uniquely identifies the position. Such systems are
described for instance by Forster [6] or Fechteler et al. [5].
For a robust color detection in the presence of surface re-
flectance and absorption Zhang et al. [15] use dynamic pro-
gramming to find an optimal stripe assignment. Fechteler
and Eisert [4] introduce a probability measure for color as-
signment using k-means clustering of the colors. A differ-
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ent approach to cope with surface properties is the use of
scene adaptive patterns as suggested by Koninckx et al. [9].
However, this affects only the following images and can-
not compensate problems with small bridges. For sub-pixel
accurate detections of the stripe positions, the methods pro-
posed in [4] and [10] can be used.

1.2. This work

In this paper we propose a 3D scanning system using
color encoded structured light, which is able to reconstruct
a surface using only one pair of images from two cameras.
Our work is not focused on reconstruction itself, but on ex-
ploiting the captured data and reconstructing as many points
as possible. Using feedback from neighboring stripes and
propagation along the stripe direction during color detec-
tion and sequence decoding, the system is able to recover
areas where regular approaches fail and detect false classifi-
cations. These steps are needed, as our work is motivated in
capturing human skin, which has challenging surface prop-
erties with respect to reflection and absorption. First we de-
scribe our setup, then we explain our reconstruction method
consisting of pattern selection, edge detection, color decod-
ing and stripe propagation. Afterwards we evaluate the al-
gorithm and finish with a conclusion.

2. Method

Our setup is composed of two color cameras with a
Bayer filter and a DLP projector as illustrated in Fig. 1. The
cameras are aligned to capture objects at a distance of 1.5m
in front of them with a baseline of approximately 30cm.
The projector is located between both cameras and projects
the pattern onto the object. The cameras are assumed to be
calibrated, thus their intrinsic and extrinsic parameters are
known. As we use two cameras for reconstruction, no cali-
bration of the projector is required. To retrieve a 3D model,
a pattern is projected onto the object. The depth information
is then encoded into the deformation of the observed stripes.
To calculate the depth value, a correspondence between the
captured and projected stripe has to be established. Having
a stripe number for every captured position, the 3D points
can be reconstructed by triangulation between the two cam-
eras. To acquire the stripe number, at least five consecutive
stripes have to be decoded. This is not always possible, as
there might be small details in the geometry or color miss
classifications. To detect such errors and reconstruct small
parts, feedback and propagation are used during reconstruc-
tion. In our method we use three steps: 1) edge detection,
2) stripe decoding, and 3) stripe propagation. In the follow-
ing we describe these steps in more detail, starting with the
description of the selected pattern.

Figure 1: System setup: Two color cameras and a projector.

2.1. Pattern

The projected pattern should allow a robust detection.
Therefore, a pattern consisting of vertical stripes with bi-
nary enabled colors (a channel is either on or off) is used.
However, as the projector only provides three basic col-
ors (red, green, and blue) there can only be eight differ-
ent colors (red, green, blue, cyan, magenta, yellow, black,
and white) fulfilling this requirement. To reconstruct dis-
continuous surfaces a de Bruijn sequence [3] consisting of
six colors is used. The uniqueness window contains five
stripes, meaning that within the sequence every five consec-
utive stripes can be labeled with a unique sequence number.
This sets the minimum reconstructible object size. The col-
ors used are red, green, blue, cyan, magenta, and yellow.
Neither black nor white is used, as they exacerbate stripe
detection. This can be seen in Fig. 2, in which the pattern is
projected on a white flat board, which is one of the best sce-
narios possible. However, it can be seen that the intensity
in each channel for white color is significantly higher than
for other colors. Due to those intensity differences this does
not only affect techniques like automatic contrast stretch-
ing, but has effect on neighboring stripes as well. This is
visualized in Fig. 3, where the pattern is projected onto hu-
man skin. A white stripe boosts the intensity of all color
channels. In neighboring stripes this effect has vanished,
and so, even though a color channel stays enabled, the cap-
tured intensity is noticeably lower. Furthermore, this effect
is also wavelength dependent and as a result the color with
the highest measured intensity is not necessarily projected
as such. Black stripes are not used to avoid false positives
in unlighted areas. For best results during edge detection,
the additional requirement of at least two changing color
channels between consecutive stripes, as suggested in [4],
is added. This additional constraint causes improved edge
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Figure 2: Above: RGB signal vs. pixel position. Below:
The captured image, projected onto a white board. The
color at white stripes has a much higher intensity than in
colored stripes.

Figure 3: Above: RGB signal vs. pixel position. Below:
The captured image, projected onto a hand. Notice for in-
stance the signal at x = 140 or x = 160, where a color
detection easily fails due to influence from the neighboring
white stripes.

detection, especially in scenes with more challenging re-
flectance, such as human skin.

2.2. Edge Detection

The captured images are first filtered with a 3 × 3 low
pass filter to reduce noise. This will also smooth the stripes,
reducing the number of false edges detected. As a down-
side, some stripe edges will be blurred too much and thus
not be detected. However, the balance between these cases
and the effective reduction of noise results in a better over-
all performance in our experiences. To avoid interference
from the background, a simple mask is applied during the

edge detection. This mask is computed from the difference
between a background image and the captured image. After
applying the filter and the mask, the image contrast is en-
hanced by stretching each channel’s histogram so that 1%
of the data is saturated.

Once the images have been enhanced, edges have to
be detected. Simple approaches using first- and second-
order derivatives could be implemented, but both methods
are highly sensitive to noise. To achieve good results in
the presence of noise, a Canny edge detection filter [1] is
used. The filter is applied to every channel of the RGB sep-
arately. This will result in three binary images which have
connected edges detected by the filter. Only edges that be-
long to the projected stripes are of interest. As they are as-
sumed to be roughly vertical in the image, horizontal edges
should be eliminated, since they will mainly be due to noise.
Such edges typically result from small geometrical features
of the object. To eliminate edges in the undesired direc-
tion, a morphological opening on the binary images using a
1×3 vertical mask is performed. This mask eliminates pix-
els which are perpendicular to the assumed stripe direction.
Unfortunately, this has the side effect of also erasing stripe
edges excessing a certain angle due to surface deformation.
This is not undesired, though: the reconstruction quality de-
creases as the angle between camera ray and surface normal
increases. So removing those stripes also prevents low qual-
ity points to a certain degree. After performing the opening
on the image, still some traces of noise are left. For further
reduction, very small connected segments (in the order of
a few pixels) are also erased. The detected edges in each
channel are now to be merged, by creating an image E,
where the three binary detected edge images Er, Eg and
Eb are summed up:

Er, Eg, Eb ∈ {0, 1}width×height (1)
Esum = Er + Eg + Eb (2)

It is easy to see that the resulting image gives a weighted
edge detection. However, there will be many duplicate en-
tries for the same edge. In order to eliminate those and form
a final edge image E, the neighbors of all pixels in Esum

are checked in horizontal direction up to a distant equiva-
lent to half the width of the stripes. The expected width of
the stripes in pixel s can be estimated from the optical prop-
erties of the projector and the cameras. The projector has a
resolution xres and projects an image at distance z0 with a
width of w0. Using Eqs. (3) and (4) the expected width s of
a n-pixel wide stripe in the camera with focus fu at distance
z to the object can be calculated as

w(z) ≈ n · z

xres
· w0

z0
, (3)

s ≈ fu ·
w(z)

z
. (4)
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(a) (b) (c)

(d) (e) (f)

Figure 4: (a) Captured image. (b) Edges detected after applying a Canny filter to each color channel. (c) Edges left after
performing opening in each channel. (d) Edges left after erasing small segments. (e) Final edge image. (f) Edge detection
using second-order derivative.

If there is any pixel in the interval with a value of two or
three, its position is marked in E. If all of them have a value
of one, the mean position is calculated and the respective
pixel set to one. In the end we obtain a final edge image
with weighted values depending on how reliable the edges
are. The results of these operations are shown in Fig. 4.

2.3. Stripe Decoding

After the edge detection, the stripe color and sequence
number have to be decoded. The first step is to find deci-
sion points where we want to analyze the image. Theoreti-
cally, these points should be in the middle of every projected
stripe. Using the edge image E we add decision points in
between two detected edges. In the next steps, these points
will be used to detect the color and decode the pattern,
checking to which stripe they belong and assigning them
their unique sequence number. The coordinates of these
points is the information we need to reconstruct a 3D model.
Care has to be taken for edges in E, that do not belong to
stripe edges. To account for this, the distance between two
consecutive edges has to be the expected stripe width with a
50% margin of tolerance. Moreover, the last edge distance
is stored and taken into account, so if the distance between
edges slowly increases or decreases in small steps, they are
also considered as correct. If the distance between consec-
utive decision points is outside the margins, it is marked.
Those jumps happen as a consequence of occlusions or dis-

continuities and are not considered in further processing.
Although some valid points will be removed, this also helps
to assure a high quality reconstruction. Stripes on an or-
thogonal plane with respect to the camera view will all be
valid. Only areas with a large angle between the normal and
the camera ray will be rejected, as they lead to large or small
stripes.

The pattern has a uniqueness window of five stripes. This
means that once five stripes are decoded correctly, the po-
sition of each stripe can be found in the original pattern.
As the projected pattern is known, there is an expectation
about the next color. This information is used during the
color detection process. Elaborating on this knowledge, two
different methods are applied: a ratio and a threshold ap-
proach. The ratio method is used when there is no informa-
tion about the expected color of the stripe, for instance after
a discontinuity. In this method the RGB values of the pixel
are compared as described in [5]. A vector with the ratios
r
g , r

b , g
r , g

b , b
r , b

g is calculated. The two biggest ratios are se-
lected and the respective colors are assumed to be enabled.
If for instance r

b and g
b are the two biggest ratio, the result-

ing color is (1, 1, 0). This is the primary method, as it is
robust with respect to brightness and illumination changes.
However, in dark images this methods can fail during se-
lection of the second biggest ratio. It is important to note
that it is impossible to use a method that will work under
any situation and, because of that, there will always be er-
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rors. Our experiences confirm that this method is reliable
in most circumstances. After decoding five sequent colors,
we use the knowledge of the next expected color and verify
the detection. There are two possibilities in case of a differ-
ence between them: false detection or false expectation, for
instance due to discontinuities in the surface.

Using this feedback it is also possible to correct errors.
If an error is detected, the second detection approach based
on a local threshold for every channel is used. The thresh-
old used is the arithmetic mean of each channel’s signal in
a window of the expected width of the stripes. This method
has been compared to the results from using Otsu’s method
[12] for threshold estimation. There, the intra-class variance
of two classes (in our case the color channels) is minimized.
However, the latter method is much slower and the improve-
ment only marginal and so the first method is preferred. The
RGB value of the decision point is compared to the thresh-
olds and the color channels enabled or disabled accordingly.
Since this method is generally used in bad conditions (the
first one already failed), there is also a margin of error for
the threshold. The margin is set as 10% of the maximum
value that the RGB signal assumes in the window:

rmax = max
x=− s

2 .. s
2

red(x) (5)

thmargin = 0.1 ·max(rmax, gmax, bmax) (6)

This comes into play if the expected and the decoded color
still differ. Each channel is compared to the margin and
flipped when necessary:

vrednew =

{
vred |v − thmeanred

| > thmargin

1− vred else
(7)

To illustrate this, Fig. 5 shows a point xd where the ratio
method fails. In the example, the actual color of the stripe
is green, that is, (0,1,0). The RGB values of the pixel are
(61, 69, 45) and so the ratios are (0.88, 1.36, 1.13, 1.53,
0.74, 0.65). Since the two biggest ratios are r

b and g
b this

will be detected as yellow (1,1,0). Using the feedback from
previous steps, green is expected and thus we apply the sec-
ond method. As illustrated in Fig. 5, the thresholds for each
channel are (74.78, 57.56, 53.56) with an error margin of
6.9. When comparing the RGB values with this thresholds,
the resulting color is green, (0,1,0) which is the expected
color.

Experiments using the threshold method first and falling
back to the ratios method have been performed as well.
However, practical results contradict this approach; us-
ing the methods in the former order provides better stripe
decoding. This supports the presumption that the ra-
tios method is more robust against brightness issues. If
both methods fail to detect the expected color, decoding is
restarted at the current stripe.

Figure 5: RGB signal and corresponding thresholds for de-
cision point xd = 940.

2.4. Stripe Propagation

When all positions have been decoded, the data is theo-
retically ready for 3D reconstruction. However, the quality
of the data can be highly improved. For this purpose we
have developed a propagation method, in which addition-
ally errors can be detected and corrected, gaps can be filled
and lines can be expanded to areas where detection was im-
possible before.

This fixing step approaches the lines from a different
point of view. Up until now, stripe detection was done on a
line-by-line basis. However, by design we know that stripes
should be composed of connected pixels. Consequently, we
should recover complete stripes by using an oriented region
growing approach. Stripes are traced along their direction to
check that there are no false detections and, when possible,
the stripes are extended and gaps are filled.

This strategy provides a much higher level of error detec-
tion since each stripe is not just considered in a single point
anymore. When tracing a stripe, two scenarios can occur: i)
neighboring pixels have a different sequence number, or ii)
the end of a stripe is reached due to undetectable colors or
gaps in the geometry.

In the first scenario the sequence number between two
connected points is different. Then either the current or the
previous pixel is incorrectly assigned, or the object is dis-
continuous at this position. In both cases there are two sets
of differently labeled points. To ensure that the most likely
one is chosen, the following rules are applied:

1. Compare length of both sequences. If one is short and
the other much longer (say a factor of three), the latter
is assumed to be correct and the former to be wrong.

2. Compare the underlying color of both sequences. If
they correspond to the same color, the estimated pixel
position in the image that corresponds to that sequence
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number according to an average stripe width is esti-
mated. The one closest to the current position is as-
sumed to be correct.

3. In case both colors are different, they are compared
to see which one is more likely to be correct for the
current pixel by searching the one with a minimum
distance to the pixel values. The distance between
the current pixel ~p ∈ [0, 255]3 and an expected color
~c ∈ {0, 1}3 is calculated according to Eq. (11):

pmin = min(pr, pg, pb) (8)
pmax = max(pr, pg, pb) (9)

~v = pmin · (1− ~c) + pmax · ~c (10)

distance(~p,~c) =
1
3

∑
i∈{r,g,b}

|vi − pi| (11)

In the second scenario the end of the decoded stripe
is reached. In order to extend it, the edges are needed.
These are known from the previous step, although some-
times edges are broken. If just one pixel is missing, the edge
from the next position is used. If both edges are found, a de-
cision points is added in the middle as shown in Fig. 6. Once
the position is set, the color is decoded. Since the expected
color and its sequence number are known, the process is the
same as in the previous section: first run the ratio method
and if it fails the threshold method. If the color can be de-
coded correctly, the pixel is added and the stripe extended.
As stripes should be continuous, the new point has to be
connected to the previous one. If this is not possible, gap
filling starts. During gap filling the same sequence number
is searched for along the direction of the stripe. The search
range is determined as a fraction of the number of pixels the
stripe already has. The idea is to avoid connecting stripes
which are not connected, but separated by a discontinuity.
Therefore, in case the stripe is very long, only a maximum
number of pixels is to be checked. In case a pixel with a
different sequence number is found, no gap filling is per-
formed. However, if the gap is small, the current stripe has
a minimum length, and the pixel belongs to a very short se-
quence, then the gap is still filled and the sequence ignored.
Whenever the same sequence number is found after a gap,
both coordinates get connected by a line between both ends.
As it cannot be assumed that every point belongs to a stripe
and not to an occlusion, the regular color detection methods
for every point on the line apply. An example for the detec-
tion and propagation of stripes is shown in Fig. 7. In case
the stripe cannot be extended, the current stripe is assumed
to end there and we start with the next one.

3. Evaluation
Tests have been carried out to evaluate the performance

of our new approach. Point reconstruction is done by tri-

Figure 6: A step by step example of the stripe growing
method. For every column to grow, the edges (marked as
1) are found and the middle point added as a new decision
point. If it is valid (color and connectivity), the current se-
quence number is assigned.

angulation between the two cameras. For every detected
stripe point in one camera image the best match in the sec-
ond camera is found. Using the intrinsic and extrinsic cam-
era parameters 3D positions are calculated using the linear
triangulation method described in [7]. As stated before, the
focus of this work is on exploiting the captured data and
reconstructing as many points as possible, and not on the
reconstruction itself.

To evaluate the performance of the approach different
body parts (face, hand, back and front torso) have been
scanned and the number of reconstructed points between
a direct reconstruction and the propagation method were
compared. A number of tests have been carried out for dif-
ferent objects poses, giving similar results for the same type
of object. For large flat objects only small improvements in
the range of 3% to 6% can be achieved. However for more
challenging objects like hands or the face improvements of
around 20% to 30% are possible. Some typical results are
given in Table 1. As can be seen in Fig. 8a, most scans
will have certain parts which cannot be reconstructed cor-
rectly. Reasons for this include small bridges in geometry,
illumination variations along the object’s surface or noise,
which can cause false color detections. Depending on the
object’s complexity and surface properties a significant in-
crease in reconstructible points can be achieved (Fig. 8e).
Aside from this, the method also reduces falsely classified
sequence numbers by reassigning them. It is interesting to
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(a) (b) (c) (d)

Figure 7: (a) Captured image after preprocessing. (b) Detected edges. (c) Decoded stripe positions and colors. (d) Stripes
after propagation.

Object #points #propagated Increase
Hand (Fig. 7) 29.531 36.305 23%
Bust 70.346 83.698 18%
Back (Fig. 8a+c+e) 104.824 110.900 5%
Face (Fig. 8f+g) 17.959 23.945 33%

Table 1: Improvement of reconstructible points by using
stripe propagation.

observe that after using the propagation step, data from the
fingers of the hand (Fig. 7) can be retrieved, which was im-
possible before, due to the uniqueness window. This shows
the potential of this approach to achieve good reconstruc-
tions even in noisy or small regions.

4. Conclusion
We have presented a novel method for data exploitation

during 3D reconstruction using color encoded structured
light. The color decoding uses knowledge from previous
stripes to increase the detection performance. In a propa-
gation step decoded stripe numbers are expanded along the
stripe direction to compensate for small bridges in geom-
etry, noise and classification errors. Depending on surface
complexity we were able to achieve a significant increase
in the amount of reconstructible points. This is especially
useful in scenarios, where each scan has to stand on its own,
for instance in motion analysis. Different human body parts
have been scanned to evaluate the performance of the algo-
rithm.

The method itself can be improved by restricting
Canny’s edge tracing to follow only a limited set of di-
rections avoiding further steps for rejection of horizontal
edges. Future work deals with the optimization of the
projected pattern to compensate for local variations in re-
flectance and absorption, i.e. the implementation of a scene
adaptive pattern. A common problem during color detec-

tions is the inhomogeneous intensity in the captured images.
Using temporal feedback we work on projecting a pattern
that gives a homogeneous result.
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