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A novel implementation of lensless multiwavelength digital holography with autocalibration of temporal 
phase shifts and artificial wavelength is presented. The algorithm we used to calculate the phase shifts was 
previously proposed [Opt. Lett. 29, 183 (2004)] and, to our knowledge, is now used for the first time in 
lensless holography. Because precise knowledge of the generated artificial wavelength is crucial for the 
absolute measurement accuracy, a simple and efficient method to determine the artificial wavelength directly 
is presented. The calibration method is based on a simple modification of the experimental setup and needs 
just one additional image acquisition per wavelength. The results of shape measurement of a metallic test 
object with rough surface and steep edges are shown and the measurement accuracy is discussed. 

 OCIS codes: (090.0090) Holography, (090.1995) Digital holography, (090.4220) Multiplex 
 holography, (120.6165) Speckle interferometry, metrology, (120.5050) Phase measurement. 

 

1. Introduction 

Digital holography and interferometry are well-established tools for nondestructive testing in industrial 
applications [1-7]. In digital holography the lateral resolution of the reconstructed holographic image is 
limited by the pixel pitch of the image-recording device, typically a CCD or complementary metal oxide 
semiconductor (CMOS) sensor, and can be improved with a lens. In combination with microscopy, digital 
holography enables quantitative phase measurement of microscale technical objects and biological 
samples. Thus it has become a versatile tool also for marker-free living cell analysis [8-14]. Several 
approaches to overcome the ambiguity between refractive index and thickness measurement of 
transparent objects, such as living cells, in transmission light arrangements have been published [15-17]. 
Application of digital holography to sophisticated industrial measurement tasks is often restricted by 
phase ambiguities that are due to the limited wavelength and the resulting restriction of the dynamic 
range. Spatial unwrapping can overcome this problem but often fails, e.g. at steep edges and deep holes 
[18]. Furthermore, optically rough surfaces that are common in industrial processing generate a speckle 
pattern with quasi-random phase distribution under coherent illumination. Therefore, reconstructed phase 
maps yield no directly accessible information of the geometrical shape of an object. To overcome both 
restrictions, the recording of digital holograms at multiple wavelengths is a well-established approach 
[19-26]. Both temporal [21] and spatial [24,25] phase-shifting techniques have been applied to multiple-
wavelength holography. 
The correlation between two speckle fields captured at identical boundary conditions but at different 
wavelengths allows numerical generation of phase maps of an artificial wavelength by subtracting 
reconstructed phase maps at different wavelengths from each other modulo 2π. In recent years, affordable 
tunable diode lasers with external resonators have been developed [27]. Tuning is performed by tilting a 
Bragg grating. Temperature changes of the setup can be suppressed or controlled carefully in a laboratory 
but not as easily in an industrial environment; thus, spectral long-term drifts cannot be excluded. The 
error in the difference between the two wavelengths is inversely proportional to the absolute accuracy of 
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the phase measurement. Different approaches to determine the maximum allowable measurement error 
have been presented [22, 25] from which it can be seen that highly precise wavemeters must be used to 
monitor and control the respective single wavelength, which is an expensive solution of the problem. 
Here we present a simple and useful method to monitor the generated artificial wavelength directly. 
To avoid reconstruction of disturbing terms such as twin image and zero-order images, spatial phase-
shifting techniques can be combined with complex wave field propagation [8,9]. In digital holographic 
microscopy with a spatial phase shift the setup can be arranged in such a way that the lateral resolution is 
diffraction limited if the image magnification and thus the microscope objective are chosen appropriately 
with respect to the pixel pitch of the applied sensor [8,12,16]. However, spatial phase-shifting techniques 
are always connected with a loss in space-bandwidth product. To avoid this loss in our lensless setup, we 
combined temporal instead of spatial phase shifting with complex wave field propagation. For this 
purpose the temporal phase steps usually have to be controlled carefully, e.g., with a closed-loop 
controlled piezoelectric actuator. To keep the setup simple and affordable, we present the application of 
an efficient algorithm to calculate phase differences between subsequently recorded interferograms that,  
to our knowledge, are used for the first time in lensless digital holography [26]. 
 

2. Experimental Procedure 

A. Setup 

Figure 1 shows an experimental setup for lensless digital holography. A tunable diode laser with an 
external cavity (DL100, TOPTICA Photonics, Munich, Germany) is used as illumination device [27].  
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Fig 1: Experimental setup for temporal phase-shifting lensless multiwavelength digital holography with moveable 
reference object (BK7 glass plate, d=3.0 mm). 
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The wavelength of the diode laser is tuned by tilting an external grating with a stepper motor. The typical 
linewidth of the diode laser is specified to be between 0.5 and 1 MHz. The minimum artificial wavelength 
is restricted by a tuning range of approximately 8 nm, whereas the maximum is restricted by the spectral 
stability of the system and the repeatability of the tuning unit (tilt of the external grating, diode current, 
and temperature control).  
Using this laser source, repeatable generation of artificial wavelengths from approximately 75 µm up to 
several centimeters is possible. To avoid beam misalignment that is due to tuning, the beam is coupled 
into a single-mode fiber. To guarantee mode-hop-free operation during the measurement and to monitor 
the actually emitted wavelength, a spectrum analyzer is applied. After having passed through the glass 
fiber, the light is collimated and divided into an object wave and a reference wave. Both are expanded to 
fit the size of the object and the camera chip, respectively. The reference wave is deflected by a mirror 
mounted on a piezostage to achieve temporal phase shifts between the object wave and the reference 
wave. The piezostage runs in open-loop mode. 
Additionally, a movable phase object is located in the reference path to measure the generated artificial 
wavelength directly as described below. It is illuminated by the expanded reference beam and imaged 
onto the CCD sensor. Finally, the reference wave and the diffracted object wave – usually a speckle 
pattern – are superimposed by a beam combiner. The spatial intensity distribution of the generated digital 
hologram is captured by an 8 bit CCD camera with 1392 x 1040 pixels, 4.65 µm pixel pitch, and 
IEEE1394 interface (Marlin, Allied Vision Technologies, Stadtroda, Germany). In the depicted setup a 
small angle between illumination and observation is realized by tilting the beam combiner slightly to 
suppress disturbing interferences that are due to reflections. In this case the interferometer sensitivity 
vector must be taken into account for conversion of the quantitative phase measurement to a geometric 
shape measurement [28]. 
 
B. Hologram Acquisition 

To perform shape measurements with the described setup, holograms with different appropriate 
wavelengths 1, 2, a minimum two, are recorded. For each wavelength i (i=1, 2 ...) a minimum of three 
phase-shifted speckle interferograms of the same object state must be captured. Figure 2(a) shows three 
speckle interferograms of our test object. The phase shifts between interferograms 1 and 2 are 
performed by an uncontrolled piezoelectric actuator and thus the induced phase shifts are in the range 
from 90° to 150° and not known a priory. Additionally, one additional interferogram with a phase object 
shifted partly into the reference path of the interferometer is recorded for each wavelength. Here a 3 mm 
thick BK7 glass plate and well-known refractive index (nBK7=1.51118 at 780 nm) serve as the reference 
object. Therefore the reference object is imaged sharply onto the hologram plane (CCD sensor plane). Its 
edge is clearly visible as a dark stripe in Fig. 2(b). Two regions of interest (ROIs) are defined: ROI1 on 
the side without a phase object and ROI2 on the side with a phase object. It is shown that there is no 
additional phase shift between the third interferogram with the piezoelectric actuator in Figs. 2(a) and (b). 
As a result, the phase shift in ROI1 should be close to zero, whereas the phase shift in ROI2 is induced by 
the well-known phase object. Global phase shifts induced, e.g., by vibrations are assumed to be 
negligible. 
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Fig. 2: (a) Three temporal phase-shifted speckle interferograms of a single object state and (b) additionally captured 
interferogram with the phase object (3.0 mm BK7 glass plate) moved partly into the reference path of the 
interferometer. 
 

3. Numerical Reconstruction 

Numerical reconstruction of the object wave is performed in three steps: 
1. determination of the global phase shifts between the captured speckle interferograms; 
2. calculation of the complex object wave within the hologram by temporal phase shifting; 
3. propagation of the complex object wave (hologram) to the object plane. 

 
A. Temporal Phase-Shifting with Unknown Phase Steps 

In Ref. [1] Cai et al. described a general method for extracting unknown and unequal phase steps from 
sequentially recorded interferograms. The algorithm works on both smooth and diffuse objects and is 
usable for any number of interferograms N (N≥3). The phase steps 1 and 2 that are introduced by the 
piezoelectric actuator (see Fig. 1) are calculated based on the statistical nature of the diffraction field. In a 
first step averaged intensity differences between subsequently captured interferograms are calculated as 
shown in Eqs. (1) and (2) where M is the number of pixels of interferogram number i with discrete 
intensity distribution Ii(x,y). Variables x and y represent discrete pixel numbers. In a first step the auxiliary 
constants p, q, r, and c are calculated as: 
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In the next step, the global phase shifts 1 and 2 are calculated by insertion of constants p, q, r, and c: 

    cqcp /arcsin2,/arcsin2 21    (2) 

Further improvement of 1 and 2 by an iterative approach is also described in [1] but not applied here 
because no significant reduction of noise was measured in our data. 
Finally, insertion of 1 and 2 in Eq. (3) and assumption of a constant spatial intensity distribution of the 
reference wave result in the complex hologram C(x,y), where  denotes the respective recording 
wavelengths of the interferograms: 
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In comparison with [1] a global real factor is neglected because of a reference wave with nearly constant 
intensity across the CCD plane. The factor affects only the scale of the reconstructed spatial intensity 
distribution in the CCD plane. 
 
B. Propagationand Difference Phase 

Reconstruction of the shape of the object under investigation is performed by numerical propagation of 
each complex hologram C(x, y) to the object plane, i.e., the plane in which the object is located. For this 
the wavefield in front of the camera is reconstructed numerically. This reconstruction is performed by 
numerical approximation of the Fresnel-Kirchhoff diffraction integral. If the numerical reconstruction is 
limited to the paraxial region, i.e., x2+y2<<z2 with z denoting the distance between the camera and the 
object plane, the Fresnel-Kirchhoff diffraction integral can be approximated by a convolution of the 
complex hologram C(x,y) in the camera plane and the impulse response of free-space propagation [7]: 
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Here FFT and FFT-1 denote the discrete fast Fourier transform and the inverse fast Fourier transform, 
respectively. z,(x,y) denotes the reconstructed complex object wave at recording wavelength  with a 
reconstruction distance z. Numerical propagation is done for each wavelength  separately with constant 
reconstruction distance z. Amplitude and phase of the reconstructed wavefronts z,(x,y) are calculated. 
It is worth noting that the surface of the observed object must not significantly exceed the depth of focus 
of the numerical reconstruction. An estimation of the depth of focus is given, e.g., in Ref. [7]. Propagation 
of the wave field is performed by numerical approximation of the Fresnel-Kirchhoff diffraction integral 
by a convolution. In comparison with the Fresnel propagation the convolution method has the advantages 
that the sampling interval stays constant while propagating and does not depend on the illumination 
wavelength. This is a necessary condition for multiwavelength digital holography. The constancy of the 
sampling interval makes it necessary to pad the hologram with zeros before performing the numerical 
reconstruction; otherwise the reconstructed image is disturbed by strong aliasing effects 
[29,30].Considering wavelength , the pixel pitch of the image recording device x and y, and the 
reconstruction distance z, expansion to Nx=4096 and Ny=4096 pixels is adequate [29,30]. For optimal 
performance of the FFT the pixel numbers are chosen to be powers of 2. 
From Eq. (4) the phase distribution of the diffraction field in the object plane can be calculated by 
extracting the complex argument of z,(x,y) for all used wavelengths i: 
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where Im{} and Re{} denote the imaginary and real parts of a complex number, respectively. Difference 
phase maps are calculated by subtracting the reconstructed phase maps of different wavelengths modulo 
2 from each other:  

    2),,(),(mod),( ,, yxyxyx jid  . (6) 

As it is shown, e.g., in Ref. [25], the resulting difference phase map corresponds to an interferogram that 
would be observable if illumination were performed with a wavelength equal to the artificial wavelength 
given by [22, 25] 
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From the difference phase map and knowledge of the artificial wavelength, a height map of the object can 
be calculated: 
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Multiple artificial wavelengths can be used to avoid unwrapping errors [22,26]. To accelerate calculation 
the described numerical reconstruction including phase shifting and propagation is performed on a 
Graphical Processor Unit (N295GTX-1792MB) as proposed in [31]. 
 
C. Auto Calibration 

Equation (7) shows that the error of artificial wavelength a is proportional to the respective single 
wavelengths 1 and 2 but inversely proportional to the difference . For large artificial wavelength the 
difference between the two single wavelengths  becomes very small, e.g., for an artificial wavelength 
of 10 mm generated by a tunable laser diode with a central wavelength of approximately 780 nm a 
difference between the two single wavelengths of 60 pm must be adjusted. Therefore, an error of 5 pm of 
the wavelength difference results in an 8 % error in the artificial wavelength. 
We present two different methods for calibration of the artificial wavelength. The first method uses the 
Cai et al. three- or four-step algorithm [1]. For this method, three holograms without a phase object [Fig. 
2(a)] and only one additional hologram with the reference object partly shifted into the interferometer’s 
reference path [Fig. 2(b)] are recorded. Two ROIs are defined in the recorded image: one that is not 
influenced by the reference object (ROI1) and one in the region in which the reference object is imaged 
(ROI2). To apply the Cai et al. method for calibration of the artificial wavelength, the two regions are 
assumed to be independent sets of holograms.  
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Fig. 3: (a) Reconstructed phase map 1(x,y) in the hologram plane without a reference object; (b) reconstructed 
phase map 1(x,y) with a reference object of the same wavelength 1; (c), (d) corresponding phase maps 2(x,y) 
and 2(x,y) of the second wavelength 2; (e) difference phase map of wavelength 1; (f) difference phase map of 
wavelength 2; (g) difference phase map of generated artificial wavelength a, ROI1 without and ROI2 with a 
reference object, respectively. 
 
Now, for both regions, global phase shifts 1,ROI1, 2,ROI1 and 1,ROI2, 2,ROI2 can be calculated using 
Eqs. (1) and (2). The first phase steps 1,ROI1 and 1,ROI2 are, of course, equal to each other because they 
were introduced by the piezoelectric actuator of the reference path. Phase shifts 2,ROI1 and 2,ROI2 
differ from each other: in ROI1 the phase shift is introduced only by the piezoelectric actuator; in ROI2 
an additional phase shift results from the reference object. From the difference in phase shifts 
ref=2,ROI2-2,ROI1, the well known thickness of the reference object (d=3.00 mm) and the refractive 
indexes of BK7 glass nBK7 and air nair, the artificial wavelength a is calculated: 
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 The phase shifts between subsequent interferograms of both ROIs must be in the range of 0 to ; the Cai 
et al. method is restricted to this range. 
Alternatively, it is possible to capture three additional phase-shifted holograms with the phase object in 
the reference path and perform reconstruction with the Cai et al. three-step algorithm separately. Then the 
difference modulo 2 between the reconstructed phase maps in the hologram plane without [see Figs. 3 
(a) and (c)] and with [see Figs. 3 (b) and (d)] reference objects, respectively, are calculated for both 
wavelengths. Figures 3(e) and (f) represent the phase shifts modulo 2 generated by the glass plate at both 
single wavelengths 1 and 2, respectively. Again these phase maps are subtracted modulo 2 from each 
other:  

    2211    ref . (10) 

The result is shown in Fig. 3(g) and represents the phase map within the hologram plane at the generated 
artificial wavelength. Insertion of averaged phase difference ref between ROI1 and ROI2 in Eq. (9) 
allows for the calculation of the artificial wavelength. 
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D. Filtering 

Because of the expansion of the complex hologram with zeros by a factor of 4 in each direction to 
perform propagation with the convolution method, the reconstructed complex object wave (amplitude and 
phase map) contains redundant information. With respect to the Abbe diffraction limit, the reconstructed 
complex object wave is oversampled. Hence it is useful to resize the image – real and imaginary parts 
separately – and to use the information of the redundant pixels to eliminate statistical noise. Here we 
simply calculated the mean value of the 4 by 4 pixel regions. Because filtering takes place below the 
diffraction limit, no physical information is lost. 
 

4. Results 

Measurement results of a set of generated artificial wavelengths between 5 mm and 35 mm are shown in 
Table. 1. For generation of the artificial wavelengths, the laser diode was tuned to approximately 250 pm 
to determine appropriate stable spectral modes. Respective single wavelengths 1 and 2 and the number 
of oscillating modes are monitored by a wavemeter. Speckle interferograms – three without and one with 
a reference object – were captured at each of the wavelengths, which ensured that images were recorded 
in single-mode operation of the diode laser. The generated artificial wavelength is calculated by Eq. (7) 
and compared with the artificial wavelength that was determined by the reference object method 
described by Eq. (9). 
 

1 [nm] 2 [nm]  [pm] a [mm] 
Wavemeter 

a [mm] 
Reference 

Relative 
Error [%] 

781.462 781.480 18 33.93 35.95 5.95 
781.462 781.482 20 30.53 27.84 8.82 
781.531 781.555 24 25.45 25.15 1.17 
781.555 781.591 36 16.97 16.99 0.13 
781.531 781.591 60 10.18 10.14 0.39 
781.462 781.531 69 8.85 9.87 11.52 
781.531 781.607 76 8.04 7.81 2.87 
781.367 781.444 77 7.93 7.15 9.88 
781.444 781.533 89 6.86 6.79 0.99 
781.367 781.462 95 6.43 6.22 3.30 
781.367 781.462 95 6.43 6.22 3.30 
781.531 781.644 113 5.41 5.81 7.42 

Table 1: Comparison of Measured Artificial Wavelengths with a Wavemeter and the Reference Object Method.  
 
The relative error of the artificial wavelength between our reference object method and the wavelength 
measured with the wavemeter is listed in the rightmost column of Table 1. The measurement error 
(0.5 pm) of the wavemeter corresponds to a relative error of the artificial wavelength below 1%. 
Comparison between wavemeter and reference object measurement of the artificial wavelength shows 
that our method works in principle, but it is obvious that we have some outliers with relative errors grater 
than 5%. In these cases we exceeded the range of validity (0 to ) of the global phase shift between 
speckle interferograms without and with reference objects in ROI1 or ROI2 in the Cai et al. algorithm [1]. 
This error can be avoided by using our described alternative method with the disadvantage of two 
additional interferogram recordings. In this case the relative error of the artificial wavelength 
measurement is in comparison with a wavemeter measurement always below 2%. 
The test object in our measurement was a metallic shim with two cutouts of different heights 
(h1=2.50 mm ± 0.01 mm, h2=0.40 mm ± 0.01 mm). The tactile measurements of the step heights were 
taken with a digital micrometer caliper as the reference. An unambiguous measurement range of 
a/2=5.07 mm (result of reference object measurement) was generated by two single wavelengths with 
60 pm difference (1=781.531 nm, 2=781.591 nm). The results of the reconstructed wave in the object 
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plane are shown in Fig. 4. In the amplitude images [Figs. 4(a) and 4(c)] the shim can be seen clearly. The 
corresponding phase images [Figs. 4(b) and (d)] display the random phase distribution of a speckle field 
that is due to the fact that the metallic surface is optically rough. By subtraction of these two images and 
applying Eq. (6), a difference phase map as shown in Fig. 5(b) can be calculated. To reduce the phase 
map to significant regions the areas around and in the middle of the metallic shim were masked out 
manually. Figure 5(c) displays a pseudo-3D plot of the measured height profile. Figure 5(a) again shows 
the reconstructed amplitude within the object plane at single wavelength 1. Unlike in Fig. 4(a), the gray 
values in Fig. 5(a) were scaled logarithmically to enhance image contrast. 
 

(a)

(b)

(c)

(d)

(a)

(b)

(c)

(d)

 

Fig. 4: Single wavelength reconstructions of amplitude and phase at (a), (b) =781.591 nm and (c), (d) 
=781.531 nm. 
 
 
To approximate measurement accuracy the height profile extracted from the phase map of Fig. 5(b) along 
the marked cross section is plotted in Fig. 6. The maximum absolute deviation of the averaged phase 
value to the tactile measurement is less than 40 µm, whereas the statistical error (standard deviation) 
amounts 3=50 µm. In summary, we have an absolute error below 100 µm when using an artificial 
wavelength of 10 mm. The measurement time per wavelength is less than 1 s and is restricted by the 
frame rate of the image recording device and time for shifting the phase object partially into the reference 
path of the interferometer. The tuning time of the diode laser depends on the difference between the single 
wavelength and is in the 500 ms region. Numerical reconstruction is completely performed on a Graphic 
Processor Unit (N295GTX-1792MB) and takes less than 150 ms per wavelength using 4096 x 4096 
sampling points in Eq. (4). 
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Fig. 5: (a) Reconstructed amplitude of the test object (gray values scaled logarithmically); (b) corresponding phase 
map of a generated artificial wavelength of 10.14 mm with cross section; (c) pseudo-3D representation of the phase 
map with the amplitude as a texture; (d) digital photograph of the test object. 
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Fig. 6: (a) Height z versus lateral position x along the cross section marked in Fig. 5(b); (b) enlarged section of (a) 
with the 3 range highlighted. 
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5. Conclusion 

We have shown that the application of temporal phase shifting with unknown phase shifts is useful to 
suppress disturbances introduced by a twin image and zero-order diffraction in lensless digital 
holography. As a result, an uncontrolled piezostage can be used to achieve phase shifts by moving a 
mirror within the reference path of an interferometer. We have also shown that the algorithm used to 
calculate the phase shifts of adjacent speckle interferograms can also be used to determine the phase shift 
induced by a phase object moved partly into the reference path of an interferometer. The phase shift of the 
reference object can be used to calibrate the setup by determination of the generated artificial wavelength. 
We pointed out that the restriction to a range of validity between 0 and  between adjacent phase shifts in 
the Cai et al. algorithm must be considered. Nevertheless this problem can be overcome by applying a 
reference object with areas of different thicknesses, in which case we expect a relative accuracy of 
approximately 1% artificial wavelength measurements. 
Finally, the presented results demonstrate that shape measurements with the autocalibrated setup of 
optically rough surfaces with an absolute accuracy better than one hundredth of the generated artificial 
wavelength are possible. 
In conclusion, our results show the applicability of the described autocalibration methods for the 
unknown phase steps and the generated artificial wavelengths. Hence expensive devices such as closed-
loop piezocontroller and a wavemeter become dispensable, which makes the setup more applicable to 
industrial environments. Furthermore, acceleration of numerical reconstruction by implementation of all 
calculations on a graphic processor unit enables the potential of the technique to be used in production 
lines with high throughput. Hologram recording can be accelerated by the use of appropriate camera 
hardware that is readily available commercially. 
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