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ABSTRACT

As the number of future network architectural approaches in-
creases, the possibility of offering many similar services with
different qualities of service is increasing. Therefore, it will
be required to select a suitable, or the best, service from the
set of alternative services. This paper proposes a matching
process and an adapted analytic hierarchy process to accom-
plish this task. The matching process is used to determine if
a service is suitable. When more than one suitable service is
available, the adapted analytic hierarchy process is used to
select the best service.

Keywords— Future Internet, NGN, service-orientation, ser-
vice description, network architectures, service selection

1. INTRODUCTION

In todays Internet, protocols are tightly coupled with the
application, which results in difficulties in automatically
switching between the functionalities based on the applica-
tion requirements. Traditionally, an email application uses
TCP, a Voice over IP (VoIP) application uses UDP, some
video streaming applications use SCTP. However, a video
application cannot just switch between UDP and SCTP
based on its variety of demands.

For introducing flexibility in network architectures and en-
abling innovations, several projects like GENI, FIND, G -
Lab, PL - Lab, AKARI, have been funded in USA, Europe
and Asia. The results of these projects are a set of future
network architectures like Autonomic Network Architecture
(ANA) [1], Netlet-based Node Architecture (NENA) [2],
eXpressive Internetwork Architecture (XIA) [3], Service-
Oriented Network Architectures (SONATE) [4] and Recur-
sive InterNetwork Architecture (RINA) [5].

Some of these approaches are based on communication ser-
vices. Here we consider only communication services not
web services. A communication service can represent a fine-
grained functionality like an algorithm for forward error cor-
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rection (e.g., hamming code) or compression (e.g., Huffman
tree) or it can even represent a coarse-grained functionality
like the functionality of the TCP/IP network stack or an ac-
cess technology like WiFi.

Most of future network architectural approaches need to use
a suitable service, or to select the best service, if there more
than one suitable service is available. Selection of a suitable
service can be done by matching the description of the of-
fered services with the application requirements. This match
can result in a several suitable services. Now, the question
is, which suitable service should be selected and used? The
answer is that we should select the best one, as we do in our
day to day life.

Selecting the best service using a single selection criterion
is trivial. For example, if there are two communication ser-
vices where one offers 100ms end-to-end delay and another
offers 200ms, then we should obviously select the one with
the lowest delay.

However, communication services have multiple selection
criteria such as delay, throughput, loss ratio, jitter and cost.
That is why, selecting the best communication service is
a Multi-Criteria Decision Making problem (MCDM). For
solving such a problem, several Multi-Criteria Decision
Analysis (MCDA) approaches are used in managerial sci-
ence like Multiple Attribute Utility Theory (MAUT), Ana-
lytic Hierarchy Process (AHP), ELECTREIII and Evamix
[6].

We used AHP to select the best service for two reasons,
firstly, it supports relative prioritization and, secondly, there
is a way to check the consistency of the evaluation measures.

The main requirement for using AHP is to assign pairwise
priority both for the requirements and for the offers. How-
ever, as offerings are decoupled from the application require-
ments, a mapping mechanism is required from the measured
values of the offerings to the pairwise priority assignment
scale. We use a mapping mechanism based on monotonic
interpolation and extrapolation.

The outline of the paper is as follows. We present a service
selection model in section 2. The components of communi-
cation service selection using the analytic hierarchy process
are discussed in section 4. In a service-oriented network ar-
chitecture, offerings are decoupled from the application, for



this reason a mapping mechanism is necessary to map from
the measured value of the offers to the pairwise prioritization
scale. We propose a mapping mechanism using monotonic
interpolation and extrapolation in section 4.3.2. We imple-
mented and evaluated the selection process using a maximum
of six selection criteria and six services which is discussed
in section 5. After that, related work for future network ar-
chitectural approaches and service selection is presented in
section 6. Section 7 concludes the paper.

2. SERVICE SELECTION MODEL

A model for fine-grained service selection and composition
is shown in figure 1. The main aim of the process is to create
a protocol graph (i.e., a network stack) for a network con-
nection. To achieve this goal, it takes the requirements from
the application, constraints from the network, policies from
the network or system administrator, and the offered services
from the network. Considering all of these inputs, it com-
poses the protocol graph of building blocks (the implemen-
tation of a protocol or a mechanism). Automatic selection of
a suitable, or the best, fine-grained functionality is required
during the composition process.
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Figure 1. A model for fine-grained service selection and
composition
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A model for coarse-grained service selection is shown in fig-
ure 2. The three main entities in this model are the service
consumer, the service provider and the service broker. The
service broker selects a suitable, or the best service, from the
services offered by the different service providers by con-
sidering the requirements specified by (or chosen from the
predefined specification) an application developer through an
application programming interface (API). Service providers
like SONATE and NENA frameworks can be categorized
based on their composition approaches. Services can be of-
fered by conventional providers like TCP / IP, UDP / IP and
SCTP / IP. Services can be composed during design time,
deployment time, partial runtime and runtime. In compound
approaches, services are composed during design time, po-
tentially assisted by software. In this approach, the selec-
tion of an appropriate compound service is done during run-
time by a service broker. The template approach is an ex-

ample of partial runtime composition, where the placement
of functionalities is done during design time and a suitable,
or the best, mechanism is chosen during runtime. Services
can also be provided by a dynamic selection and composition
provider where the selection and composition of the protocol
graph is done during runtime.
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Figure 2. A model for coarse-grained service selection in a
service-oriented network architecture

Partial runtime and dynamic selection and composition
providers cannot register their services to the broker until
they get the application’s requirements and perform their
composition. Other providers can register their service to the
broker beforehand.

The service broker returns a suitable, or the best, service to
the application through the API.

3. TERMINOLOGY: CRITERIA FOR SERVICE
SELECTION

The criteria that are used to select a suitable, or the best, com-
munication service are specified by the field expert. The as-
sumption here is that, an experienced VoIP application de-
veloper knows the criteria that should be considered for his
application. Even though functional criteria are also consid-
ered in service selection, we considered here only the follow-
ing quality of service criteria:

1. Delay: Delay is defined as the elapsed time to transfer
a packet from the sender’s application to the destina-
tion receiver’s application across the network. Delay
is measured by seconds or fraction of seconds. [7]

2. Jitter: Variation in delay of packets arriving in the des-
tination.

3. Energy Consumption: The power that is required to
process a packet is called energy consumption. Energy
consumption is usually measured in Joules (J).

4. Data Length: The length of a packet consisting of
a payload of data and a header is called data length
(sometimes called packet length).



5. Loss Rate: When a transmitted packet does not suc-
cessfully arrive at its destination, it is called a lost
packet. The loss rate is the ratio of the number of lost
packets and the total number of sent packets. Loss rate
can also be called Packet Loss Ratio (PLR). [7]

6. Throughput: The average rate of successful data deliv-
ery over a wired or wireless communication is called
throughput. Throughput is measured in bits per sec-
ond, in short, bits/sec or bps. [7]

4. COMPONENTS FOR SERVICE SELECTION

Service selection is a process to select a suitable service, or
the best service if more than one suitable service is available.
The components of our service selection approach are:

1. Description of application requirements and network
offerings

2. Matching process
3. Analytic Hierarchy Process

4. Network abstraction API

4.1. Description of application requirements and net-
work offerings

Service selection requires the description of application
requirements, network and administrator constraints, and
network offerings. This requirement can be fulfilled by the
description language for communication services of future
network architectures [8]. All of these requirements, con-
straints and offerings can be described by using the construct
{ef fect operator attribute}.

An effect is a single outcome of an execution of algorithm
or protocols, sometimes called building blocks. Effects can
be functional and non-functional. Functional effects are the
effects which are required for proper functioning of a build-
ing block. For example, the effect Loss Ratio can be used by
the retransmission building block to know how many packets
to retransmit. Non-functional effects, on the other hand, are
the effects which might not be necessary for functioning. For
example, the processing time of a building block can be seen
as an example of such an effect.

An attribute is the value of an effect. For example, 0% can
be seen as an attribute of the effect packet loss.

An operator connects an effect to an attribute. The packet
loss offering of a retransmission building block can be writ-
ten as { LossRatio = 0%}.

This simple construct can be used to express the require-
ments of an application. For example, the error correc-
tion demand of an email application can be expressed as
{ErrorCorrection = True}.

The usage of an effect in the description is mandatory. But,
the usage of an operator and an attribute is optional. For
example, the error correction demand can be described as

{ErrorCorrection} by omitting an operator and an at-
tribute.

This construct allows the description of the network offer-
ings. For example, the packet loss offering of a forward er-
ror correction algorithm can be expressed as { LossRatio =
0%}, {Delay = low}, { Bandwidth = high}.

A network or administrator constraints can be expressed by
using the construct. For example, for using a certain network,
authentication must be performed {Authentication =
True}.

This construct supports to describe both fine-grained and
coarse-grained functionality in a similar way. For example,
the ProcessingTime of a single building block or a protocol
graph can be expressed by using the same construct.

4.2. Matching process

Suitable services are chosen by matching the offered effects
with the required effects. For example, an application can
support the maximum end-to-end delay of 100 ms which is
expressed by {end —to—endDelay <= 100ms} whereas a
protocol graph offers {end — to — endDelay = 80ms}. The
broker can select the protocol graph as a suitable service.
For matching application requirements with the network of-
ferings, each effect must be uniquely identified. This neces-
sitates developing a taxonomy of effects to describe commu-
nication service illustrated in the ITU-T paper [9]. This tax-
onomy facilitates an application developer to specify effects
either in a generic manner or in a specific way. For example,
an application developer can ask for the Security effect in
general, { Security = T'rue}, or it can ask for the data origin
authentication effect, { Data— Origin — Authentication =
True}, to be more precise.

As the values of the offered effects are measured or pre-
calculated values, mostly, they contain the operator is equal
to (=).

But, the required effects might contain other operators like
less than (<), less than or equal to (<=), greater than (>)
and greater than or equal to (>=).

An application might also express its requirements as an in-
terval. For example, a video streaming application might ex-
press its packet loss requirement as { Loss Ratio <= 3%}.

The application can work when the packet loss is between
0% and 3%.

During the selection process of fine-grained or coarse-
grained functionalities, several of them can be determined as
suitable services when they match the requirements from the
application. In that case, the best service should be selected
and used. We adapted Analytic Hierarchy Process (AHP) for
doing this task.

4.3. Analytic Hierarchy Process (AHP) for service selec-
tion

Selecting the best service using a single selection criterion is
trivial. For example, if there are two communication services



where one offers 100ms end-to-end delay and another offers
200ms, then we should obviously select the one with less
delay.

However, communication services have multiple selection
criteria such as delay, throughput, loss ratio, jitter and cost.
That is why, selecting the best communication service is
a Multi-Criteria Decision Making problem (MCDM). For
solving such a problem, several Multi-Criteria Decision
Analysis (MCDA) approaches are used in managerial sci-
ence like Analytic Hierarchy Process (AHP) [10], ELEC-
TREIII [11], Evamix [12], Multiple Attribute Utility Theory
(MAUT) [13], Multi - Objective - Programming (MOP),
Goal Programming (GP) [14], NAIADE [15] and Regime
[16].

We used AHP to select the best service for two reasons,
firstly, it uses an absolute scale to derive priorities that also
belong to the relative absolute scale (like probabilities) that
can be combined like the real number system. secondly,
there is a way to check the consistency of the evaluation
measures.

4.3.1. Adaptation of Analytic Hierarchy Process (AHP) for
service selection

The Analytic Hierarchy Process (AHP) needs to be adapted
for selecting the best communication service automatically.

AHP is a process designed for assisting human decision mak-
ing which is used in many application areas like social, per-
sonal, education, manufacturing, political, engineering, in-
dustry and government [17]. Basically, AHP is used for de-
termining priorities of different alternatives. The details of
the AHP process is beyond the scope of this text.

To use AHP in communication service selection, the follow-
ing steps are performed

1. Define the goal and the selection criteria for achieving
the goal

2. Priority assignment of the selection criteria as an ap-
plication requirement

3. Priority assignment of the criteria for the offered ser-
vices

The first step is to define the goal, which is to select the best
communication service, and the selection criteria to achieve
that goal. The selection criteria are actually a set of required
effects. Examples of selection criteria are delay, throughput,
loss rate, jitter, MTU and cost. Both functional and non-
functional criteria can be selected.

After determining the selection criteria, the next step is to as-
sign pairwise priority between the selection criteria. One of
the reasons of pairwise priority assignment is that it is easier
for a person to take two criteria and to assign priority one
over the other. It is initially difficult for a new application
developer to assign pairwise priority. But, the efficiency of
the priority assignment process can be improved with the ex-
perience of the application developer.
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Figure 3. Mapping mechanism

The third step of the process is to assign pairwise priority
between the offered services based on those selection cri-
teria. However, as pairwise priority assignment is a time-
consuming task, and as offerings are decoupled from the ap-
plication, the pairwise priority assignment of the offered ser-
vices based on those selection criteria needs to automated.

This requires a mapping mechanism to map the measured/
calculated values of the offered services to the pairwise pri-
ority assignment scale which will be discussed in the next
section.

The priority vector coming from the application side is then
multiplied by the priority vector from the offering side. The
result is then called the overall priority vector. The service
with the highest priority value in the overall priority vector is
the best service.

4.3.2. Automated priority assignment for the offerings

Different communication services can have different effects.
The value (or attribute) of these effects can be assigned be-
forehand based on benchmarks or can be obtained dynam-
ically by using sensing software. Whichever way the at-
tributes are obtained, the offered effects need to be automat-
ically prioritized as the offerings are decoupled/hidden from
the application. Therefore, an automatic mapping mecha-
nism from measured values to the priority scale (1, 9) is re-
quired.

The mapping should have certain properties. First, the map-
ping must be generic, i.e. not specific to effects or units of
measured values. Second, the mapping must be monotonic.

An approach for mapping has been proposed which uses a
monotonic interpolation/extrapolation scheme [9] as shown
in figure 3. In this case, the application requirements provide
value points for interpolation/ extrapolation (must be mono-
tonic) of measured values to the priority scale. A monotonic
interpolation/extrapolation of these points is used to define
a mapping. In addition, the specific measured values of the
offerings are then mapped to these priorities. Assuming that
f() is a function used to define a mapping. As an example,
considering interpolation, the requirements must contain at
least the following two points

o g, wheref(xp) =1

o x,, wheref(x,) =9



If there are measurement values, y, not within the interval
[0, xp], we can extrapolate

* ify <o, thenf(y) =1

o ify >y, thenf(y) =9

To use inter-/extrapolation, an application developer must
specify two points but can have as many parameters as he
wants to be more precise.

The aforementioned mapping mechanism is used to assign a
priority of one service over another for every selection crite-
ria (effect).

4.4. Network abstraction API

An application programming interface (API) is required to
send the application requirements to the broker and to return
a suitable or the best service to the application. Affiliated
with the SIG FUNCOMP, a special interest group for func-
tional composition of the German-Lab project, we created an
interface titled GAPI: A G-Lab Application-to-Network In-
terface which can be used for this purpose [18].

5. IMPLEMENTATION

The aforementioned service selection process has been im-
plemented using the Java programming language version
1.6. The requirements and offerings are assigned statically
in variables. No database is used to store those values. A
separate method has been implemented to map the offered
values to priorities as shown in the figure 4.

| INPUT min, max, value |

!

n =29, lowerInterval = 0,
upperInterval = 0

i<=n

| return priority |

upperInterval = ((max-min) /n) * i

if (value >=
lowerInterval)
&& (value <=

upperInterval) NO

priority =i or (9-i)-1

H lowerInterval = upperInterval

Figure 4. Priority assignment algorithm

5.1. Service selection time

To measure selection time, six selection criteria have been
chosen and pairwise prioritized as shown in figure 5. The
values of 0.11, 1 and 9 means that the lowest, equal and the
highest priorities respectively. The measured values of the
offerings is shown in the figure 6. For this experiment, Cen-
tOS is used on a Pentium(R) Dual-Core CPU E5300 with 2.6
GHz speed and 6 GB RAM.
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Figure 5. Pairwise priorities of the six selection criteria
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Figure 6. Measured values of the offered services

Beginning with the two selection criteria and two services,
both selection criteria and the offered services have been in-
cremented by 1 until 6 and the service selection and map-
ping times have been measured. We found that the mapping
time is linearly increased with 23 micro seconds is required
for mapping the 6 services using the six selection criteria as
shown in the figure 7. Selection time is exponentially in-
creased and requires 0.48 ms to select the best service among
the six offered services using the 6 selection criteria as shown
in figure 8.
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Figure 7. Mapping time

Mapping can be done during runtime or beforehand, when
the measured values are already available. In that case, only
selection time is considered.

5.2. Benefits and future work

This selection approach has several advantages; first, pair-
wise prioritization of requirements as an input, second, con-
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sistency checking, third, benefits of relative prioritization
over linear prioritization.

It is easy for people to compare two objects by using their
properties. For example, a recruitment manager needs to se-
lect the best candidate for the job. One candidate has an ex-
cellent education but no working experience and another per-
son has a good education but has 2 years of experience. The
manager will take these two selection criteria of the candi-
date (education, working experience) and can easily identify
which is more important to him. If working experience is
more important to him, he will select the second candidate
and otherwise he will select the first one.

When the number of selection criteria increases, the con-
sistency of the pairwise priority assignment needs to be
checked. As discussed earlier, the analytic hierarchy process
provides a way to check consistency.

AHP uses relative prioritization rather than linear prioriti-
zation which is used in MAUT. In linear prioritization, the
priority value of the requirement is assigned linearly like
delay > throughput > loss which means that a service
with the lowest delay should be selected at first. If two ser-
vices have the same delay, then the service with the highest
throughput is selected. In relative prioritization, the selection
criteria is pairwise prioritized. That means, a service is se-
lected based on all of the considered criteria not only a single
criteria like in a linear prioritization technique.

Currently, the selection time is calculated by considering at
most six effects and services, as today the number of net-
working services and selection criteria is limited. However,
in the future, evaluation can be done by increasing the num-
ber of services and criteria.

6. RELATED WORK

The work related to layerless future network architectures is
presented at first. Then, the work for service selection is pre-
sented.

In the early 1990s, a small group of network researchers con-
centrated on dynamic micro-protocol composition, meaning
that they decomposed the functionality of existing protocol
stacks into a set of micro-protocols, and then composed those
micro-protocols dynamically based on incoming requests
from an application. Some of those works are Dynamic Con-
figuration of Protocols (DaCaPo) [19] and Function Based

Communication Subsystem (FCSS) [20]. In [21] the au-
thors point to a drawback of the above approaches and ask
for a generic description so that new deployments can be
facilitated and implementation customization can be kept to
a minimum. [22] focused on networking protocols rather
than the functionality, services or roles provided by those
protocols which were focused on by [23] and [24].

Some recently completed and ongoing projects are working
on Network Functional Composition. Those projects are
Automatic Network Architecture (ANA) [1], NetServ [25],
Recursive InterNetwork Architecture (RINA) [5], eXpres-
sive Internet Architecture (XIA) [3], Forwarding on Gates
(FoG) [26], Net-Silo [24], 4WARD [27], Self-Net (Self-
Management if Cognitive Future Internet Elements) [28]
and the Recursive Network Architecture (RNA) [29]. De-
scriptions of some of the aforementioned projects has been
comprised in a state-of-the-art paper [30].

A template-based approach is similar in concept to the
NENA approach. In the NENA approach, netlets (i.e., a
network stack) for each domain are composed during design
time by network engineers assisted by software. Selection of
an appropriate netlet is done during runtime by using MAUT
[31]. However, selection of appropriate mechanisms (i.e.,
building blocks) is not done in the NENA approach. In the
template-based approach, not only are appropriate templates
selected at runtime but also appropriate mechanisms are
selected.

As selecting communication services to make a protocol
stack automatically is a new field, few related works have
been found. The mentionable one is a MCDA approach,
MAUT which is used in NENA to select the best composed
protocol stack during runtime. However, MAUT has no
integrated mechanism to check consistency of the given pri-
orities. That is why, an external mechanism is required for
doing this task which is not available.

Most of the approaches right now use static selection of func-
tionality during design time. Some of those approaches are
ANA, RINA, XIA and FoG.

7. CONCLUSION

Driven by Future Internet projects like GENI and FIND,
worldwide research of future network architectures results in
several architectural approaches like NENA, XIA, SONATE,
RINA, and ANA, to name a few. Even though the same
service with different qualities of attributes can be offered
by the same architecture, the probability of having such a
case can be even higher when there are many architectural
approaches and virtualization techniques.

Therefore, selecting a suitable, or the best service, based on
application requirements is essential. A suitable service can
be selected just by matching the description of the offered
services with the requirements. Selection of the best service
is required.

Selecting the best service using a single criterion is trivial.
For example, considering a single selection criterion delay,



Table 1. The requirements matrix (CR = 6.23%)

Effects Delay | Throughput | Jitter | Priority
Delay 1 5 9 0.7651
Throughput | 0.2 1 1 0.1288
Jitter 0.11 1 1 0.1062

the best service is the one with the lowest delay. However,
communication services have multiple selection criteria.
That is why, selecting the best service is a multi-criteria
decision making problem.

For solving such a problem, different multi-criteria decision
analysis methods exist in management science. For example,
MAUT, AHP, Evamix, Regime, ELECTRE III, NATADE and
MOP/GP. We chose the Analytic Hierarchy Process (AHP)
for communication service selection as it supports relative
prioritization and checks consistency.

However, the process is required to be adapted for communi-
cation service selection. In a service oriented network archi-
tecture, offerings are decoupled from the application. That is
why the measured or estimated values of the offered services
need to be mapped based on the hints coming from the appli-
cation. This is done by the proposed mapping mechanism.

We implemented the process of selecting the best service in
the Java programming language and evaluated using at most
six selection criteria (effects) and offered services. The re-
sult shows that 0.503 milliseconds (selection time (.48 ms) +
mapping time (.023 ms)) is required to select the best service
between six offered services using six selection criteria.

To conclude, applications use networks differently, and
therefore have different network requirements. At the same
time, networking capabilities and protocols make advances.
This paper shows how applications can make use of ad-
vancing network capabilities by specifying requirements
and using a selection process to choose the best available
communication service.

Describing application requirements and communication ser-
vices supports the parallel development of both applications
and communication services, which leads to the evolution of
the Internet. As soon as new protocols or networks emerge
that fulfill the application requirements, they can be automat-
ically selected by using the service selection process.

8. APPENDIX 1: BEST SERVICE SELECTION: AN
EXAMPLE

The goal is to select the best service among the three ser-
vices: S1, S2 and S3. For achieving this goal using our ap-
proach, we choose three selection criteria: Delay, Through-
put and Jitter and pairwise-prioritized them as shown in Table
1. As it is seen in the table, delay is given strongly more im-
portant than (5) throughput and absolutely more important
(9) than Jitter. To make the matrix consistent, throughput
and jitter are assigned strongly less important than (0.2) and
absolutely less important than Delay (0.11) respectively.

Table 2. Measured/Estimated values of Services

Services | Delay | Throughput | Jitter
(ms) | (Mbps) (ms)

S1 10 1 1

S2 50 2 2

S3 250 10 10

Table 3. Overall priority vector computation

Req. vector | 0.7651 | 0.1288 0.1062 | Priority
Delay | Throughput | Jitter

S1 0.5869 | 0.0740 0.5790 | 0.52

S2 0.3583 | 0.1176 0.3685 | 0.33

S3 0.0549 | 0.8084 0.0524 | 0.15

Assuming that the services S1, S2 and S3 offer the values of
Delay, Throughput and Jitter according to table 2.

These values are mapped to the scale of (1, 9) using the the
mapping algorithm depicted in figure 4. The requirement
matrix is consistent as its consistency ratio is less than 10%.
The overall priority is then obtained by multiplying the prior-
ity vector of the requirement matrix with the offered matrix.
The service with the highest value in the overall priority vec-
tor is chosen as the best service, which is S1, as shown in
table 3.
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