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Kurzfassung

Wiederaufladbare Lithium-Ionen-Batterien stellen heutzutage eine unverzichtbare Kom-
ponente in elektronischen Geräten und Fahrzeugen dar. Obwohl Elektroden mit Lithium-
Ionen aufgrund ihrer hohen Energiedichte sehr verbreitet in der Produktion von Bat-
terien sind, ist in vielen Anwendungsfeldern eine qualitative oder quantitative Vorher-
sage über die zu erwartende Haltbarkeit und den zu erwartenden Kapazitätsschwund
wünschenswert. Die meisten Elektrodenmaterialien zeigen Abnutzungserscheinungen
beim Gebrauch. Wenn zum Beispiel hohe Entladeströme an die elektrischen Pole der
Batterie angelegt werden, ist die daraus resultierende Diffusion der Lithium-Ionen in der
Batterie von Anode zu Kathode nicht schnell genug und es entstehen Konzentrations-
Gradienten. Erstens haben diese Gradienten negative Auswirkungen auf die elektrische
Spannung, welche die Batterie bereit stellen kann. Außerdem kann es zu unerwünschten
chemischen Reaktionen kommen, welche die verwendeten Materialien schädigen oder
zerstören oder sich negativ auf die Kontaktflächen auswirken. Schwerwiegender ist der
Effekt der unterschiedlichen, unkontrollierten Ausdehnung der Partikel in der Elektrode.
Die mechanischen Spannungen innerhalb der Batterie entladen sich möglicherweise in
Rissen und das nutzbare Materialvolumen der Batterie wird weiter verringert. Schließlich
entsteht durch den elektrischen Widerstand der Bauteile auch Wärme. Durch steigende
Temperatur entwickelt sich das physikalische Verhalten der Bauteile möglicherweise
negativ, deswegen wird versucht, die Temperatur der Batterie innerhalb festgelegter
Schranken zu halten.
Verschiedene Materialien werden für Elektrolyt-Lösungen sowie als Kathoden- oder Ano-
denmaterial verwendet. Für die meisten Materialien können die elektrochemischen Pro-
zesse hinreichend genau durch gewöhnliche Diffusionsgesetze (für das Lithium-Ionen-
Konzentrationsfeld), das Gauß’sche Gesetz (für das elektrische Potential-Feld) und li-
neare Elastizität (für die Verschiebungen) beschrieben werden. Aber insbesondere im
zuletzt häufig benutzten Lithium-Eisen-Phosphat LiFePO4 kann die Diffusion der Li-
thium-Ionen vom Elektrolyt in das aktive Elektrodenmaterial nicht durch gewöhnliche
Diffusionsprozesse beschrieben werden. Während in den meisten Materialien die Diffu-
sion zu einer gleichmäßigen Verteilung der Ionen innerhalb des Materials führt, zeigt
Lithium-Eisen-Phosphat eine Teilung in Bereiche mit einer maximalen Konzentration
an Lithium-Ionen und Bereiche in denen keine Lithium-Ionen vorhanden sind. Diese Be-
reiche werden als zwei unterschiedliche Zustände des Materials interpretiert und Phasen
genannt, entsprechend zu den physikalischen Phasen fest, flüssig und gasförmig. Sogar
ohne angelegten Strom im Gleichgewicht verteilt sich das Lithium nicht gleichmäßig im
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verfügbaren Platz. Die Verteilung der Lithium-Ionen im Material kann dann durch zwei
verschiedene Phasen beschrieben werden, eine Phase angereichert mit Lithium-Ionen
und eine Phase ohne Lithium-Ionen. Der Prozess der Teilung in verschiedene Phasen
wird spinodale Entmischung genannt. Die Beschreibung der zeitlichen Entwicklung von
Grenzflächen zwischen zwei Phasen wird oft Stefan-Problem genannt und kann mit ad-
aptiven Gittern oder Front-Tracking-Methoden gelöst werden.
Ein anderer Ansatz (genannt Phasenfeldmethode) wird in den Arbeiten von Cahn und
Hilliard eingeführt und basiert auf einer thermodynamischen Herleitung mittels nicht-
konvexer Helmholtz-Energie-Funktionale. In einer allgemeinen Phasenfeldmethode wird
die Grenze zwischen zwei Phasen diskretisiert und ein feines räumliches Netz verwendet.
Insbesondere in Phasenfeldmethoden für diffusive Prozesse nennt man die dazugehörige
nichtlineare partielle Differentialgleichung vierter Ordnung Cahn-Hilliard-Gleichung.
Während bisherige Formulierungen beschränkt sind auf die Beschreibung von Dif-
fusion in reinem Elektrodenmaterial, wird in dieser Arbeit eine Kopplung zwischen
Diffusion und Gauß’schem Gesetz in Elektrolyt und beiden Elektroden definiert. Viele
Formulierungen verzichten auch auf das Auflösen einer komplexen Mikrostruktur in den
Elektroden und erwägen stattdessen Argumente der Homogenisierung.
In Kapitel 1 wird eine kurze Einführung in den Umfang dieser Arbeit gegeben. Es wird
ein kurzer Überblick über die Geschichte der Batterien gegeben und die Längenskalen,
sowieso die chemischen, physikalischen und mechanischen Effekte erklärt, sowie das Kon-
zept der Phasenseparation. Die Verwendung numerischer Simulation für die virtuelle
Optimierung von Batterien wird motiviert. Die Phasenseparation in Batteriematerialien
und mechanische Effekte in Batterien werden erklärt.
In Kapitel 2 wird das elektro-chemo-mechanische Modell für eine Lithium-Ionen-Batterie
auf der Mikroskala eingeführt. Zuerst werden grundsätzliche Begriffe für Phasenfeldme-
thoden und lineare Elastizität erklärt. Danach wird ein Modell einer Batterie mit auf-
gelöster Mikrostruktur in den Elektroden definiert. Dieses Modell umfasst die Diffusion
der Lithium-Ionen in den Elektroden und im Elektrolyt sowie das entstehende elektrische
Feld. In diesem Modell wird zusätzlich zu normaler Diffusion auch die Phasenseparation
in Lithium-Eisen-Phosphat modelliert. Außerdem wird die Ausdehnung der Elektroden
und die dabei entstehende mechanische Spannung berechnet. An den Grenzflächen zwi-
schen Elektrode und Elektrolyte werden Übergangsbedingungen für die Lithium-Ionen
formuliert, die so genannten Butler-Volmer-Bedingungen. Diese beschreiben die Einla-
gerung der Lithium-Ionen aus dem flüssigen Elektrolyt in das feste Elektrodenmaterial
hinein. Ein gewöhnlicher Anwendungsfall des Modells ist das einmalige Laden oder Ent-
laden einer Batterie, wobei die Lithium-Ionen von einer der beiden Elektroden über den
Elektrolyt in die andere Elektrode diffundieren.
In Kapitel 3 werden zwei verschiedene numerische Methoden zur Lösung des elektro-
chemischen Modells definiert und erklärt. Beide Methoden basieren auf der räumlichen
Diskretisierung mit einem regelmäßigen Voxel-Gitter und einer darauf aufbauenden Fi-
nite-Volumen-Methode. Außerdem wird ein adaptiver Zeitintegrations-Algorithmus ver-
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wendet, der kleine Zeitschritte während der Ausbildung und Umlagerung der Phasen-
grenzen verwendet und möglichst große Zeitschritte während des Wachstums der Phasen
und der Bewegung der Phasengrenzen. Außerdem wird das mechanische Modell für die
Ausdehnung der Batterieelektrode in beiden Methoden identisch gelöst.
Die erste Methode verwendet das Newton-Verfahren und kann genutzt werden, um das
elektro-chemische Modell zu diskretisieren und zu lösen. Die Jacobi-Matrix wird hergelei-
tet und ein gedämpftes Newton-Verfahren für die Lösung der nichtlinearen Gleichungen
eingeführt. Das entstehende lineare Gleichungssystem wird mit einem direkten Löser
invertiert für die Berechnung der Korrekturschritte. Dieses Verfahren ist sehr stabil und
wird deswegen oft verwendet. Es ist jedoch nicht leistungsfähig genug, um das Verhalten
auf komplizierten Mikrostrukturen in drei Dimensionen zu berechnen.
Die zweite Methode verwendet Ansätze aus der Gebietszerlegung und der Fourierintegra-
tion, um den numerischen Aufwand stark zu reduzieren. Dafür muss jedoch das Modell
an manchen Stellen vereinfacht werden. In jedem der einzelnen Gebiete der Batterie
werden die dazugehörigen partiellen Differentialgleichungen mit Fourier-Methoden inte-
griert. Ein Finite-Differenzen-Schema wird erklärt und die Integration von periodischen
linearen Differentialoperatoren im Fourier-Raum wird definiert. Die Lösung von periodi-
schen Poisson-, Diffusions, und Cahn-Hilliard-Gleichungen wird hergeleitet. Diese Me-
thode wird dann erweitert zu einer Lösungen von linearen Anfangs-Randwert-Problemen
mittels einer Immersed-Interface-Methode (IIM). In dieser Formulierung kann auf die
Aufstellung der Jacobi-Matrix sowie einen direkten Löser des Gleichungssystem ver-
zichtet werden. Dadurch ist das Verfahren leistungsfähig genug, um das Verhalten in
komplizierten dreidimensionalen Mikrostrukturen zu berechnen.
In Kapitel 4 werden die beiden Methoden für zahlreiche Anwendungen verwendet. Zu-
erst werden Eigenschaften der Phasenfeldmethode untersucht. Eine Abschätzung für
eine Mindestgröße für die Kondensation von reinen Phasengebieten wird berechnet. Au-
ßerdem werden analytische Eigenschaften wie die Dicke der Grenzflächenschicht und
die damit verbundene Grenzflächenenergie hergeleitet. Die Konvergenz der Fourier-Inte-
grationsverfahren wird gezeigt für die verschiedenen Gleichungstypen. Danach wird die
Generierung von dreidimensionalen Kugelpackungen diskutiert. Das dazugehörige ela-
stische Problem kann nur korrekt gestellt werden durch die Anwendung einer Beschich-
tung. Die Interface-Ränder werden in der Umgebung so verändert, dass alle Teilgebiete
Lipschitz-Gebiete werden und die Regularität der Lösungen sichergestellt ist. Beschich-
tungsalgorithmen werden definiert und deren Eigenschaften an Simulationen validiert.
Anschließend wird das elektro-chemische Modell anhand verschiedener Beispiele in ein
oder zwei Dimensionen betrachtet. Die spinodale Entmischung und der Aufbau zwei-
er Phasenregionen in einer Kathodenstruktur werden gezeigt. Verschiedene Modelle für
die Butler-Volmer-Bedingungen werden evaluiert. Außerdem wird die Auswirkung der
Phasenseparation auf die Zellspannung untersucht, sowie verschiedene Partikelgrößen
und -formen in der Kathodenmikrostruktur verglichen. Abschließend wird das elektro-
chemo-mechanische Modell in ein, zwei oder drei Dimensionen betrachtet. Die Wirkung
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der Phasenseparation auf die Zellspannung unter Berücksichtigung von mechanischen
Spannungen wird untersucht sowie der Einfluss vorhandener mechanischer Spannungen
auf die Phasenseparation. Die Leistungsfähigkeit des Gebietszerlegungsalgorithmus wird
durch Beispiele mit dreidimensionalen Kugelpackungen bewiesen.
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Abstract

Today lithium-ion batteries form an indispensable component for electronic devices or
electric vehicles. Even though lithium-ion electrodes are very versatile in battery pro-
duction due to their high energy density, the diverse fields of application require the
prediction of lifetime and capacity fade. A lot of electrode materials show degradation
during usage. If a large current is applied to the poles of the battery during discharge,
the diffusion of lithium ions inside the battery from the anode to the cathode is not fast
enough and concentration gradients arise. Those gradients affect the cell potential and
decrease the voltage range that the battery can supply. Furthermore, chemical reactions
may occur which damage or destroy the materials in the battery or the interface between
them. Even more severe is the irregular, uncontrolled expansion of electrode particles.
The mechanical stresses inside the battery may result in fracture and the active electrode
material may be decreased. The resistance of the battery is increased and more heat is
generated. By this, the material properties are affected in a negative way. Therefore it
is important to keep the battery temperature inside a certain range.
Different materials have been used for an electrolyte as well as for the cathode and
the anode. In a lot of them, the electrochemical processes can be accurately described
by Fickian diffusion for the lithium ion concentration field and the Gaussian law for
the electric potential field. But especially in the popular cathode material lithium iron
phosphate (LiFePO4, LFP), the diffusion of the lithium ions from the electrolyte into
the active material cannot be modelled by a regular diffusion equation. While in a lot of
materials the diffusion leads to a uniform ion distribution inside the material, for LFP
a separation into areas with a maximum concentration of lithium ions and areas where
no lithium ions are present [34, 154, 21, 85]. Even without applied current, the lithium
enriched areas do not diffuse. The distribution of the lithium ions inside the material can
then be described by two different phases, one phase enriched with lithium ions and one
phase devoid of lithium ions. The process of separation into different phases is called
spinodal decomposition. The problem of describing the movement of the boundaries
between both phases is often called a Stefan problem [2, 55] and can be approached by
adaptive meshes and front-tracking methods [95].
Another approach called phase-field method is introduced in the works of Cahn and
Hilliard [14] and is based on a thermodynamical approach involving a non-convex Helm-
holtz energy functional. In a general phase-field method, the boundary between two
phases is discretized and a fine regular spatial mesh is used [74]. Phase-field methods have
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been applied for the solution of displacive problems such as the phase transformation
between austenite and martensite [97, 98] or mechanical fracture processes [108, 75].
In phase-field models for diffusive processes, the constituent fourth-order nonlinear par-
tial differential equation is called the Cahn-Hilliard equation. Recent formulations for
lithium iron phosphate particles can be found in [1, 11, 122, 5]. While those models
are restricted to simulations of electrode material, the model presented in this thesis
describes diffusion and electric potentials in both electrodes and the electrolyte. There
are simulations for the charging of electrode material for different spherical [140, 149], el-
lipsoidal nanoparticles [66, 82] or more complex single particle microstructures [127, 24].
The macroscopic charge-discharge behaviour of porous electrodes [30, 46, 45, 106, 87]
and a focus on effects like hysteresis [32] are explained without resolving a microstructure
but using arguments of homogenization or particle size [129].
In Chapter 2 an electro-chemo-mechanical model for the simulation of a lithium-ion
battery on the microscale is given. The model is valid for a porous microstructure
for both electrode domains. They can be generated by software or given by imaging.
Several physical processes are described, including the transport of lithium ions inside
each electrode and the intercalation from and into the liquid electrolyte and the combined
transport of lithium ions and electrons in the liquid electrolyte. Furthermore, the electric
field is modelled by a Laplace equation. The expansion of battery material is described by
a chemical strain associated with the corresponding lithium ion concentration inside the
electrode material. In anode and electrolyte, the mathematical model for the movement
of the lithium ions is given by a classical diffusion equation with while in the cathode a
model is given for the description of phase separation phenomena.
Section 2.2 deduces the multiphysics model. In Subsection 2.2.2, the governing equations
are derived and the associated chemical potentials are given for anode, electrolyte and
cathode. The formulation with a chemical potential in (2.15),(2.20), and (2.27) supports
the dynamic analysis of charging and discharging of the battery in Section 4.1. The
focus on consistent coupling conditions in (2.23) is important. Models with one-way
coupling exist but their validity is diminished. Different models for the exchange current
density have been introduced as Model A in (2.33) and Model B in (2.34) and compared
in Subsection 4.4.2. While usually Model B is well-known and used, its validity is
questionable for cathode materials showing phase separation. The interface current is
channelled mainly through the phase interface region. Model A gives a better description.
For the diffusion equation and the Poisson equation, both the homogeneous Neumann
boundary condition may be justified as well as periodic boundary conditions. In the
elastic model, periodic boundary conditions without macroscopic displacements have
been prescribed.
In Chapter 3 different numerical methods are applied to the numerical solution of partial
differential equations. A regular voxel mesh, a finite volume method and an implicit
Euler scheme as introduced in [79] is used for the discretization of the microscale model
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on a cuboid domain. It is applied for both logarithmic (see [62]) and polynomial phase-
field potentials.
The numerical simulation of phase separation requires very different sized time steps
[149]. During the phase initiation, small time steps in the range of microseconds are
required. As soon as stable phases emerge, the time step can be enlarged again. In
this work, an adaptive time step algorithm is presented in combination with a damped
Newton scheme in Subsection 3.2.4 and demonstrated in Subsection 4.4.1.
The coupled electro-chemical model for the electrolyte (2.15) is decoupled. This requires
rewriting of both the governing equations and the Butler-Volmer interface conditions.
The decoupled model is given as (3.35) and (3.36). The logarithmic phase-field potential
in (2.26) is replaced by the best polynomial approximation in (3.40). The Dirichlet
boundary condition on the electric potential in (2.37) is replaced by a pure Neumann
boundary condition in (3.42). Dirichlet boundary conditions require the application
of a penalty method in the discretization. Their abundance simplifies the numerical
solution. In 3.3.5 a fully decoupled algorithm is given that enables the parallel solution
of the equations in the different domains. The information exchange is given by means
of the Butler-Volmer interface currents.
The numerical solution of the Poisson equation and the diffusion equation in Section 3.4
by Fourier integration gives higher-order integration schemes for the periodic formula-
tions in (3.69) and (3.71). On complex domains, first-order schemes are achieved by the
immersed interface method in (3.77) and in (3.84). In space, finite difference approxi-
mations are applied, while in time, Gauss-Legendre methods are used. The higher-order
convergence is demonstrated for the periodic Poisson equation in Subsection 4.2.1 and for
the periodic diffusion equation in Subsection 4.2.2. For the Poisson equation in complex
domains, the first-order discretization is compared to the second-order discretization
given in [141]. All these convergence studies are performed by comparison with analytic,
manufactured solutions.
While second-order time integration methods are mentioned for the Cahn-Hilliard equa-
tion in Subsubsection 4.2.5.7, the work is focused on the application of a semi-implicit
first-order discretization in (3.86). The preconditioner in (3.94) reduces the number
of iterations for the iterative solution of the problem as demonstrated in Subsubsec-
tion 4.2.5.2. The immersed interface is then applied to this equation and numerical
first-order convergence is shown by comparison with a numerical reference solution in
Subsubsection 4.2.5.1. Although not applied later in the electro-chemical model, surface-
wetting can be included as demonstrated in Subsubsection 4.2.5.5. Neumann boundary
conditions are applied to a porous microstructure in Subsubsection 4.2.5.6. These are
later replaced by Butler-Volmer interface conditions in the domain decomposition algo-
rithm.
In Section 4.3 the generation of microstructures composed of spherical packings is dis-
cussed. It is shown that the elastic properties of such microstructures are singular for
grid refinement and not suitable for the prediction of internal stresses in Subsection 4.3.1.
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Subsection 4.3.2 introduces a mathematical model for the description of an additional
coating on the spherical particles in order to give a well-posed elastic problem. Subsec-
tions 4.3.4 and 4.3.4 define two such coatings analytically. The volume fraction is derived
dependent on the uncoated microstructure. The validity of the coating is then proven
in 4.3.6. Using this, the coated microstructures can be applied for tests in Section 4.5.
In Section 4.4 several numerical tests show the electrochemical processes during the
charging of a phase-separating cathode material. Between SOC 0.13 and 0.9, the cath-
ode material undergoes phase separation into lithium-poor and lithium-rich phases in
Subsection 4.4.1. Both lithium-rich and lithium-poor phase are shown to be present at
the particle surface opposed to the core-shell model [5], where a spherically symmetric
model predicts that either one of the phases is present at the particle surface. In Subsec-
tion 4.4.3 the electric potential difference at cathode-electrolyte interface is investigated.
A discontinuity is observed as soon as the lithium-rich phase is initiated. During phase
separation, a voltage plateau is observed. Size and shape of the cathode microstructure
are shown to affect the emergence of lithium-rich phases in Subsection 4.4.4. Sub-
section 4.4.5 shows that the lithium-rich phases can grow independently in a complex
microstructure.
In Section 4.5 the electro-chemo-mechanical model is applied. The equilibrium concen-
tration in lithium-rich and lithium-poor phase is affected as well as the cell voltage in
Subsection 4.5.1. Also, the emergence of lithium-rich phases is enforced by local eigen-
strains in Subsection 4.5.3. For a cathode consisting of several spherical particles, the
particles are charged one after another in Subsection 4.5.5. The maximum stress invari-
ants show periodicity. For several spherical packings as a cathode microstructure, the
maximum stress invariants are calculated during a charge cycle and compared to each
other in Subsection 4.5.6.
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Chapter 1

Introduction

In this short first chapter, an introduction to the topic of the thesis is given. A mo-
tivation for the numerical simulation and virtual optimization of phase separation and
mechanical effects in lithium-ion batteries is given in Section 1.1. Then Section 1.2 re-
views the invention and the history of batteries and sets the current development and
issues into proper context. Section 1.3 introduces and defines length scales and the
chemical, physical and mechanical effects in a battery. In Section 1.4, specific materials
in battery development are discussed that show phase-separation effects during usage.
The mechanics of these materials can not be described with classical models. Section 1.6
defines the scope of the thesis and gives an outline for the chapters.

1.1 Motivation

Today lithium-ion batteries form an indispensable component for electronic devices or
electric vehicles. Even though lithium-ion electrodes are very versatile in battery pro-
duction due to their high energy density, the diverse fields of application require the
prediction of lifetime and capacity fade. A lot of electrode materials show degradation
during usage. If a large current is applied to the poles of the battery during discharge,
the diffusion of lithium ions inside the battery from the anode to the cathode is not fast
enough and concentration gradients arise.

1.2 History of batteries

At the end of the 18th century, Alessandro Volta invented the voltaic pile, see Figure 1.1
(a), which was the first electrical battery providing a continuous direct current. Together
with Luigi Galvani, he discovered that alternating piles of the metals copper and zinc
separated by a cloth soaked in sulfuric acid results in an electric potential [115]. Different
electrochemical potentials result in chemical reactions of the involved materials, the
emergence of ions and an electric current of electrons.
These first battery cells were so-called primary battery cells. They can be used once
after assembly as the electrochemical processes taking place in the electrodes and the
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Chapter 1 Introduction

Figure 1.1: (a) Voltaic pile built of several discs of different metals. Positive and negative
pole can be seen attached to the pile [51]. (b) Battery system in an electric
car. A lot of battery cells are connected and accomodated in the underfloor
of the car [130].
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Figure 1.2: Length scales in a lithium-ion battery. Shown are the nano scale, the micro
scale, the meso scale and the macro scale.

electrolyte are usually irreversible. The development of lead-acid batteries piloted the
ascent of rechargeable or secondary battery cells. They are designed to be used multiple
times. The electrochemical processes are partly or totally reversible. This is achieved by
the application of an electric potential that is reverse to the electric potential provided
by the battery during usage [29].
Since then a lot of different materials have been used. In electric cars such as the Nissan
Leaf, see Figure 1.1 (b), modern lithium-ion batteries provide current and move the car
hundreds of kilometres.
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1.3 Modern lithium-ion batteries

1.3 Modern lithium-ion batteries

In this section, a short overview over the different length scales and structures of a
lithium ion battery is given. Figure 1.2 shows on different length scales the physical
phenomena that are to be explained on this scale.
First, Figure 1.2 shows the nanoscale. Processes occurring inside the battery are de-
scribed by the movements of lithium ions and electrons and their interaction with the
crystal lattice of the electrode material. The electromagnetic force and the Maxwell
equations are used together with individual motion equations of each discrete entity.
Usually, these approaches are restricted to a certain region of the battery, either inside
the electrode, the electrolyte or at the solid-electrolyte-interface. The crystal lattice
of an electrode is structurally resolved by individual atoms. The interaction between
lithium ions and the crystal lattice in either anode or cathode is called intercalation or
lithiation. A popular numerical approach is the discrete element method that describes
the movement of ions or electrons by their interaction potentials.
Next, Figure 1.1 shows the microscale. Here a continuum argument gives governing
equations for the diffusive flux of lithium ions as well as the electrons. The behaviour
of the material is described by thermodynamical principle [102]. The composition of
each electrode is described by a fully resolved porous microstructure. A lithium ion
concentration field replaces the description by the individual motion of lithium ions,
the electric potential field replaces the individual motion of electrons and the atomistic
forces on the crystal lattice are replaced by a mechanical stress force. In some materials,
the restructuring of the lithium ions inside the crystal structure of the electrode material
gives rise to large strains [10]. From experiments, it is known that the stresses related
to these strains can cause mechanical damage effects in materials including lithium tin
oxide [16], lithium manganese oxide [66], lithium titanate oxide [19] and lithium iron
phosphate [23]. The mechanical stresses arising in a porous electrode made of lithium
manganese oxide have been numerically simulated with a model based on diffusive dilute
solution theory [128].
Then, Figure 1.1 shows the so-called mesoscale. Here, a complete battery cell is in-
cluded, consisting of the two separate electrodes, anode and cathode, that are placed
in a liquid electrolyte solution. The electrodes are connected to respective current col-
lectors that eventually represent the positive and negative poles for direct current. On
this scale, appropriate and reasonable boundary conditions have to be given to set the
usage of the battery into an applicable context. The electrochemical processes derived
for the microscale may only be valid for certain temperature ranges. Therefore, a model
representing this effect is required [78].
Lastly, on the macroscale, a battery system is given. It is composed of several battery
cells and a battery management, here depicted as a microchip. Complex boundary
conditions are applied to provide efficient and stable supply depending on the use case.

3



Chapter 1 Introduction

Usual concerns involve the storage security, heat loss, macroscopic expansion, cyclic
fatigue and ageing [137].
A battery system is by its nature on the brink of being chemically unstable. It is sup-
posed to contain the maximum of energy while minimizing volume, that is, a large energy
density in J m−3 is desired. Some use cases, for example, an acceleration process or go-
ing up slopes, require high power and therefore create large heat loss, requiring thermal
design for fast heat dissipation. Other use cases in low-temperature environments may
require the ability to fastly heat the battery system up to a certain temperature range.
Multi-physics or multi-body simulations try to combine individual solutions for subsys-
tems in order to predict the behaviour of the whole system. In [48], the battery system
is interacting with other systems like the chassis of the vehicle or the engine by their
response.

1.4 Phase-separating materials and phase-field methods

Different materials have been used for an electrolyte as well as for the cathode and
the anode. In a lot of them, the electrochemical processes can be accurately described
by Fickian diffusion for the lithium ion concentration field and the Gaussian law for
the electric potential field. But especially in the popular cathode material lithium iron
phosphate (LiFePO4, LFP), the diffusion of the lithium ions from the electrolyte into
the active material cannot be modelled by a regular diffusion equation. While in a lot of
materials the diffusion leads to a uniform ion distribution inside the material, for LFP
a separation into areas with a maximum concentration of lithium ions and areas where
no lithium ions are present [34, 154, 21, 85]. Even without applied current, the lithium
enriched areas do not diffuse. The distribution of the lithium ions inside the material can
then be described by two different phases, one phase enriched with lithium ions and one
phase devoid of lithium ions. The process of separation into different phases is called
spinodal decomposition. The problem of describing the movement of the boundaries
between both phases is often called a Stefan problem [2, 55] and can be approached by
adaptive meshes and front-tracking methods [95].
Another approach called phase-field method is introduced in the works of Cahn and
Hilliard [14] and is based on a thermodynamical approach involving a non-convex Helm-
holtz energy functional. In a general phase-field method, the boundary between two
phases is discretized and a fine regular spatial mesh is used [74]. Phase-field methods have
been applied for the solution of displacive problems such as the phase transformation
between austenite and martensite [97, 98] or mechanical fracture processes [108, 75].
In phase-field models for diffusive processes, the constituent fourth-order nonlinear par-
tial differential equation is called the Cahn-Hilliard equation. Recent formulations for
lithium iron phosphate particles can be found in [1, 11, 122, 5]. While those models
are restricted to simulations of electrode material, the model presented in this thesis
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describes diffusion and electric potentials in both electrodes and the electrolyte. There
are simulations for the charging of electrode material for different spherical [140, 149], el-
lipsoidal nanoparticles [66, 82] or more complex single particle microstructures [127, 24].
The macroscopic charge-discharge behaviour of porous electrodes [30, 46, 45, 106, 87]
and a focus on effects like hysteresis [32] are explained without resolving a microstructure
but using arguments of homogenization or particle size [129].

1.5 State of the art

An established model for the electro-chemical processes in a lithium-ion battery has first
been presented by Newman in a general context [103].
Measurements are either ex-situ or in-situ. A measurement is called ex-situ if it is
performed without application of a current without the usage of the cell. Several details
are important. The process of preparing the specimen for the imaging device may change
for example the temperature of the battery cell and is, therefore, a source of error. More
important, dynamic chemical processes in the specimen progress to equilibrium after
the cell is taken from the current source and therefore it has to be assumed that only
equilibrium states may be measured. ”In situ” is conducting the measurement on a
battery cell during its usage. Depending on how often and how fast a detailed image
can be processed it allows for the description of dynamic processes and validation of
time-dependent models.
In-situ methods are important as ex-situ methods only provide measurements in equilib-
rium and may not be able to document intermittent states [114]. In-situ measurements
prove the existence of two phases in LFP using X-ray diffraction spectroscopy [90],
X-ray absorption spectroscopy [27], transmission electron microscopy [63, 114, 89], or
nanoparticle powder diffraction [152, 119]. Dependent on the charge rate1 the phase
separation may be suppressed for large charge rates [153]. Analytic properties of phase-
field methods can be applied to predict suppression of phase separation in nanoparticles.
A general description of lithium ion diffusion by a diffusion equation with varying, but
positive diffusion coefficients is possible [12]. Especially for LFP, experimental evidence
shows the more complex thermo-dynamical behaviour resulting in phase transformation
and the separation into lithium-rich phases LiFePO4 and lithium-poor phases FePO4.
The lithium ions reside on fixed places inside the crystal lattice, a process called interca-
lation [136]. The intercalation of lithium ions into the electrode material is also usually
connected to mechanical stresses inside the porous microstructure. For some electrode
materials like silicon, volumetric expansions of over 300 % have been observed [65, 93].
Therefore, finite strain models have been introduced. For some materials, complex mate-
rial models have been proposed including hyperelasticity [94] or plasticity (for LiSi [83]).
In-situ measurements show coupling between intercalation and mechanical strains for

1The charge rate gives a measure of the speed of charging or discharging a battery.
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LFP [147]. In [4] the interface kinetics from electrolyte over carbon coating is explained
by the description of the crystal lattice of LFP. Transmission electron microscopy is used
in [126] and compared to scanning transmission X-ray microscopy on LFP. They identify
LFP particles in phase-separated state and also provide methods to find particle overlap
in the imaging and account for it.
Different mathematical models have been established for the simulation of phase sep-
aration in LFP cathodes across several scales. Non-dimensionalization has been pre-
sented [3] and several upscaling methods are discussed based on the dimensionless de-
scription. Also, a dimensionless Damköhler number has been introduced that describes
the ratio between the diffusivity and the charging rate. The interaction between parti-
cles has been studied on an agglomerate of many different sized spherical particles [105].
It is shown that during de-lithiation, most of the particles are either de-lithiated or still
lithiated. Also, it is noted that the charge rate decides whether large particles get de-
lithiated first or if the de-lithiation process is size-independent. Two-scale models have
been developed [26] that connect the particle or crystal scale to the cell or cathode scale.
It is noted that on the cell scale effects across several particles can be observed. The
memory effect of relaxation to equilibrium is studied for different charge rates and al-
ternating charging and discharging in [43, 44]. Fully resolved three-dimensional battery
model has been introduced [67] for the numerical simulation of the charging process of
a Lithium-Cobalt-Oxide cathode (LiCoO2, LCO). LCO is a non-phase-separating ma-
terial and the diffusion of the cathode material is modelled with a constant diffusion
coefficient.
The Cahn-Hilliard equation has been introduced to describe effects like nucleation, Ost-
wald ripening [77] in order to model interfaces and spinodal decomposition in binary
alloys [13, 14]. Since then, it has been also applied to model Stokes flow [113], two-phase-
flows [120, 100], volume reconstruction [85] and battery modeling [5, 62]. The two-phase
lithium intercalation model has been generalized to several different phases [52]2. The
surface wetting effect in the Cahn-Hilliard equation has been investigated in numerical
models for cathode materials [125].
Several models have been proposed for the deformation of electrode materials. For small
strain models, isotropic linear elastic models have been introduced [150]. The mechanical
effects on LFP during intercalation have also been simulated for simple microstructures.
Isotropic linear-elastic model has been applied and several galvanostatic and potentio-
static simulation have been performed [123]. It is observed that the maximum stress
develops in the interfacial region. Also, anisotropic models to analyse stress evolution
on the cell scale have been presented [18, 64]. It has been shown that the strain energy
depends on the charge rate. Mesoscopic models have been used to calculate the stress in

2Appendix B presents a possible extension to the model presented in this work in order to include
several different phases.
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battery electrodes [18]. The coupling between elastic effects and intercalation has been
investigated [7].
For the spatial discretization of diffusion problems, finite-volume methods have proven
to be useful and flexible [109, 61]. A uniform regular cell grid is used and thus a finite-
volume scheme on cell-centered voxels is identical to a finite-difference scheme [92]. Re-
cently some research has been focused on the use of multigrid methods for the numerical
efficient solution of Cahn-Hilliard equations in periodic domains [121, 91] or general
phase-field methods [84]. Another popular approach for spatial discretization is the
usage of the convolution property of a discrete Fourier transform for the application
of linear differential operators [28, 146, 124]. A lot of work is focused on the opti-
mized and parallel computation of the discrete Fourier transform [49]. While explicit
time discretizations are often favoured for their easy implementation, their applicabil-
ity is diminished by the restriction on time step size. On the other hand, an implicit
discretization requires the assembly and inversion of a matrix which is both costly in
memory and computation time. To resolve this, a semi-implicit discretization has been
introduced [40, 42] which is unconditionally stable [20]. This requires the approximation
of logarithmic chemical potentials by polynomials [68]. Since then it has been applied
to a variety of problems [86, 71, 81]. It enables a semi-explicit scheme for the Cahn-
Hilliard equation in arbitrary complex domains. On regular voxel grids, the application
of a discrete differential operator under periodic boundary conditions onto a function
can be rewritten as a convolution with another function [15].
Preconditioners for the fast solution of periodic Cahn-Hilliard problems have been ap-
plied [8]. Different numerical approaches on different scales from atomistic models up to
multi-system simulations e.g. in COMSOL or SimuLink have been compared and inves-
tigated [111]. Phase-field models on periodic domains have been extensively studied and
solved with methods using fast Fourier transformation [110, 118]. Problems on electrode
particles with constant Butler-Volmer currents have been simulated with higher-order
schemes due to the fourth-order Cahn-Hilliard equation in order to make use of larger
time steps [149, 26]. However, the highly nonlinear interface conditions in combination
require small time-steps regardless of the convergence order of the scheme used. Even
though unconditionally stable semi-implicit backwards schemes have successfully been
derived and proved for the simple elliptic equations and Cahn-Hilliard equations in [42],
they are not capable of implementing nonlinear interface conditions.
In order to improve the stable semi-implicit method for complex domains in two and three
dimensions, the immersed interface method method [88] is applied in this work. This
method was proposed for elliptic equations in heterogeneous materials with discontinuous
constant coefficients [142]. Later it was extended to elasticity [116], crack jumps [143] and
currently the Cahn-Hilliard equation [60]. It can also be applied to embed and discretize
arbitrarily shaped domains into larger encompassing cuboid domains. It is part of the
family of immersed boundary methods [107], but instead of modifying the governing
equations and adding additional terms, the solution field is extended arbitrarily onto the
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embedded domain. Then the jumps of the unknowns along the boundary are discretized
and the jump variables are introduced as additional unknowns. The resulting linear
system is solved iteratively by a Schur complement method [135].

1.6 Scope and outline

In Chapter 2 a model describing electrical, chemical and mechanical processes in a
lithium-ion battery on the microscale during charging and discharging is presented. First,
a short introduction into phase-field methods and linear elasticity are described. Then
the electro-chemical model for a battery with porous microstructure is introduced and
coupling terms to mechanical processes are given. A phase-field model for phase sep-
aration especially in the cathode material LFP is defined. Interface conditions for the
transmission problem are given between the different domains. The model consists of
several Poisson equations, diffusion equations and the Cahn-Hilliard equation.
In Chapter 3 numerical methods are introduced. A finite volume method on a regular
voxel mesh and adaptive time integration are defined. This allows for small time steps
during initiation of phase-separation and reconfigurations and large time steps during
stable movement of phase-interfaces and accelerates the numerical solution. Also, the
discretization and solution of the mechanical model are shown. Two different methods
for the solution of the electro-chemical model are defined. The first method solves
the system of nonlinear equations given by the discretization of the partial differential
equations. The Jacobian is derived and a damped Newton algorithm is used for the
solution of the nonlinear system. The second method simplifies the model and applies
a domain decomposition. Then the immersed interface method is used in combination
with Fourier methods for differentiation. A finite difference scheme is introduced and
the integration of periodic linear operators in Fourier space is defined. Finally, the
immersed interface method is applied for the Poisson equation, the diffusion equation
and the Cahn-Hilliard equation.
In Chapter 4 different numerical tests are presented. First, the properties of the applied
phase-field potentials are analysed. Then the numerical convergence of the introduced
methods is demonstrated on several examples. The generation of microstructures con-
sisting of periodic spherical packings is discussed. Next, the electro-chemical model is
investigated in different applications in microstructures in 1D and 2D. Finally different
porous microstructure in 3D are considered and the electro-chemo-mechanical model is
investigated.
In Chapter 5 a short summary is given and an outlook to future work is discussed.
Appendices A and B describe two other applications of phase-field methods. Appendix A
shows examples for the solidification of materials, while Appendix B shows examples for
the decomposition of multiphase composites. Both are a generalization to the Cahn-
Hilliard model presented in this work.
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Chapter 2

Electro-chemo-mechanical model

In this chapter, the model involving physical, chemical and mechanical properties is
presented. A charge process of a lithium-ion battery is modeled on the microscale as an
initial boundary value problem with several partial differential equations. As an initial
state, a discharged battery is used that is charged over a time period ranging from several
seconds up to an hour. The speed at which this charge process happens is called C-rate.
It is later defined precisely.
Section 2.1 defines notation and fundamentals for phase-field methods and linear elas-
ticity. In Section 2.2 the governing equations and all interface, boundary and initial
conditions for the involved variables are derived.

2.1 Fundamentals

Subsection 2.1.1 introduces basic notation and ideas from phase-field methods. Subsec-
tion 2.1.2 gives a short introduction in the theory of elastic displacement and defines
notation and variables.

2.1.1 Phase-field methods

Some materials can attain different physical phases, where each phase possesses specific
physical properties. As an example, the three well-known phases of the material water
H2O are ice, liquid water or vapour. The example of an ice cube in liquid water is
used for this subsection. The occurence of the different phases may depend on physical
properties such as temperature or density. Especially in water also induced nucleation
is possible, this is the usual origin for snowflakes. If two phases coexist, the boundary
between their domains is called a phase interface. Figure 2.1 (a) shows two different
phases in their respective domains Ω0 and Ω1 and the phase interface between them is
called Γ.
For example, it is possible to describe the physical behavior of the material in each of the
domains with a partial differential equation, stationary or time-dependent. Additionally,
interface conditions on the phase interface can be posed. If the phase interface evolves
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Figure 2.1: (a) Two different phases, symbolized by black and white and a sharp interface
between them. (b) A smoothed interface as it is used in a phase-field method.

with time, this problem is called a Stefan problem. Mathematically, it represents a free
boundary problem.
Phase-field methods are a class of mathematical models to describe and solve these
problems. An auxiliary field called phase-field p is introduced that can attain different
discrete values which are associated with the different phases of the material, in terms
of the example the discrete values p1 = 0 for liquid water and p2 = 1 for solid ice.
Also, p may attain other values. As a function, p is usually assumed to be a smooth
function of some degree, e.g., C2(Ω) or C4(Ω). The phase interface Γ is then given as
the contour value for p = 0.5. Values of p in the domain (p1, p2) can then be interpreted
in two different ways: From a mathematical point of view it is possible to interpret a
phase-field method as a smooth relaxation of a free boundary problem. From a physical
point of view it is possible to interpret the domain where p ∈ (p1, p2) as the region,
where neither discrete phase may be attributed to this region, i.e., a mixture of both
phases exists there.
Next a short overview to the equations involved in phase-field method is given. For a
general introduction, see [14] or more recently [53]. Given a phase-field parameter p and
the discrete values representing pure phases p1 and p2. Assume a non-convex free energy
F0(p) with minima at p1 and p2. Superposition with an additional gradient term ||∇p||2
with the scalar values α and β gives the total energy

F (p(x, t),∇p) = αF0(p(x, t)) +
β

2
||∇p(x, t)||2. (2.1)

10
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A chemical potential µ is then defined as the variational derivative of this energy,

µ(x, t) =
δF (p(x, t),∇p)

δp(x, t)
=
∂F (p)

∂p
−∇ · ∂F (∇p)

∂∇p =

= αF ′0(p(x, t))− β

2
2∇ · (∇p(x, t)) = αF ′0(p(x, t))− β∆p(x, t).

(2.2)

Now an additional balance equation is used to define a time evolution of the phase-field
parameter. For a diffusive process the conservation of mass is used, e.g.

∂tp(x, t) = div (D(x, t)∇µ(x, t)) , (2.3)

where D(x, t) is an arbitrary tensor defining the diffusivity. For the proposed chemical
potential µ(x, t), this results in a fourth-order partial differential equation for the phase-
field parameter p(x, t)

∂tp(x, t) = div
(
D(x, t)∇

(
αF ′0(p(x, t))− β∆p(x, t)

))
. (2.4)

This equation is called Cahn-Hilliard equation.

2.1.2 Linear elasticity

In this subsection, a short introduction to linear elastic models for small displacements
in three dimensions is presented. For a more comprehensive and general introduction
the reader is referred to [56].
The difference between a reference configuration X ∈ R3 and a deformed or current
configuration x ∈ R3 is called displacement vector u ∈ R3,

u = x−X. (2.5)

Its gradient is ∇u ∈ R3×3. The symmetric part of ∇u is called (linearized) strain,

ε =
1

2
(∇u+∇uT ), (2.6)

and may be described due to symmetry as a vector ε ∈ R6. This is called Voigt-Notation.
If ui,j = ∂jui, the components are then

ε = (u1,1, u2,2, u3,3, u2,3 + u3,2, u1,3 + u3,1, u1,2 + u2,1)T . (2.7)

The same holds for the mechanical stress σ ∈ R3×3 ∼= R6. In the context of linear
elasticity, the stress is given by the application of a linear operator, the stiffness tensor
C ∈ R3×3×3×3 ∼= R6×6 on the strain ε,

σ = C : ε. (2.8)
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Name Character Value Unit

Concentration c(x, t) - mol l−1

Potential φ(x, t) - V
Deformation u(x, t) - cm
Electric current ise(x, t) - A cm−2

Lithium ion flux fse(x, t) - mol cm−2 s−1

Strain ε(x, t) - 1
Stress σ(x, t) - GPa
Universal gas constant R 8.314 J mol−1 K−1

Temperature T 300 K
Faraday constant F 96485 A s mol−1

Table 2.1: Definition of symbols and constants.

For linear isotropic elastic materials two material parameters are used to define C, the
Lamé constants λ and µ. The stress is then given as

σ = λTr(ε)I + 2µε. (2.9)

For a solid body the static equilibrium equation under volume forces f is given as

0 = divσ + f. (2.10)

A linear isotropic elastic material may also be described by the two parameters Young’s
modulus E and Poisson’s ratio ν. In this case, the Lamé constants are given as

λ =
Eν

(1 + ν)(1− 2ν)
µ =

E

2(1 + ν)
. (2.11)

The governing equations for a linear isotropic elastic material (disregarding boundary
conditions) are then

ε =
1

2
(∇u+∇uT )

σ = λTr(ε)I + 2µε,

0 = divσ + f.

(2.12)

In the next section, a battery model with corresponding linear isotropic elastic models
is introduced referencing the introduced model in each domain.

2.2 Battery model

In this section, the equations for a lithium-ion battery model on the microscale are pre-
sented. The mathematical model involves the scalar fields concentration c, the electric
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2.2 Battery model

Figure 2.2: Decomposition of a battery cell into anode Ωa, electrolyte Ωe, cathode Ωc

and the interfaces Γae and Γce.

potential φ, the chemical potential µ and the vector field displacement u. The movement
of electrons and the charging of a battery is connected to the local concentration c and
diffusion of positive lithium ions Li+. The electric field φ is connected to the current
provided by the battery during usage. The lithium ion intercalation into electrode ma-
terial results in local displacement u of the electrodes. Table 2.1 defines symbols and
physical constants.
First the spatial domains are introduced in Subsection 2.2.1. Then the governing equa-
tions are derived in Subsection 2.2.2. Additional conditions are given on the interfaces
(Subsection 2.2.3) and boundaries of the domain (Subsection 2.2.4). Initial conditions
close the mathematical model in Subsection 2.2.5. Finally, a summary of the electro-
chemo-mechanical model is given in Subsection 2.2.6.
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2.2.1 Domain

A cuboid domain Ω = (0, L1) × (0, L2) × (0, L3) ⊂ R3 denotes the microstructure of a
battery cell and consists of the two solid electrodes, anode Ωa and cathode Ωc, and the
liquid electrolyte Ωe, i.e., Ω = Ωa ∪Ωe ∪Ωc. A porous separator domain is not included
in the model. The union Ωs = Ωa∪Ωc is called the solid domain. Figure 2.2 shows a two-
dimensional representation and also introduces a domain decomposition with interfaces
Γae, Γce, and Γse = Γae ∪ Γce.
A time-dependent problem is posed on the domain T = (0, t0). The following subsec-
tions define partial differential equations for the concentration field c(x, t), the electric
potential field φ(x, t), the displacement u(x, t), and the interface current ise(x, t). For
concentration, electric potential and displacement, governing equations are given on each
of the three domains Ωa,T = Ωa × T , Ωe,T = Ωe × T , and Ωc,T = Ωc × T . Additionally
define ΩT = Ω× T .
The interface currents are defined on Γae,T = Γae×T , Γce,T = Γce×T with Γse,T = Γse×T .
In this context, the trace operator γ0 is introduced that gives the trace of a scalar field
defined on Ωi,T with i ∈ {a, c, e} onto Γse,T.

γce,c :

Ωc,T → Γce,T

cc(x, t) 7→ cce,c(x, t) = lim
Ωc3x̃→x∈Γce

cc(x̃, t).
(2.13)

Similar projections γce,e, γae,a, and γae,e are defined for the other parts of the domains
and fields cce,e, cae,a, and cae,e are deduced. The lithium ion concentration cse,s is defined
as (cce,c, cae,a) on the side of the electrode and corresponding as cse,e as (cce,e, cae,e) on
the side of the electrolyte. In general cse,s 6= cse,e, i.e., there is no continuous extension
of cs and ce across Γse. The fields φc,φe,φa are extended in the same way to functions
φse,s and φse,e.

2.2.2 Governing equations

In this subsection, the transport equations in the electrolyte domain Ωe, the anode
domain Ωa, and the cathode domain Ωc are introduced separately.

2.2.2.1 Electrolyte

The transport equations for ion concentration ce and the electric potential φe in an
electrolyte, see [79], are considered as

∂tce − div

[
De∇ce −

t+
F

(
κe∇φ− κ

t+ − 1

F

(
∂µe
∂c

)
∇ce

)]
= 0,

− div

[
κe
t+ − 1

F

(
∂µe
∂c

)
∇ce + κe∇φe

]
= 0.

(2.14)
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Name Character Unit Anode Electrolyte Cathode

Diffusivity D cm2 s−1 10−10 1.27 · 10−7 10−10

Conductivity κ A V−1 cm−1 10 0.0038 10
Reference pot, Ū V 0 × 3.42
Max. Li-ion conc. cmax mol l−1 20 × 20
Li. transf. nr. t+ 1 × 0.2 ×
Young’s modulus E GPa 10 0.1 10
Poisson’s ratio ν 1 0.3 0 0.3
Partial molar vol. θ cm3 mol−1 3.497 0 3.497
Mixing enthalpy q J mol−1 × × 0.118
Initial conc. c0 mol l−1 0.99cmax,c 0.06cmax,c 0.01cmax,c

Table 2.2: Material parameters partially taken from [58, 79, 148, 151].

Table 2.2 gives numerical values for the electrolyte diffusion coefficient De, the electrolyte
conductivity κe, the lithium transference number t+, and the Faraday constant F . A
logarithmically scaled chemical potential µe(ce) = RT log ce

cmax

1 is used to rewrite (2.14).
Table 2.2 gives numerical values for the ideal gas constant R and the temperature T .
The transport equations are then

∂tce − div

[(
De

RT
ce +

κet+(t+ − 1)

F 2

)
∇µe(ce) +

κet+
F
∇φe

]
= 0,

− div

[
κe

(t+ − 1)

F
∇µe(ce) + κe∇φe

]
= 0.

(2.15)

The model for the electrolyte displacement is given in (2.12) with the Young’s modulus
E and Poisson’s ratio ν given in Table 2.2.

2.2.2.2 Anode

An electrochemical model for the transport of lithium ions inside electrode material is
taken from [79] as

∂tca + div [D(ca)∇µa(ca)] = 0. (2.16)

The anode diffusion coefficient D(ca) is chosen depending on the local lithium ion con-
centration c as

D(ca) =
Da

RT
ca

(
1− ca

cmax,a

)
(2.17)

1Table 2.2 does not give a value for a maximum lithium ion concentration in the electrolyte. The initial
concentration in the electrolyte may be used for the formulation with a chemical potential µe.
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Chapter 2 Electro-chemo-mechanical model

The solid diffusion coefficient Da is smaller than in the electrolyte as diffusive processes
in the solid material are slower than in the liquid electrolyte.
The chemical potential is given as a sum of both chemical and elastic parts,

µa = µch(ca) + µel(σa) = RT log
ca

cmax,a − ca
+
θa
3

tr(σa). (2.18)

It is derived from a convex Helmholtz energy assuming a maximum solid concentration
cmax,a depending on the material [149, 151].
Additionally, the Poisson equation for an electric potential φa inside the electrode is
considered as

− div (κa∇φa) = 0. (2.19)

This gives the governing equations for the electrochemical model in the anode as

∂tca + div

[
Da

RT
ca

(
1− ca

cmax,a

)
∇µa(ca)

]
= 0,

− div (κa∇φa) = 0.

(2.20)

The stress-strain relationship model presented in this work is based on a linear-elastic
model introduced in [151] and applied in [128]. The strain ε is modified to include a
chemical part, εel

..= ε−εch. The chemical strain is a linear function of the concentration
as

εch =
θ

3
cI, (2.21)

where θ is the partial molar volume given in Table 2.2. Model (2.12) is then modified to

εel =
1

2
(∇u+∇uT )− θ

3
cI,

σ = λTr(εel)I + 2µεel,

0 = divσ.

(2.22)

With those definitions, coupling terms between the electro-chemical model and the elastic
model are given as

µel =
θ

3
tr(σ)⇔ εch =

θ

3
cI. (2.23)

2.2.2.3 Cathode

In the cathode, a phase-field model for the concentration cc is considered. The phase-
field parameter is here the normalized lithium ion concentration p = c

cmax,c
. In [66, 5,

148], the free energy is assumed as
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F0(p) = p log p+ (1− p) log (1− p) +
q

RT
p(1− p). (2.24)

Table 2.2 gives the enthalpy of mixing q. The first term is related to a diffusion potential
based on one-body terms in a Hamiltonian of the crystalline structure in active material.
The second term results from a mean-field approximation of two-body interaction terms
in the Hamiltonian. The phase interface between lithium-rich phase and lithium-poor
phase is related to misfits in the crystal structure. Therefore, a penalty term involving a
norm of the gradient of the phase-field parameter is added to the free energy to receive

F (p,∇p) = αL2
0

G

L
F0(p) +

βGL

2
(∇p)2 . (2.25)

Table 2.2 gives the reference length L0. Here the parameters G and L are used to
describe the phase-field model. They represent energy density and the width of the
interface region, respectively. Additionally α and β are dimensionless scalar parameters.
From (2.25), the chemical potential µ is now given as the variational derivative by

µ(cc)

RT
= αL2

0

G

L
F ′0(

cc
cmax,c

)− βGL∆

(
cc

cmax,c

)
. (2.26)

Combining (2.16) and (2.26), the equations governing the lithium ion concentration cc,
the electric potential φc and the chemical potential µ are given by

∂tc = div

[
Dc

RT
cc

(
1− cc

cmax,c

)
∇µ
]
,

0 = −div (κc∇φc),

µ = RTαL2
0

G

L
F ′0(

cc
cmax,c

)−RTβGL∆

(
cc

cmax,c

)
.

(2.27)

Here the chemical potential µ is introduced with a third equation as an additional
unknown. The elastic model for the cathode is chosen identical to (2.22) as

εel =
1

2
(∇u+∇uT )− θ

3
cI,

σ = λTr(εel)I + 2µεel,

0 = divσ.

(2.28)

2.2.3 Interface conditions

The domains Γae and Γce in Figure 2.2 are both part of the electrode domain and the
electrolyte domain. They act as inner boundaries between electrode and electrolyte and
are called interface boundaries. In order to close the partial differential equations given
in their respective domain, this subsection will define transmission conditions.
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One way for this is to resolve the porous structure of the electrode surface atomistically.
The crystal structure is exposed to the liquid electrolyte and surface reactions take place
that change the chemical reaction rates. In order to simplify this complex conditions,
usually Butler-Volmer interface conditions are applied [80]. They result from an up-
scaling argument. This homogenization allows to describe the chemical intercalation
reaction on the electrode surface as a simple transmission conditions while still solving
correctly for electric potential and lithium ion concentration. However, this comes at
the price of the possibility of a jump in both of these variables. Therefore, the concen-
tration field and the electric potential field are both usually not continuous across the
electrode-electrolyte interface in a microscale model as it is presented here.
The Butler-Volmer interface electric current ise is defined as

ise = i0(cse,s, cse,e) sinh

(
F

2RT
η

)
. (2.29)

The hyperbolic function is a result of the approximation of chemical reaction rates.
The transmission of electrons and lithium ions happens in such way that no charges
are built up. For this reasons, the negative electric current resulting from the electrons
corresponds to the charge transfer resulting from the lithium ions. A corresponding
interface concentration flux is therefore defined as

fse =
ise
F
. (2.30)

The Nernst overpotential η is the difference between the electrochemical potentials on
both sides of the particle surface and is given as

η = φse,s − φse,e − U0(cse,s) (2.31)

The open circuit potential U0(cse,s) is the difference of the chemical potential at the
particle surface divided by the Faraday constant and the reference potential Ūs,

U0 =
µse,s
F
− Ūs, (2.32)

where Us is either Ūa or Ūc, depending on the electrode. They are given in Table 2.2.
The function i0 is called the exchange current density. In [80] the exchange current
density is derived as

i0(cse,s, cse,e) = 2k

√
cse,ecse,s

cmax

2
(Model A), (2.33)

while in [103] another function is given as

i0(cse,s, cse,e) = 2k
√
cse,ecse,s(cmax − cse,s) (Model B). (2.34)
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Although the Model B (Newman) is more commonly employed, Model A has been derived
from first principles of thermodynamics in [80]. Both are considered and compared to
each other in Subsection 4.4.2.
The electric current ise is used to define a Neumann boundary condition for the Poisson
equations for the electric potential while the concentration flux fse is used to define a
Neumann boundary conditions for the diffusion equations of the lithium ion concentra-
tion. The Faraday constant F acts as a coupling factor. As the lithium ions carry a
positive charge, the concentration flux is coupled to the electric current.
The interface conditions on the solid-electrolyte interface are

fse =n ·
(
Ds

RT
cse,s

(
1− cse,s

cmax,s

)
∇µse,s

)
,

ise =n · (κs∇φse,s),

fse =− n ·
((

De

RT
cse,e +

κet+(t+ − 1)

F 2

)
∇µse,e +

κet+
F
∇φse,e

)
,

ise =− n ·
(
κe(t+ − 1)

F
∇µse,e + κe∇φse,e

)
,

(2.35)

where the material parameters ·s denoted with index s represent material parameters
from either anode or cathode, depending on the corresponding flux on either anode-
electrolyte or cathode-electrolyte interface. The normal vector n is assumed to point
from the solid domain to the electrolyte domain, see Figure 2.2. The resulting trans-
mission problem is fully coupled in all three domains. Both concentration and electric
potential are involved in a nonlinear Robin condition.

2.2.4 Boundary conditions

Since the battery cell is placed in an enclosed housing, no concentration flux over the
boundaries Γa, Γc and Γe is possible. Therefore, the boundary conditions for the con-
centration c are homogeneous Neumann conditions, i.e.,

n ·
(
Ds

RT
cse,s

(
1− cse,s

cmax,s

)
∇µse,s

)
= 0, (x, t) ∈ Γs,T ,

−n ·
((

De

RT
cse,e +

κet+(t+ − 1)

F 2

)
∇µse,e +

κet+
F
∇φse,e

)
= 0, (x, t) ∈ Γe,T .

(2.36)

The electric potential is set to zero along the anode boundary Γa,

φa(x, t) = 0, (x, t) ∈ Γa,T . (2.37)

It is also possible to include a varying electric potential along the anode boundary. In
the presented model it is fixed in order to simplify the model description. A possible
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Figure 2.3: Boundary conditions for the mechanical model. The displacements are locked
in the x1 dimension. In the x2 and x3 dimension periodic displacements are
used.

extension includes a discretized model for current collectors that allows for variation of
the electric potential on Γa. This may be important if the microstructures consists of
several disconnected particles.
The parameter C-rate is used to define meaningful charging boundary conditions. It
is defined as quotient of charging current and battery capacity and usually specified in
the unit per hour, 1

3600s = 1
h . C-rate 1 defines a charging current iin such that it takes

one hour to charge the battery cell from empty to full state of charge. On the cathode
boundary Γc a constant current density iin is applied such that a particular C-rate is
achieved,

κc∇φc(x, t) = iin, (x, t) ∈ Γc,T . (2.38)

The boundary Γe containing the electrolyte is isolating for the electric current,(
De

RT
ce +

κet+(t+ − 1)

F 2

)
∇µe +

κet+
F
∇φe = 0, (x, t) ∈ Γe,T . (2.39)

For the chemical potential µ in the cathode material, cf. (2.27), an additional boundary
condition on the cathode domain boundary Γc ∪ Γce,c is needed. The applied boundary
condition corresponds to neither strong wetting nor strong dewetting,

n · ∇cc = 0, (x, t) ∈ (Γc ∪ Γce)× T. (2.40)

In the mechanical model, the boundary conditions depend on the spatial dimension, see
Figure 2.3. In the first dimension, the simulation domain represents a battery electrode
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which ends at the current collectors. The domain is spatially locked and the displace-
ment is zero. In the second and third dimension, the microstructure is assumed to be
periodic. In those dimensions, the microstructure is interpreted as a representative vol-
ume element. Additionally, no macroscopic displacement is assumed. Therefore, the
displacements are periodic and identical on opposite sites. The boundary conditions are
then

u(x, t) = u(x+ L1e1, t) = 0, (x, t), (x+ L1e1, t) ∈ ΩT ,

u(x, t) = u(x+ Liei, t), (x, t), (x+ Liei, t) ∈ ΩT , i ∈ {2, 3}.
(2.41)

In the case of vanishing elastic parameters for the electrolyte, both electrodes are fixed
at their interface to the current collectors Γs and fulfill a no-stress boundary condition
divσ = 0 on the interface to the electrolyte Γse.

2.2.5 Initial conditions

If not stated otherwise, the initial lithium ion concentration in the respective domains
is prescribed as

c(x, 0) = c0,a, x ∈ Ωa,

c(x, 0) = c0,e, x ∈ Ωe,

c(x, 0) = c0,c, x ∈ Ωc,

(2.42)

with c0,a, c0,e, c0,c ∈ R+. This is a static equilibrium state as no concentration gradient
in each of the domains is present. It corresponds to a state of charge

c0,a
cmax,a

in the

anode and
c0,c
cmax,c

in the cathode. The displacement is zero in the initial state, u = 0 for
x ∈ Ω. It is possible to calculate consistent initial values for the electric potential and
the particle surface currents as

φ(x, 0) = φ0(x), x ∈ Ω,

ise(x, 0) = ise,0(x), x ∈ Γse,
(2.43)

which solve their respective governing static equations.

2.2.6 Summary

The governing equations introduced in this section are for the electrolyte domain Ωe
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µ(x, t) = RT log
c(x, t)

cmax,c
,

∂tc(x, t) = div

[(
De

RT
c(x, t) +

κet+(t+ − 1)

F 2

)
∇µ(x, t) +

κet+
F
∇φ(x, t)

]
,

0 = −div

[
κe(t+ − 1)

F
∇µ(x, t) + κe∇φ(x, t)

]
,

ε(x, t) =
1

2
(∇u(x, t) +∇u(x, t)T ),

σ(x, t) = λe Tr(ε(x, t))I + 2µeε(x, t),

0 = divσ(x, t), (x, t) ∈ Ωe,T ,

(2.44)

for the anode domain Ωa

µ(x, t) = RT log
c(x, t)

cmax,a − ca
+
θ

3
Tr(σ(x, t)),

∂tc(x, t) = div

[
Da

RT
c(x, t)

(
1− c(x, t)

cmax,a

)
∇µ(x, t)

]
,

0 = −div [κa∇φ(x, t)] ,

εel(x, t) =
1

2
(∇u(x, t) +∇u(x, t)T )− θa

3
c(x, t)I,

σ(x, t) = λa Tr(εel(x, t))I + 2µaεel(x, t),

0 = divσ(x, t), (x, t) ∈ Ωa,T ,

(2.45)

for the cathode domain Ωc

µ(x, t) = RTαL2
0

G

L

[
log

(
c(x, t)

cmax,c − c(x, t)

)
+

θ

RTcmax,c
(cmax,c − c(x, t))

]
−RTβGL∆

(
c(x, t)

cmax,c

)
+
θ

3
Tr(σ(x, t)),

∂tc(x, t) = div

[
Dc

RT
c(x, t)

(
1− c(x, t)

cmax,c

)
∇µ(x, t)

]
,

0 = −div (κc∇φ(x, t)),

εel(x, t) =
1

2
(∇u(x, t) +∇u(x, t)T )− θc

3
c(x, t)I,

σ(x, t) = λc Tr(εel)I + 2µcεel,

0 = divσ(x, t), (x, t) ∈ Ωc,T .

(2.46)
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These equations define fields c, φ and u in Ω×T . For the initial boundary value problem,
the interface and boundary conditions are on the solid-electrolyte domain Γse

ise(x, t) =2k

√
cse,e(x, t)cse,s(x, t)

cmax,s

2

× sinh

(
F

2RT

(
φse,s(x, t)− φse,e(x, t)−

µse,s(x, t)

F
− Ūs

))
,

fse(x, t) =
ise(x, t)

F
,

fse(x, t) =n ·
(
Ds

RT
cse,s(x, t)

(
1− cse,s(x, t)

cmax,s

)
∇µse,s(x, t)

)
,

ise(x, t) =n · (κs∇φse,s(x, t)),

fse(x, t) =− n ·
((

De

RT
cse,e(x, t) +

κet+(t+ − 1)

F 2

)
∇µse,e(x, t) +

κet+
F
∇φse,e(x, t)

)
,

ise(x, t) =− n ·
(
κe(t+ − 1)

F
∇µse,e(x, t) + κe∇φse,e(x, t)

)
,

(x, t) ∈ Γe,T ,
(2.47)

on the boundary Γa,

0 = n ·
(
Da

RT
c(x, t)

(
1− c(x, t)

cmax,a

)
∇µ(x, t))

)
,

0 = φ(x, t),

0 = u(x, t), (x, t) ∈ Γa,T ,

(2.48)

on the boundary Γc,

0 =n ·
(
Dc

RT
c(x, t)

(
1− c(x, t)

cmax,c

)
∇µ(x, t))

)
,

iin(x, t) = n · (κc∇φ(x, t)),

0 = u(x, t), (x, t) ∈ Γc,T ,

(2.49)

and on the boundary Γe
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0 = n ·
((

De

RT
c(x, t) +

κet+(t+ − 1)

F 2

)
∇µ(x, t) +

κet+
F
∇φ(x, t)

)
,

0 = n ·
(
κe(t+ − 1)

F
∇µ(x, t) + κe∇φ(x, t)

)
,

u(x, t) =

{
0, x1 = 0,

u(x+ Liei, t), xi = 0, i ∈ {2, 3},
(x, t) ∈ Γe,T .

(2.50)

The sufficient initial conditions are

c(x, 0) = c0,a, x ∈ Ωa,

c(x, 0) = c0,e, x ∈ Ωe,

c(x, 0) = c0,c, x ∈ Ωc.

(2.51)
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Chapter 3

Numerical methods

In this chapter, different numerical methods for the solution of the electro-chemical model
are defined. Two different methods are used for the solution of the electrochemical
model. First an overview of both methods and a comparison is given in Section 3.1.
Mathematical fundamentals are defined in Section 3.2. A domain decomposition (DD)
algorithm is introduced in Section 3.3. The immersed interface method (IIM) is defined
for the Poisson and the diffusion equation in Section 3.4 as well as for the Cahn-Hilliard
equation in Section 3.5.

3.1 Overview

The Newton algorithm (NWT) is explained in Section 3.2. NWT applies established
numerical methods. DD builds upon Subsections 3.2.1, 3.2.2 and 3.2.3. It is defined in
Section 3.3 and uses the IIM as deduced in Sections 3.4 and 3.5. DD applies several new
numerical methods .

3.1.1 Newton algorithm (NWT)

A regular voxel mesh discretization is introduced as well as a finite-volume scheme for
the spatial discretization and an first-order implicit Euler method for time-integration.
The mechanical model for the displacement u is solved decoupled from the electro-
chemical model for the concentration c and the electric potential φ, cf. (2.2.6). The
lack of interface conditions allows for the application of established fast solvers based
on Fourier preconditioners [141]. Convergence for the whole electro-chemo-mechanical
model is reached by iterating over the coupling variables hydrostatic stress and lithium
ion concentration.
The system of non-linear equations resulting from the discretization of the electro-
chemical model is linearized. The Neumann boundary conditions are resolved naturally
by the finite-volume scheme. The Dirichlet boundary conditions are integrated by a
penalty method. The Jacobian matrix is assembled and the system of linear equations
is solved by Gaussian elimination [131]. A damped Newton solver with adaptive time
steps is used.
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NWT DD

Assembly of a Jacobian matrix No Jacobian matrix

Convergence of the large system
depends on phase-field domain

Fast phase-field problem
calculated separately

Destruction of structural
block information

Block solution

Direct linear solver Iterative linear solver

Logarithmic
phase-field potential

Polynomial
phase-field potential

Concentration-dependent
diffusion coefficient

Constant
diffusion coefficient

Correct solution of the
phase-field potential

Approximation to the
phase-field potential

Table 3.1: Comparison of the two different numerical methods

3.1.2 Domain decomposition algorithm (DD)

First the governing equations of the electro-chemical model are separated into six smaller
initial-boundary-value-problems (IBVPs). The focus is on the coupling of those six
different IBVPs in anode, cathode and electrolyte for both lithium ion concentration
and electric potential. The coupling by the non-linear Butler-Volmer equations is solved
by iteration. The convergence order of the domain decomposition algorithm is one.
Next the immersed interface method (IIM) is introduced for the Poisson equation1, the
diffusion equation2, and the Cahn-Hilliard equation3. For the solution finite difference
stencils and implicit Runge-Kutta schemes are applied. Methods with convergence order
two, four and six are defined for the periodic Poisson equation and the periodic diffusion
equation. For the periodic Cahn-Hilliard equation a method with convergence order two
is defined. The convergence order of the IIM is one [88].

3.1.3 Comparison

Table 3.1 compares the two different numerical methods.
NWT uses the Gaussian elimination which does not take the structural information of
the matrix entries into account. The block system resulting from the discretization of
the diffusion equation and the Poisson equation is not used for a faster or more robust

1This concerns the electric potential in anode, electrolyte and cathode.
2This concerns the lithium ion concentration in anode and electrolyte.
3This concerns the lithium ion concentration in the cathode.
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solution. The numerical solution for a given microstructure with N = O(N3
x) volume

degrees of freedom and NIF = O(N2
x) interface degrees of freedom requires the solution

of a system of linear equations with N +N +NIF = 2N +NIF degrees of freedom and
bandwidth O(N2

x) due to the connectivity of the finite volume cells. The simulation of
three-dimensional microstructures is numerically expensive. An adaptive time integra-
tion method in combination with a direct linear solver gives a robust, but slow algorithm
which is not fast enough for the solution of large three-dimensional microstructures, both
in terms of CPU time and memory usage. A multi-grid method for a linear solver [133]
may benefit from the regular voxel discretization. DD uses the block structures to its ad-
vantage. A Schur complement converts the linear system to a system with NIF unknowns
which is then solved by an iterative stabilized biconjugate gradient solver [9].
NWT solves the logarithmic phase-field potential fully-implicit. No additional error is
introduced. In DD, the bulk energy of the phase-field potential is approximated by a
polynomial potential splitted into a concave and a convex part and integrated semi-
implicitly. The time integration is stable, but an additional error is introduced. A
preconditioner reduces the numerical condition of the matrix and the convergence rate
is independent of the spatial discretization width.

3.2 Fundamentals

In this section, established mathematical methods for the numerical solution of par-
tial differential equations are introduced. First, a regular voxel mesh discretization is
defined in Subsection 3.2.1. Simple time integration methods are introduced in Subsec-
tion 3.2.2. Next, a first-order finite-volume discretization of the electro-chemical model
is explained in Subsection 3.2.3 resulting in a system of non-linear equations. The Ja-
cobian matrix and a damped Newton algorithm with adapative time step size is given
in Subsection 3.2.4. The Fourier transform is defined and applied for the solution of the
elastic sub-problem in Subsection 3.2.5.

3.2.1 Regular voxel mesh

Regular voxel meshes enable the use of acquired microstructure information by computer
tomography without the need for a meshing. Additionally, they are well suited for phase-
field methods as the origin of phase interfaces is not known before. Their numerical
stability is independent of an angle criterion as it may appear for isoparametric finite
elements [92]. Therefore, an equally spaced mesh is applied.
Given a cuboid domain Ω = (0, L1) × (0, L2) × (0, L3). A regular spatial grid in Ω is
defined by x1,i = (i − 0.5)h, x2,j = (j − 0.5)h and x3,k = (k − 0.5)h. Here 1 ≤ i ≤ N1,
1 ≤ j ≤ N2, 1 ≤ k ≤ N3, N1, N2, N3 positive integers and h = Li

Ni
for all i ∈ 1, 2, 3.

Then the grid Ωh is given by
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(a) (b)

Figure 3.1: (a) A continuous structure depicting the cathode-electrolyte interface in a
battery. (b) A discretization of the structure into finite volume cells.

Ωh = {(x1,i, x2,j , x3,k) ∈ Ω|1 ≤ i ≤ N1, 1 ≤ j ≤ N2, 1 ≤ k ≤ N3}. (3.1)

Each element x ∈ Ωh is the center of a cuboid grid cell with volume h3. A function
space Vh = {f : Ωh → R} is introduced. Finite difference operators [70] are introduced
as

u±ih
..= u±ih (x) = uh(x± hei), ei ..= (δi1, δi2, δi3), i = 1, 2, 3

D+
xiuh

..=
u+i
h − uh
h

, D−xiuh
..=

uh − u−ih
h

,
(3.2)

The introduced operators are periodic such that

uh(x± hei) ..= uh(x± hei ∓ Li), if x± hei /∈ Ωh. (3.3)

The discrete second-order operator ∆h on Ωh of the Laplacian operator ∆ is introduced
(by Einstein summation notation) as

∆huh ..= D+
xiD

−
xiuh, x ∈ Ωh (3.4)

with periodic boundary conditions as well as a unity operator Ihuh ..= uh.
Meshes Ωi,h = Ωi ∩ Ωh are defined for i ∈ {a, e, c}.
Figure 3.1 shows Ωh and a shifted mesh Σh (for simplification in two dimensions). The
shifted mesh Σh on Ω is defined by
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Σh
..={y ∈ R3|y1 = ih, y2 = jh− 1

2
, y3 = kh− 1

2
, 0 ≤ i ≤ N1, 1 ≤ j ≤ N2, 1 ≤ k ≤ N3}∪

{y ∈ R3|y1 = ih− 1

2
, y2 = jh, y3 = kh− 1

2
, 1 ≤ i ≤ N1, 0 ≤ j ≤ N2, 1 ≤ k ≤ N3}∪

{y ∈ R3|y1 = ih− 1

2
, y2 = jh− 1

2
, y3 = kh, 1 ≤ i ≤ N1, 1 ≤ j ≤ N2, 0 ≤ k ≤ N3}

(3.5)
From now on, an arbitrary point in Ωh is denoted by a single index i as xi ∈ Ω. Similar,
an arbitrary point in Σh is denoted as yi.
Now a partition of Σh into different meshes is defined. Figure 3.1 (a) shows a continuous
structure depicting the cathode-electrolyte interface in a battery. The electrolyte domain
Ωe and the cathode domain Ωc coincide at the interface domain Γce. The concentration
flux f flows into the cathode particle. Figure 3.1 (b) shows a discretization of the
structure into finite volume cells with a mesh Ωh = {xi} in the cell centers (red) and a
shifted mesh Σh = {yi} on the edges of the cells (green).
The components ci = c(xi) of a function ch discretize the lithium ion concentration.
Components fjk = f(yjk) of a function f discretize the normal component of the con-
centration flux. Also a notation relating elements of Σh to elements of Ωh is estab-
lished. The mesh Σh is the union of several meshes Σi,h for i ∈ {a, c, e} and Γi,h for
i ∈ {ae, ce, a, e, c}. A mesh point yjk is considered an element of Σi,h, if it lies on the
edge between two cells Tj and Tk with center points xj and xk being elements of the
Ωi,h,

Σi,h = {yjk ∈ Σh|xj ,xk ∈ Ωi,h} for i ∈ {a, c, e}. (3.6)

Mesh points yjk on edges between two cells Tj and Tk with xj being an element of a
discrete solid domain Ωa,h ∪ Ωc,h and xk being an element of the discrete electrolyte
domain Ωe,h are considered elements of domain Γae,h,

Γae,h = {yjk ∈ Σh|xj ∈ Ωa,h,xk ∈ Ωe,h},
Γce,h = {yjk ∈ Σh|xj ∈ Ωc,h,xk ∈ Ωe,h}.

(3.7)

The remaining mesh points yjk are elements of Γi,h for i ∈ {a, c, e} as they lie on the
boundary of Ω.
Each cell center xj in Ωh is now related to facet centers yjk in Σh.

3.2.2 Time integration

Given a time-dependent equation with a differential operator L

∂tc(x, t) = L(c(x, t)), (3.8)
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and a time step τ > 0, define

ĉ = c(x, t+ τ), č = c(x, t− τ). (3.9)

Explicit (forwards) and implicit (backwards) Euler time integration schemes are then
defined as

∂tc ≈ ct =
ĉ− c
τ

, ∂tc ≈ ct̄ =
c− č
τ

. (3.10)

Used in the differential equation (3.8), the explicit Euler method gives

ĉ = c+ τL(c). (3.11)

while implicit Euler gives

(I − τL)(c) = č. (3.12)

Both are consistent with convergence order one. The explicit Euler is stable under the
CFL-condition, the implicit Euler is unconditionally stable [39].

3.2.3 Finite volume method

The governing equations in (2.2.2) are now discretized depending on two functions f
and i called the concentration flux and the electrical current. The discretization is
demonstrated by the diffusion equation in the anode, but respective steps are taken for
the remaining diffusion equations, the Laplace equations for the electric potential and
the equation for the chemical potential µ in the cathode.
Let c̄ be a solution for the lithium ion concentration in Eq. (2.45), τ the current time
step size and t > τ a fixed time. Then c = c̄(x, t) is called the current solution and
č = c̄(x, t − τ) is called the previous solution. Integration of the diffusion equation in
Eq. (2.45) over [t− τ, t] gives

0 =

t∫
t−τ

∂tc̄dt−
t∫

t−τ

div

(
Da

RT
c̄

(
1− c̄

cmax,a

)
∇µa(c̄)

)
dt =

= c− č− τdiv

(
Da

RT
c

(
1− c

cmax,a

)
∇µa(c)

)
+O(τ).

(3.13)

Now an integral in space over Ω is discretized into cubic cells Tj surrounding mesh points
xj ∈ Ωh. With the divergence theorem, the volume integrals are converted into surface
integrals over normal components (denoted by dS). Given ch and ch,j ..= ch(xj), it is
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0 =

∫
Tj

(c− č)dV − τ
∫
Tj

div

(
Da

RT
c

(
1− c

cmax,a

)
∇µa(c)

)
dV +O(τ)⇔

0 =

∫
Tj

(c− č)dV − τ
∫
∂Tj

(
Da

RT
c

(
1− c

cmax,a

)
∇µa(c)

)
dS +O(τ)⇔

0 = h3(ch,j − čh,j)− h2τ
∑

yjk∈Σh

fjk +O(h+ τ) ∀xj ∈ Ωh.

(3.14)

The normal component of f between two cells Tj and Tk is approximated first order by

n · fjk = n · Da

RT
c

(
1− c

cmax,a

)
∇µa(c) =

=
Da

RT

ch,j + ch,k
2

(
1− ch,j + ch,k

2cmax,a

)
µa(ch,j)− µa(ch,k)

h
+O(h)

if fjk ∈ Σa,h,

(3.15)

if they are the same domain such that yjk ∈ Σa,h.
Next, the remaining discrete fluxes f for yjk on Γi,h for i ∈ {ae, ce, a, c, e} are defined.
The cell-wise constant projection of ch and φh defines a continuous extension of lithium
ion concentration and electric potential onto Γae,h and Γce,h. If xj ∈ Ωa,h and xk ∈ Ωe,h

the normal component of the discrete flux fjk between the cells Tj and Tk is approxi-
mated with Eq. (2.29) and Eq. (2.31) as

n · fjk =
1

F
i0(ch,j , ch,k) sinh

(
F

2RT
η(φh,j , φh,k, µh,j)

)
+O(h+ τ), (3.16)

and respectively for Ωa,h and Ωe,h.
The remaining components fjk of the discretized concentration flux f are zero for yjk ∈
Γa,h ∪ Γe,h ∪ Γc,h according to the boundary conditions in Eq. (2.36). The components
ijk of the discretized electrical current i are zero for yjk ∈ Γe,h according to Eq. (2.39)
and identical to iin for yjk ∈ Γc,h according to Eq. (2.38). For yjk ∈ Γa,h, components
ijk are set such that the Dirichlet boundary condition in Eq. (2.37) is fulfilled. Finally,
the components defining the gradient of the lithium ion concentration ∇c in Eq. (2.27)
for the chemical potential µ in the cathode are also set according to the surface wetting
boundary condition in Eq. (2.40).
The initial conditions in (2.42) are evaluated at xj ∈ Ωh to get the initial configuration
ch at time t = 0 as

ch,j = c0(xj), xj ∈ Ωh. (3.17)
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1 step ← 0;
2 t← 0;
3 while true do
4 SOC ← Calculate state of charge;

5 if SOC> SOC then Finish simulation;
6 u0 ← ǔ;
7 for k = 1 . . . do
8 if k > kmax then
9 τ ← τ

2 ;
10 Restart time step;

11 end if
12 e← Calculate error of uk−1;
13 if e < ε then
14 u← uk−1;
15 else
16 f, J ← Calculate residuum and Jacobian from uk−1;
17 d← Calculate search direction from J and f ;
18 uk ← Calculate new Newton iterate of uk−1 and d (Line search);

19 end if

20 end for
21 t← t+ τ ;
22 step ← step + 1;
23 if step-lastDampedStep > Ntrust then τ ← min(τmax,2τ); ;

24 end while

Algorithm 1: Time-adaptive damped Newton-Raphson scheme

3.2.4 Linearization and adaptive algorithm

The discrete non-linear system of equations is now solved with a damped Newton-
Raphson algorithm using adaptive time steps. The system can be written as

0 = h3(ch,j − čh,j)− h2τ
∑

yjk∈Σh

n · fjk(ch, φh), ∀xj ∈ Ωh,

0 = −h2
∑

yjk∈Σh

n · ijk(ch, φh), ∀xj ∈ Ωh,

n · ijk = i0(ch,j , ch,k) sinh

(
F

2RT
η(φh,j , φh,k, µ̌h,k)

)
, ∀yjk ∈ Γse,h.

(3.18)

The discretization of the equation for the chemical potential µ is an explicit expression
in ch. Therefore, µ is eliminated from the equations. Define Nae = |Γae,h|, Nce = |Γce,h|
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Data: Current Newton iterate uk−1, search direction d, current residual error e
Result: New Newton iterate uk

1 for l = 1.. do
2 uk,l ← uk−1 − ωl−1d;
3 Project concentration in uk,l to feasible domain;
4 e← Calculate new error of uk,l;
5 if e < e then
6 uk = uk,l;
7 Return;

8 else if ω > ωmin then
9 lastDampedStep ← step;

10 ωl ← ωl−1σ;

11 else if τ > τmin then
12 τ ← τ

2 ;
13 Restart time step;

14 end if

15 end for

Algorithm 2: Line search in the adaptive damped Newton-Raphson scheme.

and Nse = Nae +Nce. The discrete system in Eq. (3.18) involves N equations given by
the discrete diffusion equation, N equations given by the discrete Laplace equation and
Nse equations given by the equation defining the particle surface flux. Then the number
of degrees of freedom of the equation system is NDoF = N +N +Nse.
Eq. (3.18) is written as f(z) = 0. Then z ∈ RNDoF is the solution vector defined as
z = (ch;φh; ih) ∈ RNDoF . Introducing terms of a general nonlinear equation solver,
f = f(z) is the residuum and J = Df(z) ∈ RNDoF×NDoF is the Jacobian matrix of the
system. The Newton direction vector d ∈ RNDoF is the solution to the system of linear
equations given by Jd = f .
Algorithm 1 defines a time-adaptive damped Newton-Raphson scheme. In line 18, a line
search is applied that is given by Algorithm 2. The index k denotes the current Newton
iteration. The index l denotes the current line search iteration. The error e corresponds
to discrete L2-norms for the grid functions ch, φh and ih and is calculated as

e = ||f ||2 =

√√√√h3

N∑
j=1

c2
h,j +

√√√√h3

N∑
j=1

φ2
h,j +

√√√√h2

Nse∑
j=1

i2h,j . (3.19)

The line search in Algorithm 2 ensures global linear convergence and local quadratic
convergence [104]. If a lot of sequential undamped Newton iterations are accepted, the
time step is enlarged. Corresponding, the time step is reduced if the Newton iteration
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Name Symbol Value

Number of undamped steps until time step is doubled Ntrust 10

Maximum state of charge SOC 0.99
Error criterion ε 10−10

Maximum number of Newton iterations kmax 20
Reduction factor in the line search algorithm σ 1

2
Initial line search step size ω0 1
Minimum line search step size ωmin 10−3

Minimum time step size τmin 10−6

Maximum time step size τmax
t0

100

Table 3.2: Parameters for the time integration scheme.

takes too many steps. Table 3.2 defines the parameters used in the solver. Possible
extensions include an arc-length scheme for finding an optimum time step size [25].
An iteration on a smaller system of nonlinear equations with size Nsteady

..= N + Nse

given by the equations in φh and ijk is used in a first iteration step to establish consistent
values for the electric potential and the particle surface current. For this iteration an
undamped Newton algorithm is applied. The electric potential φh is initialized on Ωa,h,
Ωe,h and Ωc,h with the values 0, Ūa and Ūa + Ūc, respectively. The particle surface
current ijk on Γae,h and Γce,h is initialized with values proportional to the boundary
current density iin.
This concludes the description of the Newton algorithm including the assembly of the
Jacobian.

3.2.5 Numerical solution of the elasticity problem

Let Ω = (0, 2π)3 and f ∈ C∞(Ω). The continuous Fourier transform and its inverse are
defined as

f̃(ξ) = (2π)−
3
2

2π∫
0

f(x)e−iξxdx, f(x) = (2π)−
3
2

2π∫
0

f̃(ξ)eiξxdξ. (3.20)

Let N1, N2, N3 ∈ N, N = N1N2N3 and Ωh an equally spaced grid discretization of Ω
as introduced in Subsection 3.2.1. Let v ∈ RN . The discrete Fourier transform and its
inverse are defined as
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ṽk =
(2π)−

3
2

h3

∑
xj∈Ωh

exp (−iξkxj)vj , xj ∈ Ωh,

vj =
(2π)−

3
2

h3

∑
ξk∈Ωh

exp (iξkxj)ṽk, ξk ∈ Ωh.

(3.21)

The function mapping the vector v to the vector ṽ is called the (discrete) Fourier trans-
form Fh (·), the inverse function mapping ṽ to v ic called inverse (discrete) Fourier
transform F−1

h (·).
In [69] it is shown that the Fourier transform of the convolution of the function f, g ∈
C∞(Ω) is given by the product of the Fourier transforms. Similar for the discrete Fourier
transform, it holds

Fh (f ∗ g) = Fh

∫
R

f(τ)g(· − τ)dτ

 = Fh (f) · Fh (g)

⇒ f ∗ g = F−1
h (Fh (f) · Fh (g)) .

(3.22)

This is used in [96] for an efficient iterative solution of a linear-elastic heterogeneous
problem. The approach does not require the assembly of a stiffness matrix. With the
convolution property the Fourier transform is used as a preconditioner. The derivation of
the method, the numerical convergence, and optimization methods by the appplication
of a conjugate gradient solver have been established in recent works [99, 117].
The stress-strain relationship for the linear elastic problem in 2.2.6 can be written as

σ(x, t) = C(x) : εel(x, t), (x, t) ∈ Ω× T. (3.23)

The stiffness tensor C is heterogeneous in this formulation. It varies depending on
the linear-elastic coefficients for the different domains anode, electrolyte, and cathode.
The zero displacement boundary condition is enforced by duplication of the domain.
While the original domain was Ω = (0, L1) × (0, L2) × (0, L3), the enlarged domain is
Ω2 = (0, 2L1)× (0, L2)× (0, L3). A projection of the stiffness tensor defined on Ω is then
given by mirroring as {

C(x), x1 < L1,

C(2L1 − x1, x2, x3), x1 > L1.
. (3.24)

By an argument of symmetry, the zero displacement boundary condition is then recov-
ered for the symmetric solution u(x, t) ∈ Ω2× (0, t0). The periodic boundary conditions
will be naturally incorporated into the discretization. The resulting elasticity problem
is periodic in all three dimensions.
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The governing equations are solved by the introduction of a reference material with
linear-elastic material parameters (E0, ν0) and stiffness matrix C0. The solution to the
stress field is divided into a homogenenous solution and a stress deviation field called
polarization,

τ (x, t) = (C(x)− C0) : εel(x, t). (3.25)

A constant coefficient operator L0 = ∇symG0div that depends only on C0 is introduced
in [96]. The Green operator G0 is associated with the reference material C0. By appli-
cation of the operator L0, the following equation is received,

εel(x, t) = E − L0 ∗ τ (x, t), (3.26)

where E is the macroscopic strain. Together an equation for the elastic strain εel is given
as

εel(x, t) = E − L0 ∗ (C(x)− C0) : εel(x, t) (3.27)

This equation is discretized for each time step on the regular voxel mesh Ωh and solved
with a fixed-point iteration,

εel,h,j+1 = E − L0,h ∗ (C(xh)− C0) : εel,h,j (3.28)

with εelh,0 = 0. The fixed-point iteration converges because the operator L0 is contrac-
tive. The convolution is carried out in Fourier space as defined in (3.22).
The coupling conditions are given in (2.23) as

µel =
θ

3
tr(σ)⇔ εch =

θ

3
cI (3.29)

The numerical solution of the coupling between the electro-chemical model and the me-
chanical model is done by iteration. Given an iterate of the hydrostatic stress, the
solution to the electro-chemical model is calculated. Then the iterate for the the con-
centration is used for the solution of the mechanical model. This iteration is continued
until convergence is reached. The solution of the mechanical model adds an additional
iteration loop.

3.3 Domain decomposition

In this section, a domain decomposition algorithm for the electro-chemical model is
explained. First the governing equations in the electrolyte are decoupled in Subsec-
tion 3.3.1. Then the Cahn-Hilliard equation is simplified in Subsection 3.3.2. A method
for the solution of the Poisson equation with mixed boundary conditions is given in Sub-
section 3.3.3 and the Butler-Volmer conditions are used for the unique solution of the
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Poisson equation in Subsection 3.3.4. The algorithm combining the methods is given in
Subsection 3.3.5.

3.3.1 Diffusion and electrostatic equation in the electrolyte domain

In the electrode domains, the governing equations for concentration and electrolyte are
decoupled, see (2.20). However, in the electrolyte domain Ωe, the governing equations
for the concentration ce and the electric potential φe are coupled, see (2.15). In this
paragraph, the system of equations is decoupled and written as a triangular system.
Section 2.2.2 introduces the following equations for the electrolyte domain Ωe,

∂tce − div

[(
De +

RTκet+(t+ − 1)

F 2ce

)
∇ce +

κet+
F
∇φe

]
= 0, (3.30a)

− div j = −div

[
RTκe(t+ − 1)

Fce
∇ce + κe∇φe

]
= 0. (3.30b)

(3.30c)

The electric current j in (3.30b) is a linear combination of the gradient of the concen-
tration ce and the electric field φe. Rearrangement of (3.30a) gives

∂tce = div (De∇ce) + div

(
RTκet+(t+ − 1)

F 2ce
∇ce +

κet+
F
∇φe

)
= div (De∇ce) +

t+
F

div

(
RTκe(t+ − 1)

Fce
∇ce + κe∇φe

)
= div (De∇ce) +

t+
F

div j

= div (De∇ce) .

(3.31)

Observe that (3.31) only depends on the concentration ce, but not on the electric field
φe. This allows to rewrite (3.30b) and solve for φe as

div (κe∇φe) = −div

(
RTκe(t+ − 1)

Fce
∇ce

)
(3.32)

with a right-hand side that is given as a differential operator of the concentration ce.
Next, a decoupled description of the interface conditions on the electrolyte is presented.
Here ise is used for both interface conditions on the anode-electrolyte interface Γae and
the cathode-electrolyte interface Γce. They are posed in (2.2.3) as

n ·
[(
De +

RTκet+(t+ − 1)

F 2ce

)
∇ce +

κet+
F
∇φe

]
=

1

F
ise

n ·
[
−RTκe(t+ − 1)

Fce
∇ce − κe∇φe

]
=ise

(3.33)
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The interface current ise depends nonlinearly on the concentration and the electric po-
tential. A system of linear equations in the normal components of concentration gradient
∇nce and of electric potential gradient ∇nφe is given as(

De + RTκet+(t+−1)
F 2ce

κet+
F

−RTκe(t+−1)
Fce

−κe

)(
∇nce
∇nφe

)
=

(
1
F
1

)
ise,(

De 0
RTκe(t+−1)

Fce
κe

)(
∇nce
∇nφe

)
=

(1+t+
F
−1

)
ise,(

De 0
0 κe

)(
∇nce
∇nφe

)
=

(
1+t+
F

−1− RTκe(t+−1)(1+t+)
DeF 2c

)
ise.

(3.34)

As a result of this derivation, the following equations are received for the diffusion in
the electrolyte,

∂

∂t
ce(x, t) = div (De∇ce(x, t)) , (x, t) ∈ Ωe × (0, t0),

n ·Dece(x, t) =
1 + t+
F

ise, (x, t) ∈ Γse t ∈ (0, t0).

n ·Dece(x, t) = 0, (x, t) ∈ Γe t ∈ (0, t0),

ce(x, 0) = c0(x) x ∈ Ωe,

(3.35)

and the electric potential in the electrolyte,

div (κe∇φe(x, t)) = −div

(
RTκe(t+ − 1)

Fce(x, t)
∇ce(x, t)

)
, (x, t) ∈ Ωe × (0, t0),

n · κe∇φe(x, t) = −1− RTκe(t+ − 1)(1 + t+)

DeF 2ce(x, t)
ise, (x, t) ∈ Γse × (0, t0),

n · κe∇φe(x, t) = 0, (x, t) ∈ Γ0 × (0, t0).

(3.36)

Compare (3.35) and (3.36) to the equations (2.44) and (2.50). The previously coupled
equations are now decoupled and can be solved consecutively.

3.3.2 Cathode diffusion equation

Although the logarithmic double-well potential presented in 2.2.2 is derived from first
thermodynamic principle, diffusive phase-field models are also applied with a polyno-
mial double-well potential. Figure 3.2 shows different options for the choice of a chemical
potential. The following paragraph defines a polynomial potential with the same equi-
librium values as the logarithmic potential.
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Figure 3.2: Comparison of different chemical potentials.

The potential µ(p) = log p
1−p+q(1−2p) has equilibrium values p1 = 0.013 and p2 = 0.987.

The polynomial chemical potential µ∗(p) = p3 − p has equilibrium values p∗1 = −1 and
p∗2 = 1. A linear map correlating the equilibrium values is then given as

f : p 7→ p∗2 − p∗1
p2 − p1

p+
p∗1p2 − p∗2p1

p2 − p1
. (3.37)

Given the values of p∗1 and p∗2 and the fact that p1 + p2 = 1 (due to symmetry) this
simplifies to

f : p 7→ 2p− 1

p2 − p1
. (3.38)

The resulting shifted chemical potential µ∗(f(p)) is shown in Figure 3.2. It has the
same equilibrium phase-field parameters as the original chemical potential. While a
logarithmic potential is defined in (0, 1), the substitute chemical potential µ∗(f(p)) is
defined on R.
The double-well potential (2.24) compares to the approximation as

F0(p) = p log p+ (1− p) log (1− p) +
q

RT
p(1− p),

F ∗0 (p) =
1

4

(
2p− 1

p2 − p1
+ 1)2(

2p− 1

p2 − p1
− 1

)2

.
(3.39)

Additionally the diffusion coefficient D in (2.27) depends on the concentration. Each
occurence of the concentration cc in the diffusion coefficient is approximated by half of
maximum lithium ion concentration, cc ≈ cmax,c

2 ,
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Figure 3.3: Solution decomposition for a pure Neumann elliptic problem.

∂

∂t
c = div

(
D0

RT

cmax,c

4
∇µ
)
,

µ = RTαL2
0

G

L
F ∗′0

(
cc

cmax,c

)
−RTβGL∆

(
cc

cmax,c

)
.

(3.40)

Compare (3.40) to (2.27).

3.3.3 Electrostatic equations with mixed boundary conditions

This paragraph replaces the mixed nonlinear boundary conditions in the equation for the
electric potential with pure Neumann boundary conditions. The boundary conditions
for the electrostatic field in the anode are

n · ∇φ(x, t) = ise(x, t), (x, t) ∈ Γae × (0, t0),

φ(x, t) = 0, (x, t) ∈ Γa × (0, t0).
(3.41)

Assume that the normal component of the gradient n · ∇φ is known on Γa. For the
benefit of this paragraph, assume that ise is defined on Γae+a ..= Γae ∪ Γa. Then the
boundary condition

n · ∇φ(x, t) = ise(x, t), (x, t) ∈ Γae+a × (0, t0) (3.42)

is not enough to define a unique solution for the electric potential. With a reference
point x0 ∈ Γae+a given by

φ(x0, t) = φ0 (3.43)
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the solution φ is unique, as the set of different solutions {φ̃} to (3.42) can be character-
ized: If φ̃1 and φ̃2 are both solutions to (3.42), then it holds φ̃1 − φ̃2 = K with K ∈ R.
A unique solution φ̃ to (3.42) is defined by the addition of a mean-free condition,∫

Ωa

φ̃(x, t)dx = 0. (3.44)

The solution φ can then be recovered with (3.43) as

φ(x, t) = φ̃(x, t)− φ̃(x0, t) + φ0. (3.45)

Figure 3.3 explains the concept of a unique, mean-free solution φ̃ and the shift φ̄.
As a result of the high conductivity κ of the current collector material and the electrode
material, the current κa∇φ along both current collector boundaries Γa and Γc is assumed
to be constant4. In a galvanostatic loadcase, this allows to reduce the Dirichlet condition
on Γa from the electric potential equations in the anode to an arbitrary single point
x0 ∈ Γa. The reference potential of the anode is set to φ0 = 0. For the electrolyte
material and the cathode material, the reference values for the electric potential will be
determined by the interface conditions in the next subsection.
Summarizing, the electric potentials φa, φe and φc are split into their mean-free part φ̃i
for i ∈ {a, e, c} and a scalar value φ̄i ∈ R for i ∈ {a, e, c} that relates to the reference
potential in (3.42) called electric potential offset such that holds

φi = φ̃i + φ̄i for i ∈ {a, e, c}. (3.46)

3.3.4 Butler-Volmer interface conditions

In this paragraph the electric potential offsets φ̄i are derived. The mean-free solutions
of the electric potentials φ̃i for i ∈ {a, e, c} and the concentrations ci for i ∈ {a, e, c} are
assumed as given.
The Butler-Volmer interface currents ise = ise(η) are monotonically increasing in the
overpotential η as η = φs − φe − µ(cs) and ∂ηise(η) > 0. An integral interface condition
can be given for galvanostatic loadcases on the anode-electrolyte interface,

I0 =

∫
Γae

iae(ca, ce, φa, φ̃e + φ̄e)dS, (3.47)

Here the constant I0 is the total current applied to the battery cell. It can be calculated
dependent on the C-rate of the problem. The electric potential offset φ̄e is then calculated
by a Newton algorithm on the scalar function r(φ̄e) and its derivative r′(φ̄e),

4This is only valid if the electrode domain is connected.
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r(φ̄e) =

∫
Γae

iae(ca, ce, φa, φ̃e + φ̄e)dS− I0,

r′(φ̄e) =

∫
Γae

∂φeiae(ca, ce, φa, φ̃e + φ̄e)dS.

(3.48)

As νse is monotonic in the overpotential η, so is the integral in r(φ̄e). Therefore, the
Newton algorithm

φ̄0
e = 0, φ̄k+1

e = φ̄ke −
r(φ̄ke)

r′(φ̄ke)
, (3.49)

is known to converge to a unique solution φ̄e. Similarly, the electric potential offset in
the cathode φ̄c is received with the cathode-electrolyte interface condition.

3.3.5 Algorithm

Data: Old concentration č
Result: New concentration c, electric potentials φ and interface currents f

1 for i = 1.. do

2 φ̃a ← IIM(ise) ;

3 φ̃e ← IIM(ce,ise);

4 φ̃c ← IIM(ise);
5 φ̄a ← Boundary conditions;

6 φ̄e ← Newton(c,φa,φ̃e) + Interface conditions;

7 φ̄c ← Newton(c,φe,φ̃c) + Interface conditions;

8 φ← φ̃+ φ̄;
9 ise ← ButlerVolmer(c,φ);

10 ca ← IIM(ča,ise) ;
11 ce ← IIM(če,ise);
12 cc ← IIM(čc,ise);
13 Calculate the error e;
14 if e < TOL then
15 Return;

16 end for

Algorithm 3: Domain decomposition algorithm

The domain decomposition algorithm presented in this section separates the electro-
chemical model into a series of boundary value problems of elliptic and parabolic type
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with linear Neumann boundary conditions and a series of scalar equations for the electric
potential offsets. The following problems are solved in the given order. An iteration
starts with the iteration counter j = 0. As an initial value, the new values for the
concentration c and the Butler-Volmer interface currents ise are copied from the last
time step.

1. The mean-free electric potential in the anode φ̃a,j+1 is calculated by a Poisson
equation. This equation depends on the Butler-Volmer currents ise,j .

−div (κa∇φ̃a,j+1) = 0, in Ωa,

κa∇nφ̃a,j+1 = i0, on Γa,

κa∇nφ̃a,j+1 = iae,j , on Γae,∫
Ωa

φ̃a,j+1dS = 0.

(3.50)

2. The mean-free electric potential in the electrolyte φ̃e,j+1 is calculated by a Pois-
son equation. This equation depends on the Butler-Volmer currents ise,j and the
concentration in the electrolyte ce,j .

−div (κe∇φ̃e,j+1) = div

(
RTκe(t+ − 1)

Fce,j
∇ce,j

)
, in Ωe,

κe∇nφ̃e,j+1 = 0, on Γe.,

κe∇nφ̃e,j+1 =

(
−1− RT (t+ − 1)(1 + t+)

DeF 2ce,j

)
ise,j , on Γse,∫

Ωe

φ̃e,j+1dS = 0.

(3.51)

3. The mean-free electric potential in the cathode φ̃c,j+1 is calculated by a Poisson
equation. This equation depends on the Butler-Volmer currents ise,j .

−div (κc∇φ̃c,j+1) = 0, in Ωc,

n · κc∇φ̃c,j+1 = i0, on Γc,

n · κc∇φ̃c,j+1 = ice,j , on Γce,∫
Ωc

φ̃c,j+1dS = 0.

(3.52)
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4. The electric potential offset in the anode φ̄a,j+1 is determined by the Dirichlet
condition on the anode.

φ̄a,j+1 = −φ̃a,j+1(x0). (3.53)

5. The electric potential offset in the electrolyte φ̄e,j+1 and the electric field in the
electrolyte φe,j+1 are calculated by the Butler-Volmer interface condition.∫

Γae

iae(ca,j , ce,j , φa,j , φ̃e,j+1 + φ̄e,j+1)dS = I0,

φe,j+1 = φ̃e,j+1 + φ̄e,j+1.

(3.54)

6. The electric potential offset in the cathode φ̄c,j+1 and the electric field in the
cathode φc,j+1 are calculated by the Butler-Volmer interface condition.∫

Γce

ice(cc,j , ce,j , φ̃c,j+1 + φ̄c,j+1, φe,j+1)dS = I0,

φc,j+1 = φ̃c,j+1 + φ̄c,j+1.

(3.55)

7. The Butler-Volmer interface currents iae,j+1 are calculated.

iae,j+1 = iae(cc,j , ce,j , φa,j+1, φe,j+1),

ice,j+1 = ice(cc,j , ce,j , φc,j+1, φe,j+1).
(3.56)

8. The concentration in the anode is calculated by the diffusion equation in the anode.
This equation depends on the Butler-Volmer interface currents iae,j+1.

∂

∂t
ca,j+1 = div (Da∇ca,j+1), in Ωa,

Da∇nca,j+1 =
1

F
i0, on Γa,

Da∇nca,j+1 =
1

F
iae,j+1, on Γae.

(3.57)

9. The concentration in the electrolyte is calculated by the diffusion equation in the
electrolyte. This equation depends on the Butler-Volmer interface currents iae,j+1

and ice,j+1.
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∂

∂t
ce,j+1 = div (De∇ce,j+1), in Ωe,

De∇nce,j+1 = 0, on Γe,

De∇nce,j+1 =
1 + t+
F

iae,j+1, on Γae,

De∇nce,j+1 =
1 + t+
F

ice,j+1, on Γce.

(3.58)

10. The concentration in the cathode is calculated by the Cahn-Hilliard equation in the
cathode. This equation depends on the Butler-Volmer interface currents ice,j+1.

∂

∂t
cc,j+1 = div

(
D0

RT

cmax,c

4
∇µc,j+1

)
, in Ωc,

1

RT
µc,j+1 = αL2

0

G

L
F ∗′0

(
cc,j+1

cmax,c

)
− βGL∆

(
cc,j+1

cmax,c

)
, in Ωc,

n · D0

RT

cmax,c

4
∇µc,j+1 =

1

F
i0, on Γc,

n · D0

RT

cmax,c

4
∇µc,j+1 =

1

F
ice,j+1, on Γce,

n · ∇cc,j+1 = 0, on Γc ∪ Γce.
(3.59)

The resulting Algorithm 3 shows the iterative process. Each of the problems denoted
with IIM is solved with an IIM as introduced in the following sections with pure Neumann
conditions.

3.4 Poisson equation and diffusion equation

In this section, fast solution methods for the Poisson equation and the diffusion equation
are discussed. First the differentiation and integration of a function represented by
Fourier polynoms is explained in Subsection 3.4.1. Then methods for the solution of
the periodic Poisson equation in Subsection 3.4.2 and the periodic diffusion equation
in Subsection 3.4.3 are defined. Finally, the immersed interface method is defined in
Subsection 3.4.4.

3.4.1 Representation by a trigonometric basis

The first spatial discretization is based on the projection of a periodic function f :
Ω 7→ R with |Ω| = L to a finite N-dimensional space spanned by Fourier polynomials
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Figure 3.4: Fourier representation of a square wave and Gibbs overshoot

exp
(

2π
L imx

)
with m ∈ {1, . . . , N}. According to this representation, the Fourier co-

efficients are often called frequencies. If the function f represents the amplitude of a
wave function depending on the position, the Fourier coefficients represents the wave
amplitude depending on the frequency. The vector ξ with the entries ξm = 2π

L m is called
the discrete wave vector.
The error of the Fourier representation descreases larger than any polynomial in the
gridwidth h for infinitely smooth functions. This is often called spectral accuracy. Given
the approximation fN with Fourier polynomials as defined in (3.21),

fN (x) =

√
L

2π

N∑
m=1

exp (iξmx)ṽm, (3.60)

it holds f(x) = fN (x)+O(hN ) if f ∈ C∞(Ω). An approximation to the spatial derivative
of f can then be calculated as

∂xf(x) = ∂xfN +O(hN ) =

√
L

2π

N∑
m=1

iξm exp (iξmx)ṽm +O(hN ). (3.61)

Summarizing the process of differentiation by Fourier transforms with the previously
introduced notation it can be written

∂xfN = F−1
h (iξ · Fh (fN )) . (3.62)

The vector iξ is multiplied component-wise with the frequency vector. This simple
equation is the foundation of Fourier-based differentiation and integration. It is easy to
derive a similar equation [132] for an indefinite integral of f,
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∫ x

0
fN (x′)dx′ = F−1

h

(
1

iξ
· Fh (fN )

)
+ C. (3.63)

The second derivative is given by

∂2
xfN = F−1

h

(
−ξ2 · Fh (fN )

)
. (3.64)

If non-smooth functions are differentiated with this approach, the representation does
not converge uniformly [59]. Figure 3.4 shows a non-smooth square wave function f :
[0, 1]→ R

f(x) =

{
0 x ≤ 0.5

1 x > 0.5
(3.65)

and its representation in the finite Fourier space for N = 50. The oscillations around
non-continuities are called Gibbs phenomenon [50]. The overshoot from the correct
function value does not vanish with increasing N . The approached finite limit is derived
analytically in [155]. In the presented case it is approximately 0.0894. This problem
is relevant for the application of Fourier transforms for differentiation or integration
of discrete discontinuous functions. While the convergence rate for the derivatives of
smooth functions has been shown to be of spectral accuracy, for discontinuous functions
unwanted oscillations are introduced. For the correct application of the IIM, uniform
convergence of the derivatives is needed. For this reason another way to use Fourier
transforms for the calculation of derivatives is introduced.

3.4.2 Solution of the periodic Poisson equation

A similar way to apply Fourier methods for the differentiation and integration of func-
tions is now defined. Central finite differences are applied to approximate the second
spatial derivative. On a regular periodic spatial grid, the application of a second order
stencil is given as

D2fN (x) =
fN (x−)− 2fN (x) + fN (x+)

h2

=
N∑
m=1

exp (iξm (x− h))− 2 exp (iξmx) + exp (iξm (x+ h))

h2
ṽm

=
N∑
m=1

(2 cos ξm − 2)

h2
exp (iξmx)ṽm.

D2fN (x) = F−1
h

(
(2 cos ξ − 2)

h2
· Fh (fN )

)
(3.66)
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Figure 3.5: Convolution vectors for Fourier derivation methods

Compare this result to (3.64). The discrete vector involved in this equation v2 =
(2 cos ξ−2)

h2
is called the convolution vector. Remembering (3.22), this vector is the Fourier

transform of the central difference stencil in real space of second order. Central differ-
ence stencils can be derived of arbitrary even order [47]5. The following approximations
can be derived for second, fourth and sixth order. Additionally the convolution vector
for the previously introduced continuous approximation is given.

h2v2 = 2 cos ξ − 2,

h2v4 = −1

6
cos 2ξ +

8

3
cos 2ξ − 5

2
,

h2v6 =
1

90
cos 3ξ − 3

10
cos 2ξ + 3 cos ξ − 49

18
,

h2v∞ =

{
−4π2(ξ2), x ≤ 0.5,

−4π2(1− ξ2), x > 0.5.

(3.67)

In Figure 3.5 the vectors are plotted. It can be seen that the convolution vectors for
the central difference of higher order approximate the convolution vector for the con-
tinuous interpolation. This fits the expectation that the error of a central difference
approximation converges to zero for higher approximation order.

5They are given for example by the coefficients of the Taylor series around x0 = 1 of xd log (x)k, where
k is the order of the derivative.
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Both differentiation and integration of periodic functions can be realized by a transform
to Fourier space, a multiplication with a convolution vector v and an inverse Fourier
transform. It holds

∆h(fh) ≈ F−1
h

(
∆̃hFh (fh)

)
∆−1
h (fh) ≈ F−1

h

(
∆̃−1
h Fh (fh)

)
(3.68)

With this, an arbitrary even-order discrete linear differential operator can be applied.
The solution of a corresponding system of linear equations is straight-forward and can
be explicitly calculated in one step for a problem with constant coefficients.
The order of consistency of the introduced stencils is now verified on a simple analytical
example. Let Ω = (0, L1) × (0, L2) × (0, L3) a cuboid domain with boundary Γ = ∂Ω.
The boundary value problem for the periodic Poisson equation is given as

−∆φ(x) = f(x), x ∈ Ω,

φ(x) = φ(x+ Liei), x,x+ Liei ∈ Γ,

n · ∇φ(x) = −n · ∇φ(x+ Liei), x,x+ Liei ∈ Γ.

(3.69)

These boundary conditions are called periodic boundary conditions as every solution
can be periodically extended to a C1-solution in R3 by periodic extension in all three
Cartesian dimensions such that φ(x, t) ..= φ(x1 + i1L1, x2 + i2L2, x3 + i2L2, t) with ij ∈ Z
and xj + ijLj ∈ Ω for j ∈ {1, 2, 3}. The function f ∈ C2(Ω) is called the right-hand side.
Given a discretization on the regular mesh Ωh and the convolution vector , the solution
is given as

−∆hφh = fh ⇒ φh = F−1
h

(
− 1

v2
Fh (fh)

)
. (3.70)

Similarly to the previous subsection, the problem is not unique and the uniqueness has
to be assured by an arbitrary additional condition (e.g. mean-free integral).

3.4.3 Solution of the periodic diffusion equation

In this paragraph, implicit time integration methods for ordinary differential equations
are applied to a partial differential equation that has been discretized in space. Consider
the periodic diffusion equation

∂tc(x, t) = ∆c(x, t) (x, t) ∈ Ω× T,
c(x, t) = c(x+ Liei, t), x,x+ Liei ∈ Γ, t ∈ T

n · ∇c(x, t) = −n · ∇c(x+ Liei, t), x,x+ Liei ∈ Γ, t ∈ T.
(3.71)

discretized in space,
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Table 3.3: Butcher tableaus for the Gauss-Legendre methods of order two, four and six.
Given are the values bi, aij and dj .

∂tch(t) = ∆hch(t), ch(t) ∈ RN ,
ch(0) = ch,0, c0 ∈ RN .

(3.72)

With Ωh a regular mesh as introduced before. For the time integration different implicit
Runge-Kutta methods are used. A general Runge-Kutta time-integration method is
given as

ch = č+ τ
s∑
l=1

blkl

ki = ∆h

čh + τ
s∑
j=1

aijkj

 (3.73)

A comprehensive overview and introduction to different Runge-Kutta time-integration
methods is available in [33], [54]. Here the Gauss-Legendre methods are applied as
they are A-stable and can be used for the time-integration of stiff differential equations.
Table 3.3 shows Butcher tableaus for the Gauss-Legendre methods of order two, four and
six. According to [139], the stability functions are Padé approximations to the matrix
exponential exp τ∆h. For the introduced methods, they are

(2− L)ch = (2 + L)čh,

(12− 6L+ L2)ch = (12 + 6L+ L2)čh,

(120− 60L+ 12L2 − L3)ch = (120 + 60L+ 12L2 + L3)čh,

(3.74)

where L = τ∆h. Given this description, the next time step can be explicitly calculated
as ch = Ačh = 2+L

2−L čh in the first method. The application of such a fractional operator
is done straight-forward by point-wise application of the convolution vector. For the
operator A now follows
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3.4 Poisson equation and diffusion equation

Figure 3.6: Grid cell centers xin ∈ Λh and xout ∈ Ωh \ Λh. Boundary conditions are
applied across the facet perpendicular to the line connecting both xin and
xout.

A =
2 + L

2− L =
2 + τ∆h

2− τ∆h
⇒ Ã =

2 + τv2

2− τv2
. (3.75)

Using this

ch = F−1
h

(
2 + τv2

2− τv2
Fh (čh)

)
(3.76)

is the solution for the diffusion equation at the next time step.

3.4.4 Immersed interface method

Previously, periodic equations are considered. Now a solution of

−∆φ(x) = f(x), x ∈ Λ,

n · ∇φ(x) = i(x), x ∈ ∂Λ,
(3.77)

where Λ ⊂ Ω = (0, L1) × (0, L2) × (0, L3), is given. The regular mesh Ωh is applied
and the variable φh is defined on Ωh but may be discontinuous at ∂Λ. Additionally
Λh ..= Λ ∩ Ωh. An extended equation system introduces additional variables for the
discontinuous jumps across ∂Λ [142].
A finite difference matrix D ∈ RNIF×N and its transpose Ψ = DT are used to enforce the
boundary conditions while still maintaining a valid solution of the differential equation
inside the domain Ωh

6.
Figure 3.6 introduces a pair of points (xin, xout) ∈ Λh× (Ωh \Λh). Now, if an ordered set
I ⊂ Λh × (Ωh \ Λh) of pairs of points with |I| = NIF is given, a finite difference matrix
D ∈ RNIF×N is defined as

6This is similar to solution methods where the solution is decomposed into a homogeneous and an
inhomogeneous part.
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Dij =


1
h if Ii,1 = xj ∈ Λh,

− 1
h if Ii,2 = xj ∈ Ωh \ Λh,

0 else.

(3.78)

Discrete Neumann boundary conditions can be enforced with this formulation with first
order consistency7 by incorporating correctional body forces gh as

(
−∆h Ψ

)(φh
gh

)
= fh. (3.79)

The equations defining the jump conditions are given as

(
D Ih

)(φh
gh

)
= ih. (3.80)

Therefore, the system of linear equations is(
−∆h Ψ
D Ih

)(
φh
gh

)
=

(
fh
ih

)
. (3.81)

This linear system has N +NIF unknowns. By linear transformation (Uzawa algorithm
or Schur complement [135]) the following equation for gh is obtained,

(I +D∆−1
h Ψ)gh = ih +D∆−1

h fh, (3.82)

and by this the solution is

φh = −∆−1
h (fh −Ψih). (3.83)

This linear equation can be solved with an iterative algorithm such as conjugate gradi-
ent[9]. Similar considerations lead to a solution for the diffusion equation,

∂tc(x, t) = ∆c(x, t), (x, t) ∈ Λ× T,
n · ∇c(x, t) = f(x, t), (x, t) ∈ ∂Λ× T,

c(x, 0) = c0, x ∈ Λ.

(3.84)

The same interpolation matricesD and Ψ can be applied for the pure Neumann boundary
problem after the spatial discretization with mesh Ωh and discretization in time with
time step size τ .

7For higher convergence orders, other pairs of D and Ψ are required, see [142].
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3.5 Cahn-Hilliard equation

3.5 Cahn-Hilliard equation

In this section, fast solution methods for the Cahn-Hilliard equation are discussed. First,
a first-order method for the periodic Cahn-Hilliard equation is presented in Subsec-
tion 3.5.1. Then the immersed interface method is given in Subsection 3.5.2. The
solution of the linear system is accelerated by a preconditioner in Subsection 3.5.3. Fi-
nally, a second-order method for the periodic Cahn-Hilliard equation is presented in
Subsection 3.5.4.

3.5.1 Solution of the periodic Cahn-Hilliard equation

The periodic Cahn-Hilliard equation is written as a system of two second-order partial
differential equations [14]. The equations for the non-dimensional phase-field parameter
p : Ω× T 7→ R and a non-dimensional chemical potential µ : Ω× T 7→ R are

∂tp(x, t) = G∆µ(x, t), (x, t) ∈ Ω× T,

µ(x, t) =
1

L

(
p(x, t)3 − p(x, t)

)
+ L∆p(x, t), (x, t) ∈ Ω× T,

n · ∇p(x, t) = n · ∇p(x+ Li, t), x,x+ Liei ∈ Γ,

n · ∇µ(x, t) = n · ∇µ(x+ Li, t), x,x+ Liei ∈ Γ.

p(x, 0) = p0, in Ω, t = 0.

(3.85)

The bulk potential p3−p is split into the convex and concave parts of the corresponding
energy F (p). The part p3 is integrated semi-implicitly as p̌2p, the part −p is integrated
explicitly as p̌. With this linearization it is assured that the enthalpy of the associated
physical system is declining and the solution for the phase-field parameter does not
diverge [71], [42]. For the spatial discretization the regular mesh Ωh is chosen again.
The system of linear equations of size 2N for the unknowns ph and µh is then given by(

L∆h − 1
L p̌

2
h Ih

Ih −τG∆h

)(
ph
µh

)
=

(
− 1
L p̌h
p̌h

)
. (3.86)

Now a unconditionally gradient stable discretization of the Cahn-Hilliard equation sys-
tem is defined that requires only one solution of a system of linear equations for each
time step. Compare this to a Newton-Raphson scheme that would require several as-
semblies of the Jacobian matrix and the solution of several system of linear equationss
to obtain the Newton correction steps.

3.5.2 Immersed interface method

Previously, periodic equations are considered. Now a solution of
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∂tp(x, t) = G∆µ(x, t), (x, t) ∈ Λ× T,

µ(x, t) =
1

L

(
p(x, t)3 − p(x, t)

)
+ L∆p(x, t), (x, t) ∈ Λ× T,

n · ∇µ(x, t) = rµ(x, t), (x, t) ∈ ∂Λ× T,
n · ∇p(x, t) = rp(x, t), (x, t) ∈ ∂Λ× T,

p(x, 0) = p0, (x, t) ∈ Λ× {0},

(3.87)

where Λ ⊂ Ω = (0, L1)× (0, L2)× (0, L3) is given.
In Subsection 3.4.4, matrices D and Φ are introduced. For the Cahn-Hilliard equation
this yields 

L∆− 1
L p̌

2 Ih −LΨ 0
Ih −τG∆ 0 τGΨ
D 0 Ih 0
0 D 0 Ih



p
µ
gp
gµ

 =


− 1
L p̌
p̌
rp
rµ

 . (3.88)

The chemical potential µ is now eliminated from the system asIh + τGL∆∆− τ GL∆p̌2 −τGL∆Ψ τGΨ
D I 0

−LD∆ + 1
LDp̌

2 LDΨ I

 p
gp
gµ

 =

p̌+ τ GL∆p̌
rp

rµ +D 1
L p̌

 (3.89)

The system can be written shortly by using the symbols defined in Table 3.4(
AE ΨE

DE IE

)(
p
g

)
=

(
r1

r2

)
, (3.90)

This linear system has N + 2NIF unknowns. Again, the Uzawa algorithm leads to the
simplified equation system

(IE −DEA
−1
E ΨE)g = r2 −DEA

−1
E r1. (3.91)

After the jump variables g are calculated, the phase-field parameter solution p is received
as

p = A−1
E (r1 −ΨEg). (3.92)

The linear operator in (3.91) is non-symmetric and therefore a stabilized bi-conjugate
gradient method [9] is chosen.
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3.5 Cahn-Hilliard equation

Symbol AE ΨE

Operator
(
Ih + τGL∆h∆h − τ GL∆hp̌

2
) (

−τGL∆hΨ τGΨ
)

Symbol DE IE

Operator

(
D

−LD∆h

) (
I 0

LDΨ I

)
Symbol r1 r2 g

Operator
(
p̌+ τ GL∆p̌

) (
rp

rµ +D 1
L p̌

) (
gp
gµ

)
Table 3.4: Abbreviation of linear operators

3.5.3 Preconditioner

The Fourier representation of the discrete Laplace operator ∆−1
h has been introduced.

However, for the discrete operator A−1
E no Fourier representation is easily available

because it is not a operator with constant coefficients,

AE = Ih + τGL∆h∆h − τ
G

L
∆hp̌

2. (3.93)

The vector p̌2 is not a constant coefficient. It is possible to give a Fourier representation
of

AE0 = Ih + τGL∆h∆h − τ
G

L
p̄2∆h, (3.94)

because the value p̄2 is a constant coefficient. The operator AE0 is defined as a precon-
ditioner to accelerate the convergence of the inner iterative algorithm [42], [41]. Instead
of solving the system of linear equations AEuh = y, the system of linear equations

A−1
E0AE = A−1

E0y, (3.95)

is solved. A practical preconditioner has to fulfill two conditions. First, the inversion
of a preconditioner must be faster than the inversion of the original matrix in order to
simplify the calculation. Second, it has to reduce the condition of the system matrix
significantly, cond A−1

E0AE � cond AE . The operator AE depends on the spatial grid
width h. A preconditioner may also resolve the dependence of the matrix condition
number on the spatial gridwidth h. The homogenization parameter p̄2 is chosen as the
arithmetic mean of p̌2. The inverse of AE0 is easily available with the presented Fourier
methods. The second qualifying property, the reduction of the condition number of the
pre-conditioned system is studied in 4.2.5.2.
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3.5.4 Second-order time integration of the Cahn-Hilliard equation

The previously presented time integration methods guarantee higher-order convergence
for the Poisson equation and the diffusion equation. A higher-order integration scheme
for the Cahn-Hilliard equation is more complicated to derive as the non-linearity has
to be treated in a special way such that the convergence order is not lost. In [35] it is
shown that the solution to the Cahn-Hilliard is smooth, if the initial data is smooth up
to a certain degree. Several methods have been proposed [42, 57] for a second-order time
integration. In [17] it is noted that it is not only important to achieve the consistency
order but also to preserve stability regarding the energy of the system.
In [57] a predictor-corrector method is proposed in order to receive a second-order
scheme. An interpolation to the chemical potential µ(p) is introduced as µ0(q, r),

µ(p) = p3 − p

µ0(q, r) =
(q + r)(q2 + r2 − 2)

4
.

(3.96)

Given a discretization on the regular mesh Ωh of periodic Cahn-Hilliard equation in
(3.85), the method is defined with an intermediate solution p 1

2

(2 + τGL∆2
h)p 1

2
= (2− τGL)č+

2τG

L
∆hµbulk(p̌)

(2 + τGL∆2
h)ph = (2− τGL)č+

2τG

L
∆hµ

0
bulk(p̌, p 1

2
)

(3.97)

The operator (2 + τGL∆2
h) has a Fourier representation and the integration can be

carried out without an iterative algorithm.
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Examples and applications

In this chapter, the introduced numerical models are applied. In Section 4.1, different
properties of a phase-field method are analyzed. Section 4.2 establishes the numerical
convergence of the fast solvers and the immersed interface method. In Section 4.3, the
generation of spherical packing microstructures is discussed. In Section 4.4, the focus
is on the electro-chemical model. Finally, Section 4.5 applies a fully-coupled electro-
chemo-mechanical model and analyzes complex 3D microstructures.

4.1 Properties of phase-field methods

In this section, different phase-field potentials are analyzed. First properties of the log-
arithmic phase-field potential are analytically derived in Subsection 4.1.1. Then the
formation of a phase-separated state in a polynomial phase-field is investigated in Sub-
section 4.1.2. The energy of different states is approximated in Subsectiosn 4.1.3 and
4.1.4 and compared to a numerical simulation in Subsection 4.1.5.

4.1.1 Analysis of the logarithmic phase-field potential

An alternative representation of the chemical phase-field potential µ is derived in terms
of the interface width L and the interface energy density G as presented in [118].
With the free energy F0 in (2.24) and the mixing enthalpy q given in Table 2.2, the
minima of the free energy can be derived from the equation F ′0(p) = 0 as p1 ≈ 0.013
and p2 ≈ 0.987. The corresponding equilibrium concentrations are c1 ≈ 0.013cmax,c

and c2 = cmax,c − c1 ≈ 0.987cmax,c. A shifted free energy ∆F0(p) = F0(p) − F0(p1)
allows to define the activation energy needed during a phase-transformation between the
equilibrium states p1 and p2 as an integral. The coefficients in (2.25) can be identified
with corresponding values given in [148] as

αL2
0

G

L
= 1, βGL =

κ

L2
0cmax,cNART

. (4.1)

With this and the use of the Euler-Lagrange equations, the phase-field interface energy
and length G and L are calculated as
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Figure 4.1: Bulk chemical potential µc(c) for different values of the phase-field enthalpy
q. Equilibrium concentrations c1 and c2 and maximizing concentration cS
are depicted for the value q = 11.10 kJ mol−1.
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Figure 4.2: The phase diagram with curves denoting the equilibrium concentrations c1

and c2 (outer) and the point of spontaneous spinodal decomposition cS (in-
ner).

58



4.1 Properties of phase-field methods

G =
1

L0

√
2

κ

L2
0cmax,cNART

p2∫
p1

√
∆F0(p)dp ≈ 2.09 · 10−7cm−1,

L = L0(p2 − p1)

√
κ

2L2
0cmax,cNART∆F0(0.5)

≈ 3.33 · 10−7cm.

(4.2)

The free energy F0 is non-dimensional in this formulation. See (2.26) where the chem-
ical potential is given in terms of RT . Therefore, the unit of G is cm−1. The scalar
parameters α and β are deduced as

α ≈ 1.593 · 10−14, β ≈ 1.444 · 1010 (4.3)

The application of a phase-field method requires a fine discretization of the interface
width. From the interface width being L = 3.3 nm, it can be concluded that the spatial
discretization size should not be larger than h ≈ 1 nm. With this grid size the interface
between the different phases is at least resolved with three voxels.
Figure 4.1 shows the influence of the mixing enthalpy parameter q in (2.26) on the bulk
chemical potential,

µc,bulk(c) = F ′0(p) = RT log
c

cmax,c − c
+ q

(
1− 2

c

cmax,c

)
. (4.4)

For a value of q < qcrit = 4.99kJ mol−1 the chemical potential is monotonic [149]. There
are no extrema and no phase separation will occur. For q > qcrit two stable phases
exist with equilibrium concentrations given by the root marks. An over-saturated SOC
between the equilibrium concentration c1 ≈ 0.013cmax,c and the concentration cS ≈
0.12cmax,c, where F ′0 attains a local maximum, gives rise to a spinodal decomposition.
The value cS is given by

∂2

∂p2
F0

(
cS

cmax,c

)
= 0. (4.5)

In this domain, small perturbations lead to phase separation into a lithium-poor phase
with concentration c1 and a lithium-rich phase with concentration c2 = cmax,c − c1.
Figure 4.2 shows the regions where spontaneous spinodal decomposition is possible (light
blue) and where spinodal decomposition is inevitable (dark blue), depending on both the
SOC and the phase field enthalpy. A dotted line indicates the value q = 11.10 kJ mol−1.

4.1.2 Phase-field energy

A polynomial double-well potential is analyzed for characteristic length scales of the
phase separation. The energy content of two different states is approximated. The first
state is a spatially homogenous state where the concentration is constant in space. The
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second is a state where the available mass is concentrated in a single spherical particle
and an equilbrium interface between enriched phase and devoid phase is built.
Let F ∗0 a bulk energy density and F ∗1 a gradient energy density,

F ∗0 =
1

4
(p− 1)2(p+ 1)2,

F ∗1 =
1

2
||∇p||2.

(4.6)

The total energy density F is then the sum of both densities

F = αF ∗0 + βF ∗1 (4.7)

and the total energy in the domain is defined as the spatial integral,

E =

∫
Ω

F (x)dx. (4.8)

Instead of parameters α and β, the energy is written with interface energyG and interface
length L. Again, the Euler-Lagrange equations are applied. The result is α = 3GL and
β = 3

8GL. The Cahn-Hilliard equation is then given as

∂tp(x, t) = −3

2
GL∆∆p(x, t) + 3

G

L
∆(p3(x, t))− p(x, t)). (4.9)

In Ω = R an equilibrium solution to this equation is given as p(x) = tanh x
L . With

∂x tanhx = 1− tanh2 x,

− 3

2
GL∆∆

(
tanh

x

L

)
+ 3

G

L
∆

[(
tanh

x

L

)3
−
(

tanh
x

L

)]
= 3

G

L
∆

(
−L

2

2
∆
(

tanh
x

L

)
+ tanh3 x

L
− tanh

x

L

)
= 3

G

L
∆

(
−L

2
∂x

(
1− tanh2 x

L

)
+ tanh3 x

L
− tanh

x

L

)
= 3

G

L
∆

(
1

2

(
2 tanh

x

L

(
1− tanh2 x

L

))
+ tanh3 x

L
− tanh

x

L

)
= 3

G

L
∆
(

tanh
x

L

(
1− tanh2 x

L

)
+ tanh3 x

L
− tanh

x

L

)
= 3

G

L
∆
(

tanh
x

L
− tanh3 x

L
+ tanh3 x

L
− tanh

x

L

)
= 3

G

L
∆ (0) = 0,

(4.10)
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Figure 4.3: (a) A box domain with a phase-field droplet in domain Ω1 where p = 1 with
radius r0 and the interfacial domain Ω2 with interface width L. Domain Ω3

denotes the region where p = −1. (b) A plot of the phase-field along a line
through the center of the droplet.

and therefore ∂tp(x, t) = 0 and p(x) = tanh x
L is an equilibrium solution. In bounded

domains or for more-dimensional domains, there is no such simple solution, although
series evolution formulas can be derived [138].

4.1.3 Spherical particle

Let Ω = (0, L1)2. Figure 4.3 (a) defines a circular region with p(x) = 1 at the center
x0 = (L1/2, L1/2). Figure 4.3 (b) shows a line plot of the phase-field along a line
through the center of the droplet. Polar coordinates at the center x0 are introduced as
r = ||x− x0|| and tanλ = x2

x1
. Three domains are distinguished as

Ω1 = {(r, λ) ∈ Ω|r < r0} ,
Ω2 = {(r, λ) ∈ Ω|r0 < r < r0 + L} ,
Ω3 = Ω \ (Ω1 ∪ Ω2).

(4.11)

The areas of the domains are
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|Ω1| = πr2
0,

|Ω2| =
r0+L∫
r0

rdrdλ = π((r0 + L)2 − r2
0) = πL(L+ 2r0),

|Ω3| = L2
1 − π(r0 + L)2.

(4.12)

The phase-field parameter p(r, λ) is then given as

p(r, λ) = p(r) =


1, for (r, λ) ∈ Ω1,

1− 2 r−r0L , for (r, λ) ∈ Ω2,

−1, for (r, λ) ∈ Ω3.

(4.13)

The phase interface has length L as it changes from 1 to −1 in length L. The gradient
is given as ||∇p|| = 2

L in the interface domain. Both F ∗0 and F ∗1 are zero in Ω1 and Ω3.
The energy in Ω2 is calculated as

∫
Ω2

F ∗0 (r)drdλ = 2πα

r0+L∫
r0

1

4
r(p(x)− 1)2(p(x) + 1)2dr

= 2πα ·
r0+L∫
r0

1

4
r(1− 2

r − r0

L
− 1)2(1− 2

r − r0

L
+ 1)2dr

= 2πα · 1

15
L(2r0 + L).

(4.14)

The contribution of gradient energy density F ∗1 in Ω2 is calculated as

∫
Ω2

F ∗1 (r)drdλ = 2πβ

r0+L∫
r0

r
1

2
||∇p(x)||2dr

= 2πβ

r0+L∫
r0

r
1

2

4

L2
dr = 2πβ

(
2r0

L
+ 1

)
.

(4.15)

Now the total energy by plugging in α and β is given as

E = 2πα
1

15
L(2r0 + L) + 2πβ

(
2r0

L
+ 1

)
= 2π3

G

L

1

15
L(2r0 + L) + 2π

3

8
GL

(
2r0

L
+ 1

)
=

23

20
πG(2r0 + L).

(4.16)
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4.1.4 Equally distributed

The integral of the phase-field over Ω is called mass M . It is given as

M =

∫
Ω

p(x)dx

=

∫
Ω1

p(x)dx+

∫
Ω2

rp(r, λ)drdθ +

∫
Ω3

p(x)dx

= 1 · |Ω1|+ 2π

r0+L∫
r0

r

(
1− 2

r − r0

L

)
dr + (−1) · |Ω3|

= πr2
0 + 2π

(
−L

2

6

)
− (L2

1 − π(r0 + L)2)

= πr2
0 −

π

3
L2 − L2

1 + π(r0 + L)2

(4.17)

With this mass, it follows for the equilibrium state of an equally distributed phase-field
parameter

p(x) =
M

L2
1

, ||∇p(x)|| = 0, ∀x ∈ Ω. (4.18)

The energy of this configuration depending on M is

E(r0) =

∫
Ω

F ∗0 (x)dx =
α

4

∫
Ω

(p(x)− 1)2(p(x) + 1)2dx

=
α

4

∫
Ω

(p(x)2 − 1)2dx =
α

4

∫
Ω

(
M2

L4
1

− 1)2dx

=
α

4
L2

1(
M2

L4
1

− 1)2 =
α

4L6
1

(M2 − L4
1)2

=
α

4L6
1

((πr2
0 −

π

3
L2 − L2

1 + π(r0 + L)2)2 − L4
1)2.

(4.19)

The mimimum sustainable radius for phase separation can now be calculated by com-
paring (4.16) and (4.19),

23

20
πG(2r0 + L) =

3G

4LL6
1

((πr2
0 −

π

3
L2 − L2

1 + π(r0 + L)2)2 − L4
1)2. (4.20)

Table 4.1 gives numerical solutions to this equation for several combinations of L and
L1.
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L1 L r0 E

1 0.1 0.147 1.277

2 0.1 0.253 2.191

1 0.05 0.126 1.096

2 0.05 0.212 1.710

Table 4.1: Estimates of the minimum radius for a sustainable stable spherical droplet
depending on the size of the domain and the phase-field interface width.

4.1.5 Numerical example

The mesh Ωh is applied with N1 = N2 = 100 and τ = 0.001. Algorithm NWT is used for
the solution of the system. Choose the domain size L1 ∈ {1, 2}, the phase-field interface
width L ∈ {0.05, 0.1} and the radius r0 of the initial circle p = 1 is varied. Only small
radii r0 � L1 are valid. Larger radii result in boundary effects that have not been taken
into account.
Table 4.1 evaluates the estimate for the minimum sustainable radius in (4.20). Figure 4.4
gives plots for the energy content in equilibrium states. Plotted is the energy content of a
spherical-particle state, the energy content of a equally-distributed state and the energy
content of the numerical simulation. The numerical simulation validates the estimate of
Table 4.1.

4.2 Convergence of fast solvers

In this section, the introduced numerical methods from Sections 3.4 and 3.5 are eval-
uated. First, the convergence for the periodic Poisson equation is shown in Subsec-
tion 4.2.1 and for the diffusion equation in Subsection 4.2.2. This process is repeated for
the IIM in Subsections 4.2.3 and 4.2.4. Lastly, the IIM for the Cahn-Hilliard equation
is discussed in detail in Subsection 4.2.5.

4.2.1 Convergence for the numerical methods for the periodic Poisson
equation

Seven different numerical methods are evaluated. FD2, FD4, and FD6 denote matrix
methods. A sparse matrix A is assembled with finite difference stencils of order two, four
and six. Then a direct solver is applied to the system of linear equations. In 1D, A is a
periodic band-matrix, called Toeplitz matrix [70], while for two and three dimensions it is
a band matrix with bandwidth N and N2, respectively. DFT2, DFT4, and DFT6 denote
matrix-free methods. Here the same finite differences stencils are applied. However, the
solution of the system of linear equations is done in Fourier space as introduced before.
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Dim. Symbol Definition

1 φ esin(a1x)

φx a1e
sin(a1x) cos(a1x)

f −a2
1e

sin(a1x)
(
sin(a1x)− cos2(a1x)

)
fx a3

1e
sin(a1x) cos(a1x)

(
−3 sin(a1x) + cos2(a1x)− 1

)
2 φ esin(a1x)+sin(a2y)

φx a1 cos(a1x)esin(a1x)+sin(a2y)

φy a2 cos(a2y)esin(a1x)+sin(a2y)

f esin(a1x)+sin(a2y)

×(−a2
1 sin(a1x) + a2

1 cos2(a1x)− a2
2 sin(a2y) + a2

2 cos2(a2y))

fx a1 cos(a1x)esin(a1x)+sin(a2y)

×
(
−3a2

1 sin(a1x) + a2
1 cos2(a1x)− a2

1−
a2

2 sin(a2y) + a2
2 cos2(a2y)

)
fy a2 cos(a2y)esin(a1x)+sin(a2y)

×
(
−a2

1 sin(a1x) + a2
1 cos2(a1x)− 3a2

2 sin(a2y)+
a2

2 cos2(a2y)− a2
2

)
3 φ esin(a1x)+sin(a2y)+sin(a3z)

φx a1 cos(a1x)esin(a1x)+sin(a2y)+sin(a3z)

φy a2 cos(a2y)esin(a1x)+sin(a2y)+sin(a3z)

φz a3 cos(a3z)e
sin(a1x)+sin(a2y)+sin(a3z)

f esin(a1x)+sin(a2y)+sin(a3z)(−a2
1 sin(a1x) +a2

1 cos2(a1x)−a2
2 sin(a2y)+

a2
2 cos2(a2y)− a2

3 sin(a3z) + a2
3 cos2(a3z))

fx a1 cos(a1x)esin(a1x)+sin(a2y)+sin(a3z)

×(−3a2
1 sin(a1x) + a2

1 cos2(a1x)− a2
1 − a2

2 sin(a2y)+
a2

2 cos2(a2y)− a2
3 sin(a3z) + a2

3 cos2(a3z))

fy a2 cos(a2y)esin(a1x)+sin(a2y)+sin(a3z)

×(−a2
1 sin(a1x) + a2

1 cos2(a1x)− 3a2
2 sin(a2y)+

a2
2 cos2(a2y)− a2

2 − a2
3 sin(a3z) + a2

3 cos2(a3z))

fz a3 cos(a3z)e
sin(a1x)+sin(a2y)+sin(a3z)

×(−a2
1 sin(a1x) + a2

1 cos2(a1x)− a2
2 sin(a2y)+

a2
2 cos2(a2y)− 3a2

3 sin(a3z) + a2
3 cos2(a3z)− a2

3)

Table 4.2: Analytic solution for the periodic Poisson equation. Parameter values are
a1 = 2π, a2 = 3π and a3 = 4π.
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Dimension FD2 FD4 FD6 DFT2 DFT4 DFT6 CFT

1 1.98 3.86 5.69 1.97 3.94 5.74 16.35

2 1.98 3.94 5.72 1.99 3.95 5.78 15.43

3 2.09 3.39 5.22 2.05 3.69 5.56 15.30

Table 4.3: Convergence rates for the periodic Poisson equation.

Analytically, the solution of FD2 and DFT2 are supposed to be identical1. Numerical
cancellation may be an issue for differences between the algorithms. CFT also denotes
a matrix-free method. Here the Fourier polynomials are applied for the integration.
The Gibbs overshoot does not apply as the functions are infinitely smooth. Concerning
numerical effort, the following can be said: The assembly and solution of a linear system
(FD2,FD4,FD6) takes more time than a pair of Fourier transforms and a point-wise
product of two vectors, matrices or 3D tensors (DFT2,DFT4,DFT6,CFT). Usually it
also requires more memory.
In order to receive an analytic solution for the periodic Poisson equation (3.69), the
method of manufactured solutions is used. Choose Ω = (0, 1)3. The functions chosen
for the evaluation of the methods have to be periodic, infinitely smooth, and possess
non-trivial Fourier-space representation. In [132] a 1D example is introduced by the
composition of an exponential function with a trigonometric function. Such a function
fulfills all mentioned requirements. Table 4.2 gives the function φ(x) and Figure 4.5
shows the solution in 1D. Given a mesh Ωh, the error is calculated as the discrete L2-
norm,

e = ||φh − φ||2 =

√
1

N

∑
xh∈Ωh

|φh(xh)− φ(xh)|2. (4.21)

Figure 4.6 shows convergence plots. Additionally each plot denotes three dotted lines
that correspond to convergence of order 2, 4 and 6. The matrix-based finite difference
method FD and the discrete Fourier method DFT of a specific order are identical. For
this reason the plots are expected to overlap for these pairs. As derived before, the CFT
has spectral accuracy and therefore the convergence plot is not a line on a logarithmic
plot. Additionally, the error decreases below 10−16 which is the default accuracy for a
double floating point variable on a computer. Table 4.3 gives the convergence rates for
the evaluated seven methods. The convergence rates are within expected range. For
CFT the linear interpolation gives a high convergence rate.
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Figure 4.4: The energy content in equilibrium states depending on the size of the contain-
ing domain L1, the phase-field interface width parameter L and the radius
of the spherical particle. The analytical estimates for the equally distributed
state and the spherical particle state are plotted as well as the numerical
results.

Dimension Solution

1 e−4π2t sin (2πx)

2 e−4π2t sin (2πx) sin (2πy)

3 e−4π2t sin (2πx) sin (2πy) sin (2πz)

Table 4.4: Analytic solutions for the periodic diffusion equation.
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Figure 4.5: Plot of the analytic solution to the periodic Poisson equation.

4.2.2 Convergence for the numerical methods for the periodic diffusion
equation

Five different numerical methods are evaluated. FD2 and DFT2 are combined with the
second order Runge-Kutta scheme, DFT4 with the fourth order Runge-Kutta and DFT6
and CFT with the sixth order Runge-Kutta scheme.
In order to receive an analytic solution for the periodic diffusion equation (3.71), the
method of manufactured solutions is used. Choose Ω = (0, 1)3 and T = (0, 0.1). Table 4.4
gives the function c(x, t) and Figure 4.7 shows the solution in 1D. Given a mesh Ωh and
constant time step τ , the error is calculated as the discrete L2-Bochner norm,

e = ||cτ,h − c||2 =

√√√√√ 1

N |T |τ

|T |
τ∑
i=0

∑
xh∈Ωh

|cτ,h(xh, iτ)− c(xh, iτ)|2. (4.22)

Figures 4.8, 4.9 and 4.10 show convergence plots for the different algorithms for the
problem in 1D, 2D and 3D, respectively. It can be seen that in order to decrease the
error, both time step size and spatial discretization width have to be decreased by the
same amount. For fixed spatial width h and decreasing time step size τ , the spatial
discretization error dominates the total error. Vice versa for fixed time step size τ and
decreasing spatial width h, the time discretization error dominates the total error. The
error plot of the FD2 algorithm conincides nicely as expected with the error of the DFT2.
The error of the CFT algorithm is independent of the spatial discretization width and
only decreases with smaller time step size τ . The time discretization error dominates

1The same holds for FD4 and DFT4 as well as FD6 and DFT6.
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Figure 4.6: Convergence plots for the periodic Poisson equation. Dotted lines show con-
vergence order two, four, and six.

the total error. Table 4.5 gives the convergence rates for the evaluated five methods.
The convergence rates are within expected range.

4.2.3 Convergence of the immersed interface method for the Poisson
equation

Three different choices for the interpolation matrices D and Ψ are used for the solution
of the Poisson equation in a complex domain, see (3.78). The original method Full is
introduced in [142] and has second order convergence. A second method Reduced applies
a subset of the original conditions. The third method Simple is the one introduced in
3.4.4. The Simple method results in a symmetric smaller system in the Uzawa iteration
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Figure 4.7: Plot of the analytic solution to the periodic diffusion equation in 1D. Contour
lines give the binary logarithm of the error.

Dimension FD2 DFT2 DFT4 DFT6 CFT

1 2.05 2.02 3.98 5.99 5.97

2 1.91 1.94 3.94 5.95 6.03

3 1.97 1.99 3.86 5.59 5.91

Table 4.5: Convergence rates for the periodic diffusion equation.

and allows the usage of an iterative solver for symmetric linear operators such as a
conjugate-gradient algorithm instead of the stabilized biconjugate-gradient algorithm.
In order to receive an analytic solution to the Poisson equation (3.77), the method of
manufactured solutions is extended. The boundary and initial conditions are assigned
such that the manufactured solutions of Table 4.2 coincide inside the domain Λ ⊂ Ω =
(0, 1)3. Let

Λ =

{
||x− 1

2
|| < r0

}
⊂ Ω, (4.23)

with r0 = 0.4. For 1D this is a line, for 2D a disk and for 3D a ball. The boundary
Γ = ∂Ω is either just two points, a circle or a sphere.
Given a mesh Ωh, the number of mesh points scales scales with1/h3 and the number of
jump variables scales with 1/h2. A biconjugate-gradient solver is used for the iterative
solution of the linear system.
Figure 4.12 shows convergence plots and the number of iterations needed in the Schur
solver. In 1D and 2D the convergence of the Full method and the Reduced method is
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Figure 4.8: Convergence plots for the periodic diffusion equation in 1D. Contour lines
give the binary logarithm of the error.

71



Chapter 4 Examples and applications

2−7 2−6 2−5 2−4 2−3 2−2
2−7

2−6

2−5

2−4

2−3

2−2

−16 −
1
4

−12
−10

−1
0

−8

−
8

−
8

−
6

−
6

−6 −6 −6

h

10
τ

(a) FD2

2−8 2−6 2−4 2−2
2−8

2−6

2−4

2−2

−18 −
1
6

−14
−12

−
1
2

−10

−1
0

−8

−8

−
8

−
6

−
6

−6 −6 −6

h

10
τ

(b) DFT2

2−8 2−7 2−6 2−5 2−4 2−3
2−8

2−6

2−4

2−2

−
28

−
24

−20

−16

−
1
6

−12

−
12

−
1
2

−
8

h

10
τ

(c) DFT4

2−8 2−7 2−6 2−5 2−4 2−3
2−8

2−6

2−4

2−2

−
4
4 −
4
0

−
3
6

−32
−28

−
2
8

−24

−
2
4

−20

−
2
0

−
2
0

−16

−
1
6

−
1
6

−
1
2

h

10
τ

(d) DFT6

2−8 2−6 2−4 2−2

2−7

2−6

2−5

2−4

2−3

−48 −48

−42 −42

−36 −36

−30 −30

−24 −24

−18 −18

h

10
τ

(e) CFT

Figure 4.9: Convergence plots for the periodic diffusion equation in 2D. Contour lines
give the binary logarithm of the error.
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Figure 4.10: Convergence plots for the periodic diffusion equation in 3D. Contour lines
give the binary logarithm of the error.
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Figure 4.11: Plot of the analytic solution to the Poisson equation in 1D and 2D.

Dimension Full Reduced Simple

1 2.01 2.01 0.96

2 2.23 2.40 1.13

3 1.33 1.52 1.44

Table 4.6: Convergence rates for the Poisson equation.

of order two and the Simple method is of order one. In 3D, all methods are of order
one2. In 1D the number of iterations is independent of the discretization and not shown
here3. In 2D and 3D the behavior is more interesting. The Full method and the Reduced
method need more iterations than the Simple method. The iterations depend on the
discretization and increase with finer discretizations. Table 4.6 gives the convergence
rates for the different methods.

Dimension 1 2 3

Convergence rate 1.24 1.23 1.22

Table 4.7: Convergence rates for the diffusion equation.

74



4.2 Convergence of fast solvers

10−4 10−3 10−2 10−1
10−8

10−6

10−4

10−2

100

h

e

(a) 1D - Error

Full
Reduced
Simple

10−3 10−2 10−1
10−5

10−3

10−1

101

h

e

(b) 2D - Error

10−3 10−2 10−1

10

15

20

h

I

(c) 2D - Iterations

10−2 10−1

10−1

100

101

h

e

(d) 3D - Error

10−2 10−1

10

20

30

h

I

(e) 3D - Iterations

Figure 4.12: Convergence and iterations plots for the Poisson equation. Dotted lines
show convergence order one and two.
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Figure 4.13: Convergence and iteration plots for the diffusion equation.
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4.2.4 Convergence of the immersed interface method for the diffusion
equation

Only the Simple method is now applied. The previously introduced Runge-Kutta meth-
ods for the time integration cannot be used with the IIM4. The diffusion equation is
solved with an implicit Euler scheme.
In order to receive an analytic solution to the diffusion equation (3.77), again the method
of manufactured solutions is used and the boundary and initial conditions are assigned
such that the manufactured solution of Table 4.4 coincide inside the domain Λ ⊂ Ω =
(0, 1)3. Let

Λ =

{
||x− 1

2
|| < r0

}
⊂ Ω, (4.24)

with r0 = 0.4. The mesh Ωh and the time domain T = (0, 0.01) are used.
Figure 4.13 shows convergence plots as well as the total number of iterations needed in
the Schur solver. Plotted is the sum of all iterations during the time integration. Each
simulation test consists of several time steps and in each time step a Schur solver with a
certain amount of iterations is called. The number of iterations measures the numerical
effort.
In 1D, 2D, and 3D the convergence order for both time and space is one. In 1D the
number of iterations is independent of the spatial discretization5. In 2D and 3D the
contour lines are diagonal. For a fixed product τ ·h the total iteration number is constant.

4.2.5 Convergence of the immersed interface method for the Cahn-Hilliard
equation

In this subsection, the IIM is applied for the solution of the Cahn-Hilliard equation (3.87).
The numerical convergence is demonstrated in Subsection 4.2.5.1 and the properties of
the preconditioner are studied in Subsection 4.2.5.2. The stability of the method for large
time steps is investigated in Subsection 4.2.5.3 and effects like spinodal decomposition,
see Subsection 4.2.5.4, and surface wetting effects, see Subsection 4.2.5.5, are studied.
Grid convergence is studied on a porous microstructure in Subsection 4.2.5.6. Lastly,
the properties of the second-order method are examined in Subsection 4.2.5.7.

4.2.5.1 Numerical convergence

As a model problem, the formation of an interfacial region by initialization of two
separate phases is numerically simulated. The domain is given as Λ = (0.25, 0.75)

2In 3D the finite-difference stencil has to be adapted to get convergence order two [141].
3This is a result of the constant number of jump conditions NIF = 2.
4The Runge-Kutta methods apply (3.74) and Ψ and D have to be adapted to this.
5Again, this may be the result of the fixed number of interfaces NIF = 2.
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2D N 16 64 256 1024 4096 16384 65536

||g|| 8 16 32 64 128 256 512

3D N 64 512 4096 32768 262144 2097152

||g|| 24 96 384 1536 6144 24576

Table 4.8: Number of jump variables in comparison to the degress of freedom

with Ω = (0, 1) and T = (0, 0.001). Interface energy and width are set to academic
values, G = 1 and L = 0.1. A reference solution is calculated with the algorithm
NWT. Minimal spatial discretization and time step size are h0 = 1

213
≈ 1.22 · 10−4 and

τ0 = |T |
1024 ≈ 9.77 · 10−7. Figure 4.14 shows the reference solution p(x, t) at different

times.
The time step size is varied from τ = |T |

2 ≈ 5 · 10−4 to τ = |T |
512 ≈ 1.95 · 10−6, the grid

width is varied from h = 1
8 = 0.125 to h = 1

4096 ≈ 2.44 · 10−4.
The error is defined as a L2-Bochner norm

e = ||pτ,h − pref||2 =

√√√√√ 1

N |T |τ

|T |
τ∑
i=0

∑
xh∈Ωh

|pτ,h(xh, iτ)− pref(xh, iτ)|2. (4.25)

Figure 4.15 (a) shows contour lines in a logarithmic error plot. The error decreases with
the highest rate if both time step size and spatial grid width are reduced simultaneously.
Figure 4.15 (b) shows the convergence for grid width and time step size reduced equally.
The error reduces according to e = O((h+τ)0.85), the convergence rate is approximately
0.85.

4.2.5.2 Preconditioner effects

The preconditioner as proposed in 3.5.3 is investigated. The periodic Cahn-Hilliard
equation (3.85) is considered and the IIM is not applied. To examine the effect on the
condition of the linear system

AEuh = f (4.26)

and on the iteration number of the iterative solver, an examplary problem is posed.
In [42] it is suggested to use a conjugate-gradient-squared scheme (CGS) to solve the
system of linear equations and to define p̄2 as the arithmetic mean of the vector p̌2.
In [41] convergence is also proven for p̄2 equal to 1. The condition number of the pre-
conditioned system

A−1
E0AEuh = A−1

E0f (4.27)
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Figure 4.14: Reference solution of the Cahn-Hilliard equation
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Figure 4.15: (a) Contour lines in a logarithmic error plot. (b) Error for equally reduced
grid width and time step size.
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N κ(AE) Iterations κ(A−1
E0AE) Iterations

100 2.0 · 103 75 4.6 · 100 4

200 2.8 · 104 270 4.5 · 100 3

300 1.4 · 105 732 4.5 · 100 3

400 4.2 · 105 1551 4.5 · 100 3

500 1.0 · 106 2724 4.5 · 100 3

600 2.1 · 106 3468 4.5 · 100 3

700 3.9 · 106 7002 4.5 · 100 3

800 6.7 · 106 8437 4.5 · 100 3

900 1.1 · 107 9792 4.5 · 100 3

1000 1.6 · 107 17399 4.5 · 100 3

Table 4.9: Preconditioner evaluation for the periodic Cahn-Hilliard equation.

is then smaller than in the original system and independent of the discretization width
h.
Set Λ = Ω = (0, 1), G = L = 0.01, the mesh Ωh, time step size τ = 0.01 and different
spatial discretizations from N = 100 to N = 1000. The initial distribution is p(x, 0) =
2x− 1. The right-hand side vector f ∈ RN is set as fi = i2.
Table 4.9 shows the results. The second and third column show that the condition
number κ(AE) and the iteration number for the solution of (4.26) are large and depend
on the discretization width [9]. The fourth and third column show that the condition
number of κ(A−1

E0AE) and the iteration number for (4.27) are small and independent of
the discretization width.

4.2.5.3 Oscillations

The stable approximation in 3.5.1 comes with a price. Although the energy is mono-
tonically decreasing, additional errors are introduced. For large time steps, oscillations
during spinodal decomposition and interface formation occur. These effects are indepen-
dent of spatial discretization. This example investigates the impact of these oscillations
compared to the solution achieved by fine time steps.
Set Ω = (0, 1), Λ = (0.25, 0.75), G = L = 0.01, the mesh Ωh with h = 0.01 and
T = (0, 1). A reference solution with τ = 1

1000 is used and compared to the solution with
τ ∈ { 1

10 ,
1
20 ,

1
30 ,

1
40 or 1

50}. The initial phase-field distribution in Λ is set to p(x, 0) =
4x − 2. This gives p(0.25, 0) = −1 and p(0.75, 0) = 1 at the boundary of Ω. No
special surface wetting condition or Neumann boundary flux condition are applied, so
rµ = rp = 0, see (3.87).
Figure 4.16 (a) shows the initial state p0 inside Ω = (0.25, 0.75) and the reference solution
at t = 1. The linear gradient is transformed to two phases of both equilibrium concen-
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Figure 4.16: Oscillations in a numerical solution to the Cahn-Hilliard equation

tration and a static interface between them. Figure 4.16 (b)-(f) show the evolution of
the phase-field around the reference solution at the times ti = i

10 , i ∈ {1, . . . , 10} for the
different time step sizes. E.g., Figure 4.16 (b) shows the solutions for the large time step
size τ = 1/10. Large oscillations can be observed. The phase-field shows oscillations
around the equilibrium solution in Figure 4.16 (a). Figure 4.16 (f) shows the solutions
for the small time step size τ = 1/50 and only small oscillations can be observed.

4.2.5.4 Spinodal decomposition

In this example, the effects of spinodal decomposition and Ostwald ripening [76] are
investigated. The stable time integration method allows for arbitrary time steps. This
is especially interesting as the process of ripening happens on an exponential time scale,
i.e., the logarithm of a particle radius depends linearly on the logarithm of the elapsed
time. For this example, exponential time step sizes are chosen.

Set Ω = (0, 1) × (0,
√

3
2 ) and G = L = 0.01. The domain Λ ⊂ Ω is characterized by

regular star-shaped holes. Figure 4.17 (a) shows the domain Λ in grey. The boundary
of Λ is shown in red. The distance between the centers of two stars is 0.25. Each star S
is described by the equation
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(a)
(b) (c)

(d) (e)

Figure 4.17: (a) Domain Λ with star-shaped holes. (b) - (e) Contour lines for p = 0 show
the spinodal decomposition for different times.

S =

{
(x1, x2) ∈ Ω

∣∣∣∣||x|| < 0.05(1 + 0.2 sin (5λ)), where tanλ =
x2

x1

}
. (4.28)

The mesh Ωh is used with N1 = 500, N2 = 433 and h = 0.002. The time domain
(0, 1) is discretized into four time steps with different size to get solutions at the times
t ∈ {0.001, 0.01, 0.1, 1}, that is, τ ∈ {0.001, 0.009, 0.09, 0.9}. The initial state p0 is chosen
randomly from a uniform distribution on (−1, 1) and not shown. No special surface
wetting condition or Neumann boundary flux condition are applied, so rµ = rp = 0.
Figure 4.17 (b) - (e) show the solutions at the different times. In grey regions holds
p > 0, in white regions holds p < 0. The boundary of Λ is in red. In the beginning
arbitrary spots show coalescence in Figure 4.17 (b) and (c). Larger phase regions can be
seen in Figure 4.17 (d) and (e). The interfaces between different holes then evolve and
become shorter between the different holes. By this, they minimize the interface energy.

4.2.5.5 Surface wetting

In this example, the effect of the surface wetting boundary condition rp is investigated.
If rp = 0 the phase interface is orthogonal to the boundary of the domain. The sign of
rp represents if states p = 1 and p = −1 are either attracted or repelled by the domain
boundary6. The contact angle is used to describe this property.

6Surfaces for water can either be hydrophilic or hydrophobic.
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(a) (b) (c)

Λ Λ Λ

Figure 4.18: (a) Initial state. (b)-(c) State for positive and negative surface wetting.

Set Ω = (0, 1)2, Λ = {||x− 1
2 || < 0.4}, T = (0, 0.1) and G = L = 0.01. The mesh Ωh is

used with N1 = N2 = 512, τ = 0.01 and

p(x, 0) =

{
1 x2 < 0.5

−1 x2 ≥ 0.5
, (4.29)

see Figure 4.18 (a). The Neumann boundary condition is set to zero, rµ = 0, while the
surface wetting rp is chosen from the set {50,−50}.
Figure 4.18 (b)-(c) show the state for the two different values of rp at t = 0.1. They
show contact angles different from orthogonal contact.

4.2.5.6 Phase separation in a porous microstructure

In this example, a 3D example related to the intercalation of lithium-ion batteries is
shown. The cathode material is built from a porous microstructure. Then p(x, t) is
associated with the lithium ion concentration by the definition in 3.3.2. The boundary
conditions define a lithium ion concentration flux into the microstructure.
Set Ω = (0, 0.32)3 and G = L = 0.01. Then Λ consists of several overlapping spheres with
diameter 0.15 with |Λ| = 1

2 |Ω|. The spatial discretization N1 = N2 = N3 is varied from
N1 = 32 up to N1 = 512. Set T = (0, 1), τ = 0.01 and p(x, 0) = pstart = −1, associated
with an empty cathode. No special surface wetting condition is applied, rµ = 0. The
Neumann boundary condition rµ is set to a constant value such that∫

T

∫
∂Λ
rµ(x, t)dVdt =

∫
Λ

(pend − pstart)dV,

⇔ |T ||∂Λ|rµ(x, t) = ((1)− (−1))|Λ|,
⇔ rµ(x, t)|∂Ω| = 2|Λ|,

⇔ rµ(x, t) =
2|Λ|
|∂Λ| .

(4.30)
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(a) (b) (c) (d)

Figure 4.19: 3D porous microstructure. (a) - (c) Slices in XY-direction, XZ-direction
and YZ-direction. (d) 3D representation of the structure.

Using this, it is ensured that the average value at time t = 1 is p(x, 1) ≈ pend = 1. This
is associated with a full cathode.
Figures 4.19 (a)-(d) show the different slices of the 3D structure along the three Cartesian
planes in directions xy, xz and yz. The 3D structure is built of overlapping spheres,
randomly and periodically distributed inside the domain. Figures 4.20 (a)-(c) show the
same slices of the 3D structure now at time t = 0.5. At this point, exactly half of the
material has been transformed from lithium-poor to lithium-rich phase. In Figure 4.20
different filled phases can be seen inside the porous structure, some have already merged
together in the process of Ostwald ripening. The occurrence of occupied and empty
phase-active material next to each other results in mechanical stresses and deformation
of the battery material. It is crucial for battery design to predict these occurrence
depending on porosity, volume fraction, and geometric composition of the structure.
The error is defined in (4.25). Figure 4.21 shows the numerical convergence rate with
a linear slope. Table 4.10 shows numerical details for the simulation. The number of
degrees of freedom on the mesh Ωh is given by N . The number of degrees of freedom
on the interfaces is given by 2NIF. This is the size of the system of linear equations
in (3.91). The column Inner it. gives the average number of iterations per solution of
(4.27). The column Outer it. gives the average number of iterations per solution of
(3.91).
The total degrees of freedom of the system |ph| grow as O(N3

1 ), the degrees of freedom in
the IIM grow O(N2

1 ). This allows for larger discretizations with the same computational
effort. The number of inner iterations is independent of the spatial discretization. This
fits to the results of 4.2.5.2. The number of outer iterations grows from 11 to 45. Larger
numerical effort is required for the solution of (3.91).

4.2.5.7 Second-order time integration

In this example the second-order time integration method in 3.5.4 is evaluated. No IIM
is used for this example.
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(a) (b) (c) (d)

Figure 4.20: Solution in a 3D porous microstructure at t = 0.5. (a) - (c) Slices in
XY-direction, XZ-direction and YZ-direction. (d) 3D representation of the
structure.
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Figure 4.21: Convergence plot for the Cahn-Hilliard equation in 3D

N1 N = N3
1 2NIF = O(N2

1 ) Inner it. Outer It.

32 323 = 32 768 12 952 15 11

64 643 = 262 144 51 808 13 16

128 1283 = 2 097 152 207 232 12 23

256 2563 = 16 777 216 828 928 15 32

512 5123 = 134 217 728 3 315 712 13 45

Table 4.10: Iteration numbers for different discretizations.

Example a b c

c0(x) sin(x) 4
π2 (x− π)(|x− π| − π) || 2πx− 1| − 2| − 1

∂xc0(x) cos(x) 4
π2 (2|x− π| − π) 2

π sign
(
x− π

2

)
sign

(
x− 3π

2

)
∂2
xc0(x) − sin(x) 8

π2 sign (x− π) 0

Smoothness C∞(Ω) C1(Ω) C0(Ω)

Table 4.11: Three differently smooth initial concentration functions.
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Figure 4.22: Different initial configurations for the Cahn-Hilliard equation and their
derivatives.

Set Ω = Λ = (0, 2π), T = (0, 0.1), G = 0.01, L = 0.05. Three different periodic initial
configurations ca0, cb0, cc0, with decreasing smoothness are used. Table 4.11 defines the
three functions. Figure 4.22 shows a plot of them and their derivatives.
Figure 4.23 shows error plots and Table 4.12 shows the convergence rates. For ca0 the
method gives second-order convergence, while for cb0 and cc0 only linear convergence is
achieved. The convergence rate of a time integration method depends on the smoothness
of the analytic solution to the continuous problem. In [35] the smoothness of the initial
data is shown to be sufficient for the smoothness of the solution. Here an example is
given where it is required for a smooth solution. The non-smooth initial data cc0(x)
supposedly results in a non-smooth solution cc(x, t) and second-order convergence is not
achieved.
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Figure 4.23: Error plot for the Cahn-Hilliard equation with second-order time integration

Initial data ca0(x) ∈ C∞ cb0(x) ∈ C1 cc0(x) ∈ C0

Convergence rate 2.02 1.50 1.07

Table 4.12: Convergence rates for the Cahn-Hilliard equation with second-order time
integration

4.3 Microstructure generation

In this section, algorithms for the generation and coating of periodic microstructures are
introduced. Spherical packings are introduced in Subsection 4.3.1 and an elastic test is
given. The concept of coating is defined in Subsection 4.3.2. Then two different coating
methods are introduced and analyzed in Subsections 4.3.3 and 4.3.4 and compared in
Subsection 4.3.5. Finally the elastic test is repeated with the coated microstructures in
Subsection 4.3.6. Lengths are given in nanometers.

4.3.1 Spherical packing

Four different spherical packings are introduced, simple cubic (SC), body centered cubic
(BCC), face centered cubic (FCC) and hexagonal close packed (HCP) [37]. The definition
of a spherical packing envails the lengths of the unit cell, the radius of the spheres in
the unit cells, and the centers of all spheres that have non-empty intersection with this
unit cell. This gives an analytical description of the packing.

• SC: Unit cell [0, 1]× [0, 1]× [0, 1]. Radius r = 1
2 . There are 8 centers of spheres to

consider.
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Packing Number of centeres Center coordinates Mi=(xM ,yM ,zM )

SC 8 (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1),
(1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1).

BCC 9 (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1),
(1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1),
(1

2 ,
1
2 ,

1
2).

FCC 14 (0, 0, 0), (0, 0, 1), (0, 1, 0), (0, 1, 1),
(1, 0, 0), (1, 0, 1), (1, 1, 0), (1, 1, 1),
(1

2 ,
1
2 , 0), (1

2 ,
1
2 , 1), (1

2 , 0,
1
2),

(1
2 , 1,

1
2), (0, 1

2 ,
1
2), (1, 1

2 ,
1
2).

HCP 14 (0, 0, 0), (0, 0,
√

8
3), (0,

√
3, 0), (0,

√
3,
√

8
3),

(1, 0, 0), (1, 0,
√

8
3), (1,

√
3, 0), (1,

√
3,
√

8
3),

(1
2 ,
√

3
2 , 0), (1

2 ,
√

3
2 ,
√

8
3), (1

2 ,
√

3
6 ,
√

2
3),

(1
2 ,

7
√

3
6 ,
√

2
3), (0, 2

√
3

6 ,
√

2
3), (1, 2

√
3

6 ,
√

2
3).

Table 4.13: Parameters for the unit cells of spherical packings.

• BCC: Unit cell [0, 1]× [0, 1]× [0, 1]. Radius r =
√

3
4 . There are 9 centers of spheres

to consider.

• FCC: Unit cell [0, 1]× [0, 1]× [0, 1]. Radius r =
√

2
4 . There are 14 centers of spheres

to consider.

• HCP: Unit cell [0, 1] × [0,
√

3] × [0,
√

8
3 ]. Radius r = 1

2 . There are 14 centers of

spheres to consider.

The centers of the spheres are specified in Table 4.13. Figure 4.24 shows the unit cell
for the four different spherical packings.
The spherical packings are defined such that the spheres do not overlap. An elastic prob-
lem on such spherical packings is ill-posed for the contact points [112]. The numerical
solution for the stress does not show uniform convergence for finer discretizations. The
analytical solution to an elasticity problem posed with the character of the presented
elastic model (isotropic strain) on this domain has a singular value, such as infinitesimal
small deformation and an infinite stress maximum [144]. A numerical example is given
to show this property and to investigate the maximum stress occuring.
Consider a cathode domain Ωc consisting of two hemispheres with radius 50 in the
domain Ω = (0, 100)3, see Figure 4.25. The centers of the two hemispheres are given as
M1 = (0, 50, 50) and M2 = (100, 50, 50). The domain Ωc is then defined as
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x
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z

(a) (b) (c) (d)

Figure 4.24: Unit cell of uncoated spherical packings. (a) SC. (b) BCC. (c) FCC. (d)
HCP.

Figure 4.25: Microstructure for computation of elastic stresses

Ωc = {||x−M1|| < r ∧ ||x−M2|| < r} , (4.31)

and Ωe = Ω\Ωc is the electrolyte domain. A static elastic problem is considered and the
concentration c inside the electrode material is set to the constant value c(x) = 0.5cmax,c.
The elastic constants in cathode and electrolyte are chosen according to Table 2.2. Pe-
riodic boundary conditions are chosen in all three spatial dimensions. The spatial dis-
cretization with N1 = N2 = N3 is chosen from N1 ∈ {30, 40, . . . , 250}.
Figure 4.26 (a) shows the resulting von-Mises stress along the line from M1 to M2. The
solution for the von-Mises stress does not converge. Figure 4.26 (b) shows the maximum
von-Mises stress. A limit value of the maximum von-Mises stress cannot be extrapolated.
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Figure 4.26: von-Mises stress in an uncoated microstructure. (a) Along the line from M1

to M2. (b) Maximum von-Mises stress.

4.3.2 Coating algorithms

In order to give a well-posed elastic problem, a coating is introduced that enlarges
the domain and gives a smooth surface of the domain Ωc. Assume a pair of points
P = (M1,M2) that consists of two centers of spheres with the same radius R touching
each other in a point. Therefore, it holds ||M1 −M2|| = 2R.
A local cylindric coordinate system is defined by projection onto (z, r) from the global co-
ordinates x = (x1, x2, x3). The third degree of freedom, the rotational angle around the
center axis is neglected due to an assumption of axial symmetry for a coating algorithm.
The projection φ is then given as

φ :


R3 → R2,

x 7→
(
z

r

)
=

(
(x−M1) ◦ M1−M2

||M1−M2||
||(x−M1)× M1−M2

||M1−M2|| ||

)
.

(4.32)

A coating function f is defined as

f :


R2 → {0, 1},(
z

r

)
7→ f

(
z

r

)
.

(4.33)

A coating domain is defined as a subset Ωcoat of the domain Ωe and is given as

Ωcoat = {x ∈ Ωe|f(φ(x)) = 1} . (4.34)
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Figure 4.27: (a) Diagram for the derivation of the circle coating. (b) Diagram for the
derivation of the volume fraction of the circle coating.

The following properties are required for a valid coating:

• Bounded coating: f(z, r) = 0 if (z, r) 6∈ [0, R]× [0, 2R].

This restricts the coating to a reasonable domain around the contact point.

• Axial symmetry: f(z, r) = f(2R− z, r) ∀(z, r) ∈ [0, R]× [0, 2R].

This ensures that the coating is axially symmetric such that the mapping from the
set of center points to the ordered pairs P = (M1,M2) is invariant to permutation.

• Simply connected: Ωc ∪ Ωcoat is simply connected.

This reflects the basic property of a coating to be adhesive to the surface of the
coated domain such that no holes are generated by the coating.

• Smoothing: The boundary of Ωc ∪ Ωcoat is smooth.

This should prevent the divergent elastic solution as shown in Figure 4.26.

Next, two different coating functions are defined that fulfill the presented requirements.
The analytic description of the coating function f is given as well as the volume fraction
of the coating. The geometric derivations are supported by well-known formulas available
in standard mathematical handbooks, e.g. [101].

4.3.3 Circle coating

Figure 4.27 (a) depicts the projection domain [0, 2R] × [0, R]. The points M1, M2,

P and Q have local coordinates (0, 0), (2R, 0), (R,R) and (
√

2
2 R,

√
2

2 R) respectively.

Additionally, values zl =
√

2
2 R and zr =

(
2−

√
2

2

)
R are introduced, the r-coordinates

of Q and Q′.
A function c(r, z) : [0, 2R]× [0, R]→ R is introduced as
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c(r, z) = (z −R)2 + (r −R)2 − (
√

2− 1)2R2 (4.35)

The level set {c = 0} includes the circle arc going through Q and Q′. The coating
function is then

f(z, r) =


0, if z < zl,

θ(c(r, z)), if zl 6 z 6 zr,

0, if zr < z,

(4.36)

where θ is the Heaviside function. This relates to the area under the parabola.
Figure 4.27 (b) introduces several colored domains for the derivation of the volume of
the coating domain (green). The volume of the rotational body resulting from the gray
segment is now calculated. Guldin’s formula gives the volume of a rotational body as
V = 2πrsA, where A is the area of the rotating shape and rs the distance of the centroid
of it to the rotation axis. The area of a segment and a centroid are given as

A(ξ, q) =
q2

2
(2ξ − sin (2ξ)) , d(ξ, q) =

4q sin3 (ξ)

3 (2ξ − sin (2ξ))
, (4.37)

where ξ is the angle and q is the radius of the segment [101]. The value of d gives the
distance of the centroid from the radius. The values for angle and radius are ξ = π

4 and

q = (
√

2− 1)R, respectively. The distance of the centroid to the rotational axis is then
rs = R− d(ξ, q).

The volume of a spherical cap (red in Figure 4.27) is VCap(q, h) = πh2

3 (3q − h), where q
is the radius and h is the height. Here, q = r and h = 1− cos (π4 ).
The volume of a cylinder consisting of the colored parts in Figure 4.27 is VCyl = πq2h,
where q is the radius and h is the height. Here, h = 2− 2 cos (π4 ) and q = sin

(
π
4

)
.

The volume of the coating is then given as

VCoating = VCyl − VSeg − 2VCap =

=
1

2

(
2
√

2− 3
)

(π − 4)πR3

≈ 0.231346r3

(4.38)

4.3.4 Parabola coating

Figure 4.28 depicts the projection domain [0, 2R]× [0, R]. The point Q has coordinates
(R cos (α), R sin (α)). Additionally, values zl = R cos (α) and zr = R(2 − cos (α)) are
introduced. The parabola is represented as the level set of the function p(r, z) = a(z −
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Figure 4.28: (a) Diagram for the derivation of the parabola coating. (b) Diagram for the
derivation of the volume fraction of the parabola coating.

xs)
2 + b−r, with a, b, xs ∈ R being the parameters. Then xs = R due to axial symmetry

of M1 and M2. Furthermore,

R cos (α) = a(R sin (α)−R)2 + b, (4.39a)

− cot (α) = 2a(R sin (α)−R), (4.39b)

where (4.39a) results from Q being on the parabola and (4.39b) results from the require-
ment that the slope is continuous at Q in order to get a C1-boundary. This gives

a = − cot (α)

2(r cos (α)− r) ,

b = R sin (α) +
1

2
R cot (α)(cos (α)− 1).

(4.40)

The coating function is then

f(z, r) =


0, if z < zl,

θ(p(r, z)), if zl 6 z 6 zr,

0, if zr < z,

(4.41)

where θ is the Heaviside function.
Figure 4.27 (b) introduces several colored domains for the derivation of the volume of
the coating domain (green). The volume of the rotational body given by the parabola
is given as an integral,

VPara = π

zr∫
zl

(a(x− xs)2 + b)2dx. (4.42)
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Figure 4.29: Comparison of circle and parabola coating for different angles α.

(a) (b) (c) (d)

Figure 4.30: Coatings of the elastic test microstructure. (a) Circle coating. (b)-(d)
Parabola coating for different angles α.

The volume of the spherical caps VCaps is calculated as shown in the previous subsection.
The volume of the coating is then given dependent on the angle α as

VCoating(α) = VPara − 2VCap =

=
16

15
π(6 + 5 cos (α) + cos (2α) csc (α)2 sin (

α

2
)
6
r3,

VCoating(
π

4
) ≈ 0.20072r3,

VCoating(
π

6
) ≈ 0.0436365r3,

VCoating(
π

10
) ≈ 0.00594741r3.

(4.43)

4.3.5 Comparison of coatings

Figure 4.29 shows the circle coating and the parabola coating for α ∈ {π4 , π6 , π10}. With
α = π

4 , the parabola coating uses the same analytic contact points as the circle coating
but it has smaller volume fraction. Figure 4.30 shows those four different coatings in a 3D
representation. In red the two hemispheres can be seen, in green the coating. Table 4.14
gives numerical values for the volume fraction of the different coatings. Several spatial
discretizations are realized and the result is compared to analytical limits. The volume
of the sphere itself is in this case 4π

3 R
3 ≈ 4.19R3.

Figure 4.31 shows unit cells of coated spherical packings.

94



4.4 Electro-chemical examples

Coating function Nx = 64 Nx = 128 Nx = 256 Nx = 512 Analytical sol.

Circle 0.230957 0.230530 0.231510 0.231329 0.231346

Parabola, α = π
4 0.199219 0.199127 0.200932 0.200720 0.20072

Parabola, α = π
6 0.042480 0.043365 0.043635 0.043640 0.0436365

Parabola, α = π
10 0.005615 0.005676 0.005920 0.005932 0.00594741

Table 4.14: Volume fractions as parts of R3

x

y

z

(a) (b) (c) (d)

Figure 4.31: Unit cell of coated spherical packings. (a) SC. (b) BCC. (c) FCC. (d) HCP.

4.3.6 Numerical test of the coating

The static elastic test given before is repeated with a coated domain. The parabola
coating function is chosen with α = π

6 . The coating is added to the electrode material,
Ωc

..= Ωc ∪ Ωcoat. All other parameters are set to the same values.
Figure 4.32 (a) shows the resulting von-Mises stress along the line from M1 to M2. The
solution converges numerically to a limit. Figure 4.32 (b) shows the maximum von-Mises
stress in the domain against the spatial discretization width h. For the problem with
the coated domain, there is convergence to a value for the maximum von-Mises stress
inside the domain.

4.4 Electro-chemical examples

In this section, the algorithm NWT is used for examples of the electro-chemical model
in 1D and 2D. The simulation is restricted to short simulation times and high C-rates
between 10 and 100 to minimize the computational effort. If not noted otherwise, the
material parameters of Table 2.2 are applied as well as Model A, (2.33), for the exchange
current density. Lengths are given in nanometers.
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Figure 4.32: von-Mises stress in a coated microstructure. (a) Along the line from M1 to
M2. (b) Maximum von-Mises stress.

First, the spinodal decomposition in a LiFePO4 cathode is demonstrated in Subsec-
tion 4.4.1. Different models for the exchanges current density are compared in Subsec-
tion 4.4.2. The cell voltage is analyzed in Subsection 4.4.3 and both size and shape of
cathode particles are varied in Subsection 4.4.4. A simulation of a complex microstruc-
ture is given in Subsection 4.4.5 and negative C-rates are analyzed in Subsection 4.4.6.

4.4.1 Spinodal decomposition

Set Ω = (0, 100)2 and C = 100. A microstructure with a half-circle cathode is considered,
see Figure 4.33. The mesh Ωh is applied with N1 = N2 = 400.
Figure 4.34 shows the cathode particle at SOC=0.25. Figure 4.35 shows the lithium ion
concentration along the indicated line in Figure 4.34 for different SOC. In the beginning
at SOC=0.05 the concentration inside the particle increases uniformly at the surface
and in the center of the particle. This is called the bulk state or solid-diffusion state.
The diffusivity coefficient inside the solid material is high enough in comparison to the
particle radius to distribute the lithium ion flux at the electrode-electrolyte boundary. As
soon as SOC=0.127 is exceeded, the lithium ions inside the particle separate in lithium-
rich and lithium-poor phases. The exact distribution of the phases inside the particle
depends on the microstructure, the C-rate, and the parameters used in the phase-field
model. While in the bulk state the lithium ion concentration exhibits a radial symmetry
inside the circular particle, this symmetry is broken in the phase-separated state in favor
of two lithium-rich phases at the surface. At SOC=0.1225 the lithium ion concentration
at the surface reaches the maximum equilibrium concentration c = 0.987cmax,c and a

7Concentration cS in Figure 4.1
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Figure 4.33: Battery microstructure with a half-circle or ellipsoidal cathode in 2D.
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Figure 4.34: Spinodal decomposition in a half-circle cathode particle.

lithium-rich phase is established. Finally at SOC=0.25 the phase-separation is completed
and a lithium-poor phase has emerged with the minimum equilibrium concentration
c = 0.013cmax,c.

4.4.2 Exchange current densities

In this example, the coexistence of lithium-poor and lithium-rich phase is encouraged
by the initial conditions and the resulting Butler-Volmer current density is evaluated.
Different models for the exchange current density i0 are compared.
In spherically symmetric phase-field models [148, 31], the concentration gradient in the
electrode material is by definition of the model perpendicular to the surface. The abun-
dance of a concentration gradient along the interface simplifies the choice of a consistent
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Figure 4.35: Concentration along the indicated line in Figure 4.34 for different SOC.

exchange current density i0 in the Butler-Volmer equations. In the presented electro-
chemical model, it is expected that both lithium-rich and lithium-poor phases emerge
along the surface of the solid material at the same time. Hence it is also possible that
a phase interface region exists along the particle surface. Figure 4.34 shows the phase
interface region at the particle surfaces indicated by red circles.
Set Ω = (0, 10)× (0, 100) and C = 100. A flat layered microstructure is considered, see
Figure 4.36. The mesh Ωh is applied with N1 = 40 and N2 = 400. The initial lithium
ion concentration in the cathode is shown in Figure 4.37 (a). Both Model A and B,
see (2.33) and (2.34), are used for the simulation as well as different interface lengths L
ranging from 3.3 nm to 16.7 nm.
Figure 4.37 (a) shows the lithium ion concentration at SOC=0.5. The center of the
phase interface region is at 50 nm. On the left resides a lithium-rich phase, on the
right a lithium-poor phase. Figures 4.37 (b)-(c) show the current density ise along the
cathode-electrolyte interface. For Model A, the surface current density is large in the
lithium-rich phase and rises near the phase interface region. In the lithium-poor phase
it is ten times smaller than at the maximum. For Model B, the surface current density
is distributed equally to both lithium-rich and lithium-poor phases.
Table 4.15 shows the fraction of the electric current through the phase interface region
for different phase-field interface widths L and both exchange current density models.
For both models a considerable part of the electrode-electrolyte current flows through
the phase interface region.
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x
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Figure 4.36: Flat three-layer microstructure with phase nucleation region (dark green).

Interface width 16.7 13.3 10.0 6.7 3.3

Model A (2.33) 22.74% 21.28% 16.86% 11.81% 9.44%
Model B (2.34) 36.81% 35.76% 29.83% 22.10% 17.50%

Table 4.15: Fraction of electric current through phase interface region for two different
exchange current density models.

4.4.3 Cell voltage

In this example, the influence of the C-rate on the cell voltage is investigated. The cell
voltage is defined as the difference of the electric potential between anode and cathode.
Due to high conductivity, the electric potential is approximately constant inside each
domain. First, the jump φse,s − φse,e in the electric potential at the solid-electrolyte
interfaces will be examined separately for anode and cathode. Then the cell voltage as
the sum of both jumps will be discussed later.

4.4.3.1 1D structure

Set Ω = (0, 100) with Ωa = (0, 40), Ωe = (40, 60) and Ωc = (60, 100) with C ∈
{10, 20, 50, 100} and N1 = 400.
Figure 4.38 (a) shows the potential jump at the anode-electrolyte interface. In an equi-
librium state the Nernst overpotential η in (2.31) is zero and the concentration inside
the anode particle is constant due to diffusion. The potential jump φae,a − φae,e can be
expressed using the logarithmic diffusion potential µa(c) depending on the SOC as
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Figure 4.37: (a) Lithium ion concentration in the initial state and for SOC=0.5. (b)-(c)
Butler-Volmer current ise along the cathode-electrolyte interface for differ-
ent phase-field interface lengths L.
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Figure 4.38: (a) Potential jump at the anode-electrolyte interface. (b) Potential jump at
the cathode-electrolyte interface.

η = φae,a − φae,e − Ūa +
µa(c)

F
= 0

⇒ φae,a − φae,e = Ūa −
µa(c)

F
= Ūa −

RT

F
log

SOC

1− SOC .
(4.44)

Figure 4.38 (a) shows this approximation to the equilibrium state. The voltage curves
approach the analytical approximation in (4.44) for smaller C-rates, because the Nernst
overpotential η gets smaller. Figure 4.38 (b) shows the potential jump at the cathode-
electrolyte interface. The vertical dotted lines show the states of charge that correspond
to the spinodal decomposition points. The equilibrium solution for the potential jump
φce,c − φce,e at the electrolyte-cathode interface can be derived as

η = φce,c − φce,e − Ūc +
µc(c)

F
= 0

⇒ φce,c − φce,e = Ūc −
µc(c)

F
.

(4.45)

Figure 4.38 (b) shows this approximation to the equilibrium state in the bulk state
region. For the SOC between spinodal decomposition points another approximation can
be given. Given the Maxwell construction and the higher equilibrium concentration
c2 ≈ 0.987cmax,c the resulting plateau electric potential can be calculated. The interface
condition in (2.29) is solved for the potential jump φce,c−φce,e at the electrolyte-cathode
interface. The chemical potential µc(c) inside the solid at the particle surface is zero in
a phase-separated state in equilibrium, so the potential jump is given as
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Figure 4.39: (a)-(c) An ellipsoidal particle for SOC ∈ {0.2, 0.4, 0.6}.

φce,c − φce,e = Ūc − 2
RT

F
arcsinh

 ise

2k
√
ce,0c2

cmax,c

2

. (4.46)

This approximation depends on the C-rate. Figure 4.38 (b) shows this approximation to
the equilibrium state in the phase-separated region for different C-rates. The transient
simulation deviates from the equilibrium solution for larger SOC as the surface con-
centration rises. The phase-separated state ends when the phase interface collides with
the boundary of the cathode particle. The lithium ion concentration is then distributed
evenly in the particle and the equilibrium solution for the bulk state is valid again

4.4.3.2 2D structure

Set Ω = (0, 100)2 with C ∈ {10, 20, 50, 100} and N1 = N2 = 400. Figure 4.33 introduces
structures of different ellipsoidal particles. Choose an ellipsoidal cathode particle with
axes 80 nm and 40 nm.
Figure 4.40 (a) shows the potential jump at the cathode-electrolyte interface with equi-
librium approximations as derived before. In the previous 1D example, the potential
jump decreases with time in the phase-separated state for SOC ∈ (0.13, 0.9). In the
2D example, the potential jump rises. Figure 4.40 (b) shows the resulting cell volt-
age. Small discontinuities can be seen if the cathode particle changes from bulk state to
phase-separated state and vice versa at SOC 0.12 or 0.9.

4.4.4 Variation of cathode particle size and shape

In this example, the effect of cathode particle size and particle shape on the charging is
examined. For transmission problems, the ratio between the size of the interface region
Γce and the volume of the domain Ωc is important as well as the shape of the domain
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Figure 4.40: (a) Potential jump at the cathode-electrolyte interface. (b) Cell voltage.

Ωc. The intrinsic length scale of the phase-field model results in a minimum domain size
where the phase-separated state can exist, see 4.1.1.

4.4.4.1 Size effects

Set Ω = (0, x)2 with x ∈ {10, 20, 30, 40, 50}, C = 100 and N1 = N2 = 200. The half-circle
cathode structure from Figure 4.19 is applied. The resulting diameters of the cathode
structure are 8, 16, 24, 32, and 40 nm.
Figure 4.41 shows the cell voltage. For large particles with diameter 40 and 32 nm, the
phase separation happens as shown before in 4.4.1. The critical SOC can be found by the
voltage discontinuity. This SOCcrit depends on the particle diameter. The smaller the
particle size, the later the phase separation happens. For small particles with diameter 16
and 8 nm, no phase separation happens. The gradients in the lithium ion concentration
are dominated by the large interface current8. Spikes and additional jumps in the cell
voltage result from reorderings of the phases during the intercalation. They depend on
the structure and the size of the particle.

4.4.4.2 Shape effects

Set Ω = (0, 100)2, C = 100 and N1 = N2 = 400. Two different ellipsoidal cathode
structures are examined, a flat particle with axes (a1, a2) = (80, 40) and a tall particle
with axes (a1, a2) = (40, 80), see Figure 4.33.

8 Stochastic fluctuations in the lithium ion concentration may initiate phase separation in nanoparticles,
but they are not considered in this work.
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Figure 4.41: Cell voltage for different-sized particles.

Figure 4.42 shows both particles at SOC=0.14 in a phase-separated stage. Starting at
the bulk phase, the surface current is constant along Γce. For areas with large curvature,
the concentration rises faster than for flat edges. Therefore, concentration gradients built
up inside the particle at exposed corners. This results in the formation of lithium-rich
phases.

4.4.5 Simulation of a complex microstructure

In this example a complex microstructure built from geometric shapes is used. Set
Ω = (0, 100)2, C = 100 and N1 = N2 = 400.
Figures 4.43 (a)-(c) show the lithium ion concentration in the cathode material. The
lithium-rich phases evolve at different rates as well as the phase interface. The lithium-
rich phase in the middle does not grow. Its growth would cause an increase of the
interface energy. The other two lithium-rich phase in the left and right branch grow.
Their growth does not increase the interface energy.

4.4.6 Differences between charging and discharging

In this example, the different behavior for charging and discharging is investigated. Set
Ω = (0, 100), C = {±1,±2,±5} and N1 = 400.
Figure 4.44 (a) shows the concentration in a 1D cathode structure for C = ±1 at
SOC=0.5. The cathode-electrolyte interface is shown at x = 0. For C = 1, the lithium-
rich phase originates at the cathode-electrolyte interface and an empty cathode particle
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Figure 4.42: Spinodal decomposition in ellipsoidal particles (a) Flat ellipsoidal particle
with two lithium-rich phases at both ends at SOC=0.14. (b) Tall ellipsoidal
particle with one lithium-rich phase at SOC=0.14.
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Figure 4.43: (a)-(c) Complex microstructure showing different lithium-rich phases at
SOC ∈ {0.28, 0.56, 0.83}.
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Figure 4.44: Lithium ion concentration and cell voltage for positive and negative C-rates.
(a) Lithium ion concentration at SOC=0.5. (b) Cell voltage.
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is charged. For C = −1, the lithium-poor phase originates at the cathode-electrolyte
interface and a filled cathode particle is discharged.
Figure 4.44 (b) shows the cell voltage for different C-rates. For small C-rates, the
difference between charging and discharging mostly disappears. The process is not totally
symmetric. Phase separation happens at either SOC=0.13 (charging) or SOC=0.87
(discharging), but the reversal of the phase separation due to interface collision happens
at either SOC=0.95 (charging) or SOC=0.05 (discharging).

4.5 Elastic coupling

In this section, the algorithm NWT is used for examples of the electro-chemo-mechanical
model in 1D and 2D. The algorithm DD is used for examples of the electro-chemo-
mechanical model in 3D. If not noted otherwise, the material parameters of Table 2.2
are applied as well as Model A for the exchange current density.
Effects of elastic coupling are investigated for structures in 1D in Subsection 4.5.1 and
2D in Subsection 4.5.2. The effect of an imposed eigenstrain is investigated in Sub-
section 4.5.3. Then 3D structures are analyzed, first on a spherical cathode particle in
Subsection 4.5.4, then on a cathode built of multiple spheres in Subsection 4.5.5. Finally,
the elastic properties of a spherical packing are analyzed in Subsection 4.5.6.

4.5.1 1D structure

Set Ω = (0, 100) with Ωa = (0, 40), Ωe = (40, 60) and Ωc = (60, 100) with C = 10
N1 = 100.
Figure 4.45 (a) shows the lithium ion concentration in the cathode particle at SOC=0.5.
Figure 4.45 (b) and (c) show magnifications of interesting regions. The lithium ion
concentration is shown for different values for the partial molar volume θ. As θ in-
creases, different effects can be seen. The equilibrium concentrations change. The low
equilibrium concentration gets higher and vice versa. For θ = 0 cm3 mol−1 they are
c1 = 0.013cmax,c and c2 = 0.987cmax,c, while for θ = 3 cm3 mol−1 they are c1 ≈ 0.1cmax,c

and c2 ≈ 0.9cmax,c. A second effect is the widening of the interface length L. For
θ = 0 cm3 mol−1 it is L = 3.3 nm while for θ = 3 cm3 mol−1 it is L ≈ 4 nm.
Figure 4.46 (a) shows the hydrostatic stresses in the cathode particle. First, θ is chosen
as 0 cm3 mol−1 and no stress occurs in the cathode material. For higher partial molar
volumes, stress in both the lithium-rich phase and the lithium-poor phase occurs. At
the interface a smooth transition between the two stress states can be observed that also
widens according to a widening interface.
Figure 4.46 (b) shows the potential jump at the cathode-electrolyte interface. First,
for higher values of θ the phase separation starts later and ends sooner. The phase-
separated state is shorter compared to smaller values of θ. Second, for higher values of
θ the electric potential during phase separation is lower.
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Figure 4.45: (a) Lithium ion concentration for different values of partial molar volume.
(b)-(c) Magnifications of interesting regions.

4.5.2 2D structure

Set Ω = (0, 100)2, C = 10 and N1 = N2 = 100. Figure 4.33 introduces structures of
different ellipsoidal particles. Choose an ellipsoidal cathode particle with axes 80 nm
and 40 nm.
Figure 4.47 shows the voltage jump at the cathode-electrolyte interface. During phase
separation, the electric potential is, similar to the 1D example, lower for higher values
of θ. Additionally, numerical oscillations appear, as can be seen from the thick line for
θ = 2 cm3 mol−1.
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Figure 4.46: Hydrostatic Stress and cell voltage for different values of partial molar vol-
ume. (a) Hydrostatic stress. (b) Cell voltage.

4.5.3 Support of intercalation by eigenstrain

In this example, the effect of imposed eigenstrain on a battery particle is investigated.
On a part of the domain Ωc, a constant internal strain is added. The intercalation of
lithium ions and the spinodal decomposition and nucleation of a lithium-rich phase is
then supported in this domain. The expectation is that, compared to an example without
interior strain, the lithium-rich phase prefers to expand in the part of the domain Ωc

with interior strain.
Set Ω = (0, 100)2, C = 10 and N1 = N2 = 100. Choose a half-circle shaped cathode
particle. For the first example, the elastic strain εel is given as

εel =
1

2
(∇u+∇uT )− θ

3
cI. (4.47)

For the second example, the elastic strain εel is given as

εel =

{
1
2(∇u+∇uT )− θ

3cI + ε+
EigI, x1 < 50 nm,

1
2(∇u+∇uT )− θ

3cI, x1 > 50 nm,
(4.48)

with ε+
Eig = 0.1. See Figure 4.48 for illustration.

Figure 4.49 shows the lithium ion concentration for different SOC with and without
addition of eigenstrain. Row (a) shows a symmetric lithium ion concentration9. The
phase separation starts at the cathode-electrolyte interface and two lithium-rich phases

9As has been shown in 4.4.1.

108



4.5 Elastic coupling

0 0.5 1

3.35

3.4

State of charge SOC

P
o
te
n
ti
a
l
ju
m
p
φ
ce
,s
−
φ
ce
,e
/
V

θ = 0 cm3mol−1

θ = 1 cm3mol−1

θ = 2 cm3mol−1

Figure 4.47: Potential jump at the cathode-electrolyte interface.

Figure 4.48: A cathode particle shaped like a half-circle with partially imposed eigen-
strain.
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Figure 4.49: Lithium ion concentration for different eigenstrains. Row (a): Without
additional eigenstrain. Row (b): With additional eigenstrain.
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Figure 4.50: Cell voltage and stress invariants for a cathode built of a spherical particle

originate. Row (b) shows an asymmetric lithium ion concentration. The phase separa-
tion starts inside the particle at a lower SOC. The lithium-rich phase grows inside the
domain with eigenstrain. The phase interface between lithium-rich and lithium-poor
phase is built along the boundary between strained and unstrained domain.

4.5.4 Spherical particle

Set Ω = (0, 100)× (0, 60)× (0, 60), C = 1, N1 = 100 and N2 = N3 = 60. The cathode is
a spherical particle with radius r = 30 nm. The anode is a cuboid block.

(a) (b)

Figure 4.51: Lithium ion concentration for a cathode built of a spherical particle. (a)
SOC=0.55. (b) SOC=0.92.
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Figure 4.52: Cell voltage and stress invariants for a cathode built of multiple spherical
particles

(a) (b) (c) (d)

Figure 4.53: Lithium ion concentration for a cathode built of multiple spherical particles.
(a)-(d) SOC ∈ {0.45, 0.66, 0.76, 0.96}.

Figure 4.50 shows the cell voltage as well as the maximum hydrostatic stress and the
maximum von-Mises stress in the cathode particle. The plot is shown for SOC between
0.34 and 0.99 where phase separation is present. The hydrostatic stress attains its
maximum around SOC=0.55 and its minimum around SOC=0.92. The von-Mises stress
increases in this range.
Figure 4.51 shows the lithium ion concentration in the cathode particle at (a) SOC=0.55
and (b) SOC=0.92. The solution is rotationally symmetric and therefore a 2D projection
is shown. At SOC=0.55 the particle is composed of approximately equally sized lithium-
rich and lithium-poor phase.

4.5.5 Multiple spheres

Set Ω = (0, 320) × (0, 60) × (0, 60), C = 1, N1 = 320 and N2 = N3 = 60. The cathode
is built of three spherical particles touching each other. The parabola coating is applied
between them. The anode is a cuboid block.
Figure 4.52 shows the cell voltage as well as the maximum hydrostatic stress and the
maximum von-Mises stress in the cathode particle. The plot is shown for SOC between
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0.32 and 0.99 where phase separation is present. Both the hydrostatic stress and the
cell voltage are to some extent periodic. Local minima for the cell voltage are attained
for SOC=0.45 and SOC=0.76, a local maximum for SOC=0.66. The hydrostatic stress
attains its maximum at SOC=0.96.
Figure 4.53 shows the lithium ion concentration in the cathode particles at (a) SOC=0.45,
(b) SOC=0.66, (b) SOC=0.76 and (d) SOC=0.96. (a) and (c) correspond to one or two
completely filled particles, respectively, with small interfacial regions.

4.5.6 Spherical packings

Several spherical packings as introduced in 4.3 are applied for the generation of the
microstructure of the cathode. For SC, BCC, and FCC, the simulation domain is Ω =
(0, 200) × (0, 100) × (0, 100), C = 1, N1 = 200 and N2 = N3 = 100. For HCP, the
simulation domain is Ω = (0, 200)× (0, 173)× (0, 163), C = 1, N1 = 200, N2 = 173 and
N3 = 163. In both cases, the spatial discretization width is h = 1 nm. The cathode
is built of one unit cell of the four spherical packings. The parabola coating is applied
between them, see Figure 4.31. The anode is a cuboid block.
Figures 4.54 (a)-(b) and 4.55 (a)-(b) show the cell voltage as well as the maximum
hydrostatic stress and the maximum von-Mises stress in the cathode particle. The plot
is shown between SOC 0.32 and 0.99. In terms of the stresses, the simplest behavior is
shown by the FCC packing. After the phase separation, both hydrostatic and von-Mises
stress stay constant, although the lithium-rich phases are rearranged as can be seen from
sudden shifts in the cell voltage. For SC and BCC the stresses rise constantly with the
beginning of phase transformation and reach their maximum later for a high SOC. Both
packings show sudden phase rearrangements, which are fewer for SC. The HCP packing
shows very irregular behavior in the stresses as well as in the cell voltage. It seems that
for all structures the evolution of hydrostatic and von-Mises stress are connected to each
other as they show comparable progression during the charging.
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Figure 4.54: Cell voltage and stress invariants in a battery with a cathode built of spher-
ical packings. (a) SC. (b) BCC.
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Figure 4.55: Cell voltage and stress invariants in a battery with a cathode built of spher-
ical packings. (a) FCC. (b) HCP.

114



Chapter 5

Conclusion

First, a summary of the thesis is given in Section 5.1. Possible future work is discussed
in Section 5.2.

5.1 Summary

In Chapter 2 an electro-chemo-mechanical model for the simulation of a lithium-ion
battery on the microscale is given. The model is valid for a porous microstructure
for both electrode domains. They can be generated by software or given by imaging.
Several physical processes are described, including the transport of lithium ions inside
each electrode and the intercalation from and into the liquid electrolyte and the combined
transport of lithium ions and electrons in the liquid electrolyte. Furthermore, the electric
field is modelled by a Laplace equation. The expansion of battery material is described by
a chemical strain associated with the corresponding lithium ion concentration inside the
electrode material. In anode and electrolyte, the mathematical model for the movement
of the lithium ions is given by a classical diffusion equation with while in the cathode a
model is given for the description of phase separation phenomena.
Section 2.2 deduces the multiphysics model. In Subsection 2.2.2, the governing equations
are derived and the associated chemical potentials are given for anode, electrolyte and
cathode. The formulation with a chemical potential in (2.15),(2.20), and (2.27) supports
the dynamic analysis of charging and discharging of the battery in Section 4.1. The
focus on consistent coupling conditions in (2.23) is important. Models with one-way
coupling exist but their validity is diminished. Different models for the exchange current
density have been introduced as Model A in (2.33) and Model B in (2.34) and compared
in Subsection 4.4.2. While usually Model B is well-known and used, its validity is
questionable for cathode materials showing phase separation. The interface current is
channelled mainly through the phase interface region. Model A gives a better description.
For the diffusion equation and the Poisson equation, both the homogeneous Neumann
boundary condition may be justified as well as periodic boundary conditions. In the
elastic model, periodic boundary conditions without macroscopic displacements have
been prescribed.
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In Chapter 3 different numerical methods are applied to the numerical solution of partial
differential equations. A regular voxel mesh, a finite volume method and an implicit
Euler scheme as introduced in [79] is used for the discretization of the microscale model
on a cuboid domain. It is applied for both logarithmic (see [62]) and polynomial phase-
field potentials.
The numerical simulation of phase separation requires very different sized time steps
[149]. During the phase initiation small time steps in the range of microseconds are
required. As soon as stable phases emerge, the time step can be enlarged again. In
this work, an adaptive time step algorithm is presented in combination with a damped
Newton scheme in Subsection 3.2.4 and demonstrated in Subsection 4.4.1.
The coupled electro-chemical model for the electrolyte (2.15) is decoupled. This requires
rewriting of both the governing equations and the Butler-Volmer interface conditions.
The decoupled model is given as (3.35) and (3.36). The logarithmic phase-field potential
in (2.26) is replaced by the best polynomial approximation in (3.40). The Dirichlet
boundary condition on the electric potential in (2.37) is replaced by a pure Neumann
boundary condition in (3.42). Dirichlet boundary conditions require the application
of a penalty method in the discretization. Their abundance simplifies the numerical
solution. In 3.3.5 a fully decoupled algorithm is given that enables the parallel solution
of the equations in the different domains. The information exchange is given by means
of the Butler-Volmer interface currents.
The numerical solution of the Poisson equation and the diffusion equation in Section 3.4
by Fourier integration gives higher-order integration schemes for the periodic formula-
tions in (3.69) and (3.71). On complex domains, first-order schemes are achieved by the
immersed interface method in (3.77) and in (3.84). In space, finite difference approxi-
mations are applied, while in time, Gauss-Legendre methods are used. The higher-order
convergence is demonstrated for the periodic Poisson equation in Subsection 4.2.1 and for
the periodic diffusion equation in Subsection 4.2.2. For the Poisson equation in complex
domains, the first-order discretization is compared to the second-order discretization
given in [141]. All these convergence studies are performed by comparison with analytic,
manufactured solutions.
While second-order time integration methods are mentioned for the Cahn-Hilliard equa-
tion in Subsubsection 4.2.5.7, the work is focused on the application of a semi-implicit
first-order discretization in (3.86). The preconditioner in (3.94) reduces the number
of iterations for the iterative solution of the problem as demonstrated in Subsubsec-
tion 4.2.5.2. The immersed interface is then applied to this equation and numerical
first-order convergence is shown by comparison with a numerical reference solution in
Subsubsection 4.2.5.1. Although not applied later in the electro-chemical model, surface-
wetting can be included as demonstrated in Subsubsection 4.2.5.5. Neumann boundary
conditions are applied to a porous microstructure in Subsubsection 4.2.5.6. These are
later replaced by Butler-Volmer interface conditions in the domain decomposition algo-
rithm.
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5.2 Future work and outlook

In Section 4.3 the generation of microstructures composed of spherical packings is dis-
cussed. It is shown that the elastic properties of such microstructures are singular for
grid refinement and not suitable for the prediction of internal stresses in Subsection 4.3.1.
Subsection 4.3.2 introduces a mathematical model for the description of an additional
coating on the spherical particles in order to give a well-posed elastic problem. Subsec-
tions 4.3.4 and 4.3.4 define two such coatings analytically. The volume fraction is derived
dependent on the uncoated microstructure. The validity of the coating is then proven
in 4.3.6. Using this, the coated microstructures can be applied for tests in Section 4.5.
In Section 4.4 several numerical tests show the electrochemical processes during the
charging of a phase-separating cathode material. Between SOC 0.13 and 0.9, the cath-
ode material undergoes phase separation into lithium-poor and lithium-rich phases in
Subsection 4.4.1. Both lithium-rich and lithium-poor phase are shown to be present at
the particle surface opposed to the core-shell model [5], where a spherically symmetric
model predicts that either one of the phases is present at the particle surface. In Subsec-
tion 4.4.3 the electric potential difference at cathode-electrolyte interface is investigated.
A discontinuity is observed as soon as the lithium-rich phase is initiated. During phase
separation, a voltage plateau is observed. Size and shape of the cathode microstructure
are shown to affect the emergence of lithium-rich phases in Subsection 4.4.4. Sub-
section 4.4.5 shows that the lithium-rich phases can grow independently in a complex
microstructure.
In Section 4.5 the electro-chemo-mechanical model is applied. The equilibrium concen-
tration in lithium-rich and lithium-poor phase is affected as well as the cell voltage in
Subsection 4.5.1. Also, the emergence of lithium-rich phases is enforced by local eigen-
strains in Subsection 4.5.3. For a cathode consisting of several spherical particles, the
particles are charged one after another in Subsection 4.5.5. The maximum stress invari-
ants show periodicity. For several spherical packings as a cathode microstructure, the
maximum stress invariants are calculated during a charge cycle and compared to each
other in Subsection 4.5.6.

5.2 Future work and outlook

The electro-chemical model in this work is given and analyzed for typical anode and
cathode materials that work by intercalation of the lithium ions. Recently, with the rise
of solid electrolytes, lithium metal anodes seem possible [145]. That would necessitate
different models for both the lithium metal anode and a solid electrolyte. Furthermore,
it is possible to combine several different cathode materials in a composite as, e.g., NMC
(nickel manganese cobalt). The correct formulation of interface conditions between each
of those materials for the intercalation of lithium ions (interface conditions for the lithium
ion diffusion) as well as for the contact mechanics (interface conditions for the mechanical
displacements) is up for discussion. Also, there are alternatives to a phase-field method
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as a model for phase separation that is possibly faster or simpler in the implementation.
The linear-elastic model can be just a first approach in understanding the ageing and
degradation of electrode material during battery usage. A free energy including both
elastic, chemical and interfacial parts may be given as a more general description. This
way, the coupling conditions in (2.23) can be derived directly. Models including plasticity
or even fracture and cycling effects can improve the value of the numerical simulation.
The Newton algorithm in this work relies heavily on a direct solver. This solver may be
replaced by a general iterative scheme even though the structure of the Jacobian matrix
is irregular and not symmetric. Direct solvers are restricted by the available memory
and are also difficult to execute on parallel computing clusters. The optimum choice for
the time step size can be decided by a line search [25] instead of simply multiplying or
dividing it by a constant factor.
The domain decomposition algorithm needs linearized equations for its application. The
removing of these restrictions would allow more complex applications. In [142], a method
for the numerical solution of elliptic problems with two different material coefficients in
two separate domains is discussed. It may be possible to solve the Poisson equation (or
even the diffusion equation) in all three domains at the same time within one iterative
scheme and arbitrary interface conditions. Right now the algorithm is split into six
different loops, while the same may be achieved in two loops. The convergence of the
algorithms may also be accelerated if predictors for the next jump variables are available
by extrapolation from the last accepted time step.
The properties, advantages, and disadvantages of different phase-field potentials are
not completely understood. Better approximations to the logarithmic potential may be
found by higher-order polynomials. The nucleation properties in smaller electrode par-
ticles can be validated by experiments. The coatings, originally introduced for improved
elastic properties in the spherical packings, may also be applied as a way to add carbon
binder to the microstructure. The electro-chemical model describing the active cathode
material as a simply connected intercalation domain which is only an approximation.
The inclusion of a binder as a coating between electrode particles would heavily improve
the modelling of the microstructure. The cell potentials as derived and simulated can
be validated on experiments for different boundary conditions, different C-rates or dif-
ferent material parameters. Also, appropriate dimensions for the representative volume
elements may be derived.
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”
Numerical simulation of phase separation

in lithium ion batteries“. In: Proceedings of the Young researchers symposium.
Fraunhofer Verlag, 2016, pp. 71–76.

[62] T. Hofmann et al.
”
Numerical simulation of phase separation in cathode materials

of lithium ion batteries“. In: International Journal of Solids and Structures 100-
101 (2016), pp. 456–469.

[63] M. E. Holtz et al.
”
Nanoscale imaging of lithium ion distribution during in situ

operation of battery electrode and electrolyte“. In: Nano Letters 14.3 (2014),
pp. 1453–1459.

[64] L. Hong et al.
”
Anisotropic Li intercalation in a LixFePO4 nano-particle: a spec-

tral smoothed boundary phase-field model“. In: Phys. Chem. Chem. Phys. 18
(2016), pp. 9537–9543.

[65] L. Hu et al.
”
Scalable Coating and Properties of Transparent, Flexible, Silver

Nanowire Electrodes“. In: ACS Nano 4.5 (2010), pp. 2955–2963.

[66] M. Huttin.
”
Phase-field modeling of the infuence of mechanical stresses on charg-

ing and discharging processes in lithium ion batteries“. In: (2014).

[67] T. Hutzenlaub et al.
”
Three-dimensional electrochemical Li-ion battery modelling

featuring a focused ion-beam/scanning electron microscopy based three-phase
reconstruction of a LiCoO2 cathode“. In: Electrochimica Acta 21 (2014), pp. 131–
139.

[68] D. Jeong and J. Kim.
”
A practical numerical scheme for the ternary Cahn-Hilliard

system with a logarithmic free energy“. In: Physica A: Statistical Mechanics and
its Applications 442 (2016), pp. 510–522.

[69] S. G. Johnson and M. Frigo.
”
Implementing FFTs in Practice“. In: Fast Fourier

Transforms. Ed. by C. S. Burrus. Rice University, Houston TX: Connexions, 2008.
Chap. 11.
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Appendix A

Solidification

Although the methods introduced in this thesis are mainly aimed at the efficient solution
of Cahn-Hilliard phase-field methods in the context of electrochemical problems, phase-
field methods can also be applied for a variety of other problems. The Cahn-Hilliard
equation results from a conservation law, in this work conservation of the number and
mass of lithium ions intercalated in the electrode material. This is called a conserved
or diffusive model. Diffusive models are usually partial differential equations of fourth
order. Other phase-field methods resulting from the Allen-Cahn equation describe phase-
transformation without a conservation property are called non-conserved or displacive.
Examples for displace phase transformations are the change of a material phase from
liquid to solid with the formation of dendrites [2, 72, 73], the change of a material phase
from gaseous to liquid or solid, called condensation or resublimation, the transformation
of different martensites and austenite in steel [98], the occurence of fractures [75] or the
coating of surfaces under the influence of surface tension. Also the buildup of metallic
lithium dendrites in battery electrodes has been described with such models [38], [22].
This chapter features an application of a phase-field model for the phase-transformation
during solidification. In a model introduced by [72] two fields are coupled by different
parameters. The first field p(x, t) describes the state of the material as a phase-field
order parameter. Two equilibrium values are defined, p = 0 being the liquid and p = 1
being the solid state. A value between the two equilibrium solutions p ∈ (0, 1) describes
an interface between the phases. The second field T (x, t) describes the temperature
inside the material.
Section A.1 will introduce governing equations and shortly describe the boundary and
initial conditions. It generalizes the model presented in [72] and uses ideas taken from [2].
Section A.2 then explains the addition to the already presented numerical methods in
Chapter 3. In Section A.3 some numerical examples and parameter tests are shown.

A.1 Phase-field model

For the solidification a system of coupled partial differential equations is used. The
phase-field parameter p(x, t) is described by a non-linear second-order equation called
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Figure A.1: A temperature-dependent double-well potential F for different tempera-
tures. The minima are marked. For T = Te the energy content of both
configurations solid and liquid is the same. There is no preferred state. For
T > Te or T < Te the preferred state is liquid respectively solid.

Allen-Cahn equation deriving from a Ginzburg-Landau energy function [53]. The tem-
perature is described by the heat equation. The equation system is fully coupled. The
solidification process releases latent heat and results in a source term in the heat equa-
tion. At the same time, a higher temperature prevents further solidification.
Given an undercooled state where solidification is encouraged and a condensation nu-
cleus, the solidification process starts at this nucleus and branches out, forming a fractal
structure. This is a result from the opposing effects of the coupled equations.

A.1.1 Governing equations

A free energy density is given in [72] as

E = F (p, T ) +
1

2
ε2||∇p||2. (A.1)

The bulk energy F is given as a temperature-dependent double-well potential,

F (p, T ) =
1

4
p4 −

(
1

2
− 1

3
m(T )

)
p3 +

(
1

4
− 1

2
m(T )

)
p2, (A.2)

where m(T ) is a function acting as a coupling term to the temperature. The function
m is required to be 0 at the equilbrium temperature such that no energetic distinction
is made between the two physical states liquid and solid, m(Te) = 0. Additionally
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it needs to be monotonic in T such that for temperatures larger than the equilibrium
concentration the liquid state is preferred and vice-versa. Here it is given as

m(T ) = α
arctan(−γT )

π
, (A.3)

where α and γ are parameters.
Figure A.1 shows the function F (·;T ) for different values of T . The minima of the energy
mark the equilibrium states. For T = Te the energy content of both configurations solid
and liquid is the same and there is no preferred state. For T > Te or T < Te the preferred
state is liquid respectively solid.
In the presented model in Chapter 2, the phase-field parameter ε is constant and has been
replaced by two constant phase-field parameters G and L denoting interfacial width and
interfacial energy. In the model predented in this chapter, anisotropy is introduced into
a phase-field model by a varying parameter ε. The value ε depends on the direction of
the outer normal vector n at the phase interface, that is n = ∇p

||∇p|| . In a two-dimensional

domain, an angle θ is introduced as tan (θ) = n2
n1

with n = (n1, n2). Similar, in a three-
dimensional domain, angles φ and θ are introduced as cos θ = n3√

n2
1+n2

2

and tanφ = n2
n1

.

The parameter ε is then given as either ε(θ) or ε(φ, θ), respectively.
The evolution equation for a displacive phase-field parameter is

∂p

∂t
= −δE

δp
= − δ

δp
(ε2||∇p||2) + F ′(p, T )

= −
(
−div

(
ε2∇p

)
+ div

(
ε
∂ε

∂n
||∇p||2

))
+ p3 − 3

(
1

2
− 1

3
m(T )

)
p2 + 2

(
1

4
− 1

2
m(T )

)
p

= div
(
ε2∇p

)
− div

(
ε
∂ε

∂n
||∇p||2

)
+ p(1− p)(p− 1

2
+m(T ))

(A.4)

In order to simplify the equation in a two-dimensional domain, the expression ε′ ..= ∂ε
∂θ

is introduced. The partial derivative ∂ε
∂n is calculated as

∂ε

∂n
=
∂ε

∂θ

∂θ

∂n
= ε′


1

1+
n22
n21

·
(
−n2

n2
1

)
1

1+
n22
n21

· 1
n1

 = ε′
1

n2
1 + n2

2

(
−n2

n1

)
(A.5)

As ||∇p||2 = n2
1 +n2

2, the expression involving the partial derivative is further simplified
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div

(
ε
∂ε

∂n
||∇p||2

)
=
(

∂
∂x1

∂
∂x2

)(
εε′

1

n2
1 + n2

2

(
−n2

n1

)
(n2

1 + n2
2)

)
= − ∂

∂x1

(
εε′

∂

∂x2
p

)
+

∂

∂x2

(
εε′

∂

∂x1
p

) (A.6)

This way A.4 is rewritten as

∂p

∂t
= −− ∂

∂x1

(
εε′

∂

∂x2
p

)
+

∂

∂x2

(
εε′

∂

∂x1
p

)
+∇(ε2∇p)+p(1−p)(p− 1

2
+m(T )) (A.7)

In order to simplify the equation in a three-dimensional domain, the expressions εθ ..= ∂ε
∂θ

and εφ ..= ∂ε
∂φ are introduced. Similar to the derivation in a two-dimensional domain, the

partial derivative ∂ε
∂n is calculated as

∂ε

∂n
=
∂ε

∂θ

∂θ

∂n
+
∂ε

∂φ

∂φ

∂n

= −εθ


− n1n3

||∇p||2
√
n2
1+n2

2

− n2n3

||∇p||2
√
n2
1+n2

2√
n2
1+n2

2

||∇p||2


+ εφ

1

n2
1 + n2

2

−n2

n1

0


(A.8)

Using the abbreviation r = ||∇p||, A.4 is simplified to

∂p

∂t
= −div

ε2∇p+ εεθr

cos (θ) cos (φ)
cos (θ) sin (φ)

sin (θ)

+ εεφ
r

sin (θ)

sin (φ)
cos (φ)

0


+ p(1− p)(p− 1

2
+m(T ))

(A.9)

The coupling term m is either chosen as m = γ(Te − T ) or m = α
π arctan γ(Te − T ). Te

is the equilibrium temperature, γ and α are constants. The governing equation for the
temperature is

∂

∂t
T (x, t) = ∆T (x, t) +K

∂

∂t
p(x, t), ∀x ∈ Ω. (A.10)

This is a Laplacian heat diffusion equation with a heat source. The term K ∂
∂tp(x, t)

models the latent heat release due to the solidification. The parameter K is the specific
heat released by the material if it solidifies.
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A.1.2 Anisotropic functions

The anisotropic function in two dimensions is chosen as

ε(θ) = ε̄ (1 + δ cos (jθ)) . (A.11)

Figure A.2 (a) shows this for several integer values of j. The plot is given in polar
coordinates to highlight the result of anisotropic growth. The radius r = ε(θ) is plotted
against the polar angle θ given by the direction of the normal vector n. For j = 4, the
maxima are at θ = k π2 for k ∈ {0, 1, 2, 3}. In cartesian coordinates this holds for the
vectors n = (n1, n2) being identical to ±e1 and±e2. Application of trigonometric rules
leads to

cos (4θ) = 4(cos (θ)4 + sin (θ)4)− 3 = 4(n4
1 + n4

2)− 3 (A.12)

and rewritting (A.11) for j = 4 as

ε(n) = ε̄
(
1 + δ(4(n4

1 + n4
2)− 3)

)
. (A.13)

The polynomial function f2(n1, n2) = n4
1+n4

2 attains maxima under valid definition range
||n|| = 1 for the four values (±1, 0) and (0,±1). This motivates to choose the polynomial
function f3(n1, n2, n3) = n4

1 + n4
2 + n4

3 for the three-dimensional case. Figure A.2 (b)
shows a plot of this function in spherical coordinates. The radius r = f3(n1, n2, n3) is
plotted there against the spherical angles φ and θ, that define a normal vector n by e.g.
spherical coordinates

(n1, n2, n3) = (sin (θ) cos (φ), sin (θ) sin (φ), cos (θ)). (A.14)

In order to control the magnitude of the anisotropy correctly with the parameters δ and
ε̄, the function f in ε = ε̄ (1 + δf) should map into the range [−1, 1]. The next paragraph
will find the critical points of f3 considering the appropriate constraint and study if they
are maxima or minima.
The objective function f3(n1, n2, n3) = n4

1 + n4
2 + n4

3 is searched for critical points under
the constraint n2

1 +n2
2 +n2

3 = 1, being equivalent to ||n|| = 1. Without loss of generality
it may be assumed 0 ≤ n1 ≤ n2 ≤ n3 due to symmetry. The corresponding Lagrange
function

L(λ;n1, n2, n3) = n4
1 + n4

2 + n4
3 − λ(n2

1 + n2
2 + n2

3 − 1) (A.15)

has the gradient

∇niL(λ;n1, n2, n3) = 4n3
i − 2λni. (A.16)

Critical points are then given by the equation system ∇L = 0. These system has the

solution quadruplets v1 =
(

2
3 ; 1√

3
, 1√

3
, 1√

3

)
, v2 =

(
1; 0, 1√

2
, 1√

2

)
and v3 = (2; 0, 0, 1).

135



Appendix A Solidification

0

30

60
90

120

150

180

210

240
270

300

330

0 0.5 1

Unit circle
j = 4
j = 6

−0.5 0
0.5 −0.5

0
0.5−1

0

1

Figure A.2: (a) The anisotropic function ε(θ) for a two-dimensional dendrite with integer
symmetries j = 4 and j = 6. (b) The anistropic function ε(θ, φ) for a three-
dimensional dendrite with octahedral symmetry
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Function evaluation gives L(v1) = 1
3 ,L(v2) = 1

2 and L(v3) = 1. By application of
regularity arguments it can be concluded that the range of f3 is then [1

3 , 1]. This can also
be seen by calculating the sign of the minor determinants of the bordered Hessian [134],

H(λ;n1, n2, n3) = ∇2L(λ;n1, n2, n3)

=


0 −2n1 −2n2 −2n3

−2n1 12n2
1 − 2λ 0 0

−2n2 0 12n2
2 − 2λ 0

−2n3 0 0 12n2
3 − 2λ

 .
(A.17)

In the presented case, only two determinants have to be considered, the determinant
of the minor consisting of the first three truncated rows and columns, det(H4,4(v))
and the determinant of the complete Hessian det(H(v)). A sufficient condition for a
local maximum is then that sign of the minors alternates starting with positive sign. A
sufficient condition for a local minimum is that all minors have negative sign. Calculating
the signs gives

sign det(H4,4(v1)) = 1, sign det(H(v1)) = −1,

sign det(H4,4(v2)) = 1, sign det(H(v2)) = 1,

sign det(H4,4(v3)) = −1, sign det(H(v3)) = −1.

(A.18)

Therefore, a local maximum is present at v = v1, a local minimum is present at v = v3.
Figure A.2 (b) gives evidence to support the assumption that f3 has a saddle point at
v = v2.
Now that the range of f3 is known, a simple linear map x 7→ 3x − 2 is used to extend
the range to [−1, 1]. The anisotropy function in three dimensions is then chosen as

ε(n) = ε̄
(
1 + δ

(
3
(
n4

1 + n4
2 + n4

3

)
− 2
))
, (A.19)

which can be compared to (A.13).

A.1.3 Initial and boundary conditions

The governing equations are closed by periodic boundary conditions on both the phase-
field parameter and the temperature,

p(x, t) = p(x+ Liei, t), x,x+ Liei ∈ ∂Ω, t ∈ T,
∂

∂n
p(x, t) = − ∂

∂n
p(x+ Liei, t), x,x+ Liei ∈ ∂Ω, t ∈ T,

T (x, t) = T (x+ Liei, t), x,x+ Liei ∈ ∂Ω, t ∈ T,
∂

∂n
T (x, t) = − ∂

∂n
T (x+ Liei, t), x,x+ Liei ∈ ∂Ω, t ∈ T.

(A.20)
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As initial conditions, the temperature is chosen as uniformly below the equilibrium
temperature, an undercooled state,

T (x, 0) = Te − 1 ∀x ∈ Ω, (A.21)

and the phase transformation is initiated by a small inclusion, a condensation nucleus
in a small subset Ωs of the domain Ω,

p(x, 0) =

{
1 ∀x ∈ Ωs,

0 ∀x ∈ Ω \ Ωs.
(A.22)

A.2 Numerical method

The phasefield equation is discretized in time explicit by a first order Eulerian scheme.
In space, the Laplacian is calculated with finite differences. Note that here the Fourier
derivation methods cannot be applied as the anisotropic function ε varies in space. The
Laplacian operator is therefore not a constant-coefficient operator. The discrete linear
equation system is

pn+1 = −div

ε2∇pn + εεθr

cos (θ) cos (φ)
cos (θ) sin (φ)

sin (θ)

+ εεφ
r

sin (θ)

sin (φ)
cos (φ)

0


+ pn(1− pn)(pn −

1

2
+m(Tn)).

(A.23)

The equation for the temperature is discretized in time implicit by a first oder Eulerian
scheme. In space, the Fourier integration method is used as introduced before.

Tn+1 = ∆Tn+1 +K
∂

∂t
pn+1. (A.24)

This is a semi-implicit integration as pn+1 is given explicitly, while Tn+1 is given implic-
itly. No linearization is needed as the equations are already linear. The solution of the
linear equation system is given by explicit matrix-vector multiplication for pn+1 and the
inverse Laplacian operator for Tn+1.

A.3 Numerical tests

The numerical parameters for the coupling terms are fixed in the presented numerical
results as α = 0.9, γ = 10 and Te = 0.
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Figure A.3: Contour lines for different values of the temperature coupling parameter
K. Each line depicts the time steps t ∈ {0.05, 0.1, 0.15, 0.2}. From top to
bottom : K = 1, K = 1.6, K = 2.

Figure A.4: Contour lines for a different value of the anisotropy parameter δ = 0.2 The
line depicts the time steps t ∈ {0.05, 0.1, 0.15, 0.2}.
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Figure A.5: Contour lines for a different value of the anisotropy parameter j = 6. The
line depicts the time steps t ∈ {0.05, 0.1, 0.15, 0.2}.

A.3.1 Tests in two dimensions

The anisotropy parameter ist set to δ = 0.04, the phase-field parameter is set to ε̄ = 0.01
and the symmetry constant is j = 4 (fourfold symmetry). The temperature coupling
parameters are α = 0.9, τ = 3 · 10−4 and γ = 10. The spatial discretization is set to
N1 = N2 = 256 and the time step size is set to τ = 2 · 10−4.
In the first example, the parameter K is varied. Figure A.3 shows the time evolution of
the dendrite for three different values of K ∈ {1, 1.6, 2}. The contour lines are plotted
along the level-set of the phase-field variable {p(x) = 0.5}. It can be seen that for
small temperature coupling values K = 1 the solidification is mainly temperature-driven
as no dendrite evolves. The phase-change of the field p is only weakly influenced by
the temperature field. For large temperature coupling values K = 3, the solidification
is heavily anisotropy-driven and it only happens where the temperature is still small
enough. The phase interface fastly progresses in the favoured solidification direction.
For the value K = 1.6 both effects counteract each other and a complex branched
microstructure evolves.
The second example is to be seen with respect to the previous figure. It is conducted
for K = 1.6 but with a much larger anisotropic parameter δ = 0.2. It can be seen that
in this case, the anisotropic parameter behaves like the lower row of the previous figure.
The solidification is mainly anisotropy-driven. Even fewer branches than for K = 3
evolve and a smooth fourfold star evolves.
The third and last example proves the correct implementation of the anisotropic function
ε(j; θ). For j = 6 a sixfold symmetry is expected. This example also shows that there
are no artifacts from the voxel discretization as one might suspect. The growth of all
six dendrite branches is uniform independent of their alignment with coordinate axes.
Small bubbles of liquid material emerge in the last time step. This material takes a lot
longer to solidify as a lot of latent heat has been released by the surrounding material
at this point.
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Figure A.6: Three-dimensional dendrite.

A.3.2 Test in three dimensions

In [6] numerical results of dendritic formation in three dimensions are given. Although
computational simulation time is given, no more numerical details are given e.g. spatial
or time discretization or the numerical methods or model parameters used. This example
tries to reproduce the parameters for the simulation of the dendrites shown there.
The anisotropy parameter ist set to δ = 0.5 and the phase-field parameter is set to
ε̄ = 0.01. The temperature coupling parameters are K = 3, α = 0.9, τ = 3 · 10−4 and
γ = 10. The spatial discretization is set to N1 = N2 = N3 = 256 and the time step size
is set to τ = 10−4.
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Multi-phase models

In this chapter a Cahn-Hilliard multi-phase model is introduced and numerically solved.

B.1 Phase-field model

First, the phase-field model given in Chapter 2 is put into a more general context and
the introduction of a multi-phase model is motivated. Originally, a phase-field model for
the distribution and development of two different phases, lithium-rich state and lithium-
poor state, was introduced. Let p1(x, t) the fraction of lithium-rich state and p2(x, t) the
fraction of lithium-poor state. Then follows p1(x, t) + p2(x, t) = 1 for all x ∈ Ω and for
all t ∈ T . Following this, p2 was not calculated explicitly, but its energetic contribution
it is included implicitly in the chemical potential, see the derivation of the phase-field
energy in [66].
In this section, the governing equations for a multi-phase phase-field model are given.
Assuming M phases are given, an equation system for a phase-field vector

p = (p1, . . . , pM )(x, t) ∈ RM

is given under the condition
∑M

i=1 pi = 1. Appropriate boundary and initial conditions
close the system.

B.1.1 Governing equations

In [8] the free energy density for a multi-phase phase-field model is given as

E(p) = F (p) +
ε2

2

M∑
i=1

|∇pi|2, (B.1)

where

F (p) =
M∑
i=1

p2
i (1− pi)2 (B.2)
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is the double-well potential. The chemical potential µ is then given as the variational
derivative of the free energy density. This results in M evolution equations for the phase-
field variables. Let Ω the spatial domain and T = (0, t0) the time domain. Following the
derivations in [36] and considering the constraint

∑M
i=1 pi(x, t) = 1 the following system

of equations is given

∂

∂t
pi(x, t) = ∆

F ′(pi(x, t))− 1

M

M∑
j=1

F ′(pj(x, t))

− ε2∆∆pi(x, t), x ∈ Ω, t ∈ T.

(B.3)
After the discretization only M − 1 of those equations need to be solved. The remaining
one is given by the constraint condition.

B.1.2 Initial and boundary conditions

The natural periodic boundary conditions from the previous chapters translate to the
multi-phase model as

pi(x, t) = pi(x+ Ljej , t), x,x+ Ljej ∈ ∂Ω, t ∈ T, ∀i ∈ {1, . . . ,M},
∂

∂n
pi(x, t) = − ∂

∂n
pi(x+ Ljej , t), x,x+ Ljej ∈ ∂Ω, t ∈ T, ∀i ∈ {1, . . . ,M}.

(B.4)

Additionally consistent initial conditions are required such that

pi(x, 0) = pi,0(x), ∀i ∈ {1, . . . ,M} (B.5)

such that
∑M

i=1 pi,0(x) = 1.

B.2 Numerical method

In this section, the numerical method is shortly introduced and differences to the previ-
ously numerical methods are highlighted. While only N −1 equations need to be solved,
the discretization is given for all M equations and therefore the constraint condition is
not needed for the solution.

B.2.1 Discretization

Let Ω = [0, L1]×[0, L2]×[0, L3] a box domain. For the discretization in time, the implicit
Euler method introduced in Section 3.2 is used for each scalar phase-field variables pi.
Here, a constant time step size τ is used. Then the already introduced finite volume
discretization for a regular voxel discretization in space is applied. Let N1, N2, N3 the
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number of grid points in each dimension and N = N1N2N3 the total number of grid
points. The discretized equation system then involves NM equations. Given the nota-
tion for the discrete Laplacian operator and previous time steps introduced in Section 3.2,
the equation system is written as

pi,h − p̌i,h
τ

= ∆h

F ′(pi,h)− 1

M

M∑
j=1

F ′(pj,h)

− ε2∆h∆hpi,h,∀i ∈ {1, . . . ,M}. (B.6)

B.2.2 Linearization

The non-linear equation system is solved with a Newton-Raphson algorithm. For this,
it is rewritten in the form f = 0,

fi(ph) =
pi,h − p̌i,h

τ
−∆h

F ′(pi,h)− 1

M

M∑
j=1

F ′(pj,h)

+ ε2∆h∆hpi,h = 0,

∀i ∈ {1, . . . ,M}.

(B.7)

The Jacobian is then given by block matrices of the form

∂

∂pj,h
fi(ph) =

1

τ
δijE −∆h

(
F ′′(pi,h)δij −

1

M
F ′′(pj,h)

)
+ ε2∆h∆hδij ,

∀i, j ∈ {1, . . . ,M},
(B.8)

or rewritten

∂

∂pj,h
fi(ph) =

{
1
τE − M−1

M ∆hF
′′(pi,h) + ε2∆h∆h, if i = j,

1
M∆hF

′′(pj,h), if i 6= j.
(B.9)

B.2.3 Solution

Given an initial guess p0
h, an iteration is conducted as introduced in Subsection 3.2

with constant time step size. In the presented implementation in MatLab, the sparse
matrix package UMFPACK is again used and the black-box solver is applied. The error
tolerance of the algorithm TOL is set to 10−8 and a iteration maximum of Nit = 1000
is used.

B.3 Numerical tests

In this Section, short numerical tests are presented. Example in one and two dimensions
with three different phases are presented. The phase-field parameter ε is set to 0.01.
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Figure B.1: Numerical solution for the phase-field variable vector p at different times.

B.3.1 Test in one dimension

A simulation of the spinodal decomposition of an alloy of three different phases in one
dimension is given in this test. The domain is set to Ω = [0, 1]. The initialization of the
phase-field variable vector p0 is

p0 =

p1

p2

p3

 (0;x1, x2) =

 1
2x1

1
2(1− x1)

1
2

 . (B.10)

The spatial discretization is set to N1 = 256 and the time step size is set to τ = 0.01.
Figure B.2 shows the phase separation of three different phases. The initial configuration
is seen at t = 0. At t = 0.1 the phase separation starts and phases occur at several
locations. Around t = 1 phase separation is complete and pure phases are seen where
one of the three phase-field variables is near one while the other two are reduced to near
zero. Then phase coarsening starts and at t = 20 several phase grains have merged to
larger grains.

B.3.2 Test in two dimensions

A simulation of the spinodal decomposition of an alloy of three different phases in two
dimensions is given in this test. The domain is set to Ω = [0, 1]2. The initialization of
the phase-field variable vector p0 is

p0 =

p1

p2

p3

 (0;x1, x2) =

 1
2x1
1
2x2

1− 1
2(x1 + x2)

 . (B.11)

The spatial discreitization is set to N1 = N2 = 64 and the time step size is set to
τ = 0.01. Figure B.2 shows the phase separation of three different phases. The differently
hatched regions mark sets where a phase-field variable pi is larger than 0.8 and therefore
considered pure phase. For i = 1, 2 or 3 the hatching is either single-lined, crossed
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Figure B.2: Phase separation of an alloy of three different phases. The three differ-
ently hatched regions mark the sets {pi > 0.8}. The remaining domain is
considered interfacial region. Shown are four different solutions at times
t ∈ {0, 0.2, 0.4, 0.6}.

or filled, respectively. In the beginning for t = 0, only p3 is large enough in a small
region to appear as a pure phase. For t = 0.2 the phase separation already started and
phase grains can be seen. The interfacial regions appear as empty stripes separating the
hatched regions. For t = 0.4 the branched region of p3 starts to reshape into a more
convex shape in order to minimize phase-interface length. For t = 0.6 several of the
smaller grains disappeared. For p1 and p3 only one grain is left, while a small grain of
p2 is shrinking.
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