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Abstract

Reliable and generic methods for skew detection are
a necessity for any large-scale digitization projects. As
one of the first processing steps, skew detection and cor-
rection has a heavy influence on all further document
analysis modules, such as geometric and logical lay-
out analysis. This paper introduces a generic, scale-
independent algorithm capable of accurately detecting
the global skew angle of document images within the
range [-90°, 90°]. By using the same framework, the
algorithm is then extended for Roman script documents
so as to cope with the full range [-180°, 180°) of pos-
sible skew angles. Despite its generality, the improved
algorithm is very fast and requires no explicit param-
eters. Experiments on a combined test set comprising
around 110000 real-life images show the accuracy and
robustness of the proposed method.

1. Introduction

Document skew is a very common distortion found
in document images as a result of the digitization pro-
cess, or as a feature of the document’s layout. In most
cases, it has a detrimental effect on the accuracy of the
subsequent geometric and logical layout analysis steps.
This is due to the fact that most existing algorithms re-
quire a proper document alignment before application,
although there exist a few methods which do not require
any previous skew correction (e.g. [13]). However, the
skew-independent layout analysis methods either pose
certain restrictions on the possible angle range, or are
considered in isolation from the subsequent processing
operations, such as region classification or text line ex-
traction. As a result, this apparent simplification leads
to the necessity of applying more sophisticated tech-
niques for other tasks.

In general, the skew within a document page can fall
into one of the following three categories: global skew,
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assuming that (almost) all page blocks have the same
slant; multiple skew, when certain blocks have a differ-
ent slant than the others; non-uniform text line skew,
when the slant fluctuates (such as lines having a wavy
shape). In the current paper, we will only be concerned
with global skew estimation as the most prevalent type
of skew present in document images. The interested
reader may find a recent algorithm dealing with non-
uniform text line skew in [16], and a more detailed sur-
vey of algorithms capable of dealing with both global
and multiple skew in [4,5, 8, 11]. The largest classes
of methods for skew detection are based on projection
profile analysis, Hough transform or nearest-neighbor
clustering. Recently the focus of the research commu-
nity has shifted more towards the nearest-neighbor ap-
proaches, as they seem to offer the greatest flexibility
and accuracy.

For the processing of large document collections
however, the limited skew angle detection offered by
classical algorithms is insufficient, as documents may
have any possible orientation. One of the earliest al-
gorithms able to distinguish between portrait and land-
scape orientations was proposed by Akiyama et al. [2]
in 1990 for Japanese documents. About at the same
time, algorithms using the ascender-to-descender ratio
for Roman script documents were introduced for detect-
ing the up/down orientation [17]. In the recent years a
few algorithms capable of detecting both skew and ori-
entation for Roman script document images have ap-
peared [4, 18]. For documents making heavy use of ma-
juscules or using scripts other than Roman (e.g. Pashto,
Hindi, Arabic), different decision criteria for orientation
detection were recently introduced in [3].

In the current paper we describe two new algorithms
for global skew detection using the same generic frame-
work. The algorithms belong to the class of nearest-
neighbor approaches, as they rely on the construction
of a Euclidean minimum spanning tree (MST). The ba-
sic, script-independent algorithm is able to deal with
document images having a global skew angle within
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[—90°, 90°]. An improved version of the algorithm
specializes on Roman script documents and can work
with document skew from the full angle range of -180
to 180 degrees, while at the same time being more accu-
rate. Both algorithms are very fast, their runtime speed
being directly comparable to that of the early projec-
tion profile-based methods [6]. An important feature
contributing to the robustness and speed of both algo-
rithms is the fact that, in contrast to other recent ap-
proaches [4, 18], they do not require any kind of lay-
out analysis, such as text line determination. As a di-
rect consequence of this fact, no explicit parameters
are needed in either algorithm. Extensive testing on
a total set of about 110000 images was used to val-
idate the proposed technique and compare it to other
state-of-the-art methods.

2. Methodology

We assume as input to our algorithm a binary doc-
ument image. A wide selection and performance com-
parison of binarization algorithms may be found in [10],
describing the results of an international document im-
age binarization contest. For simplicity reasons we will
also consider that a list containing all connected com-
ponents forming the foreground of the given document
image is also available. The labeling of the connected
components from a binary image can be accomplished
efficiently using any standard algorithm (e.g. [9]). Since
most existing techniques for geometric and logical lay-
out analysis of documents also require a binarized im-
age as well as the list of connected components [8],
there is practically no/little extra effort necessary to pro-
duce the required input data.

2.1. Skew Detection

In order to be able to robustly deal with generic doc-
ument images containing non-text regions of significant
size, the first step is a basic filtering of potential char-
acters/character parts from non-text content. Note that
for document images known not to contain halftones or
graphics this step can be skipped entirely. The foremost
purpose of the filtering is to reduce the amount of noise
in the image, be it impulse-like or small connected com-
ponents from dithered halftones/drawings. Two simple
filtering rules were applied for each connected compo-
nent throughout all our experiments:

1. The width and height do not differ by more than a
factor of 10. The relatively large threshold ensures
that thin letters (such as “i” or “1”) are kept, along

with any components consisting of a few wrongly
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Figure 1. Binned histogram of MST skew
angles: a) original; b) convolution result

merged characters (possibly as an artifact of the
binarization process).

2. The width and height are larger than certain thresh-
olds. The thresholds in our case were set to 50%
of the size of the dominant character width/height
on the page, determined as described in [14]. In
this way the thresholds are resolution-independent.
Note that since neither the orientation nor the skew
of the page are known at this stage, the width and
height thresholds must be used both normally and
interchanged in the condition.

Next, we take the centers of the bounding boxes of
the filtered connected components and compute the Eu-
clidean MST of this set of points. It was experimentally
determined that for an unrestricted skew range, the cen-
ter points provide a more robust estimate of the global
skew than both the upper and lower mid-points of the
bounding boxes. The Euclidean MST for a set of points
can be computed either directly [1] or indirectly by us-
ing the property that the MST edges are a subset of the
edges of the Delaunay triangulation and determining
the respective subset by any standard MST algorithm,
such as that of Kruskal. A worst-case running time of
O(nlogn), where n represents the number of points, is
achievable by using either variant.

A binned histogram spanning the angle range
[—90°,90°) is computed from the skew angles of the
MST edges. In our experiments we have used a bin size
of 0.1°, as skew angles lower than this value are practi-
cally indistinguishable by humans.

The final step is the detection of the skew angle
from the computed histogram. Unlike other binned
histogram-based methods [6] we do not employ an it-
erative coarse-to-fine search method, as we have found
it to be too sensitive at larger skew angles (i.e. >15-
20°). Instead, we assume that the skew angle errors
are normally distributed around the global skew angle
and convolve the histogram circularly with a Gaussian
mask. Thus, the location of the maximum value in the



result of the circular convolution is expected to corre-
spond to the desired skew angle. In our experiments we
have determined that a Gaussian mask diameter equal
to the number of bins corresponding to 90° in the his-
togram performs well.

For obtaining a higher/lower accuracy, the histogram
bin size can be easily reduced/extended, having a direct
influence on the running time of the algorithm. This
is especially visible for very fine-grained histograms,
where the O(n?) convolution time will be the dominant
factor in the overall running time of the algorithm. At
this point it is important to note that the algorithm pre-
sented in this section is script-independent, since its sole
indirect assumption is that character spacing is usually
smaller than line spacing.

2.2. Improved Skew and Orientation Detection

To the best of the authors’ knowledge, the idea of
using an Euclidean MST for determining the orienta-
tion of text lines was first introduced by Ittner and Baird
in [12]. However, because of the fact that their method
only made use of the center points for each connected
component, it was inherently unable to differentiate be-
tween top-left and top-right orientations.

In contrast to Ittner and Baird’s method and the pre-
viously presented algorithm, the method proposed in
the following is specific to Roman script documents.
More specifically, it makes indirect use of the fact that
in a typical text, the number of descenders is lower than
the number of ascenders. This holds true for many lan-
guages having Roman script, such as English, German,
Spanish and French. One may easily verify this fact
from existing tables containing character frequencies
for each language, such as the ones for the English lan-
guage in [3].

As a first step of the improved algorithm we use the
result provided by the basic algorithm as an approxi-
mation of the actual page skew. Next, for each of the
filtered connected components we compute the top-left
and bottom-right coordinates of its bounding box in
the document image deskewed using the approximated
skew. This can be accomplished by applying the ap-
propriate, pre-computed rotation matrix to each pixel
within a connected component. Note that it is not ac-
tually necessary to consider each pixel of a component,
just the pixels located on its border. The processing time
gain by applying this trick has been found to be insignif-
icant, however. We now compute two sets of points,
namely the top and bottom mid-points for each compo-
nent. Afterwards, the same processing as in the basic
algorithm is applied on each of the two sets of points
and two histograms convolved with Gaussian masks are
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Figure 2. Portion of document image with
superimposed Euclidean MSTs and their
corresponding histograms

obtained. One may now make use of the ascender-to-
descender ratio property to conclude that the histogram
containing the higher maximum value corresponds to
the actual alignment points (bottom mid-points) of the
characters on the page. This is true because the his-
togram of the alignment point edges has more angles
close to the page skew and their distribution will natu-
rally feature a taller and sharper peak. Thus the correct
up/down orientation of the page is determined. Finally,
we can improve the initial approximation of the page
skew by selecting instead the bin containing the maxi-
mum value from the histogram of approximated align-
ment points as the one corresponding to the desired re-
sult.

3. Experimental Results

For testing the orientation detection accuracy of our
algorithm, we have used 5 different test sets. In all our
experiments we have differentiated between 4 differ-
ent orientations: top-up, top-down (180°), top-left (90°
counter-clockwise) and top-right (90° clockwise).

The first test set consisted of the 979 test images
from the UW-I dataset [15], containing technical jour-
nal scans featuring 1, 2 or 3 layout columns. Our second
test set was the OCRopus test set [18], consisting of 9
different images, each scanned in four different reso-
lutions, namely 150, 200, 300 and 400 dpi. Each im-
age was also rotated in all four orientations, thus result-
ing in a total number of 144 test images. The third and
fourth test sets consisted of 100 single-column, respec-
tively 109 two-column journal images, obtained by con-
verting the PDF version of several recent articles into
300 dpi raster images. Each of the images in these test
sets was rotated 360 times using bicubic interpolation
with an interval of 1°, starting from -180°, thus total-
ing 36 000, respectively 39240 images. The last test
set consisted of a uniform sample of 100 images from
the UW-I test set, selected manually from their “skew-
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Figure 3. a) Document image with the maximum error in skew angle detection due to a con-
tained document image reproduction; b-d) Orientation detection failures due to: all-uppercase
listings, math formulas or graphic objects arranged such that the character spacing is higher

than the line spacing

free” version, available as part of the UW-III database.
Again, each of the images was considered in 360 differ-
ent rotated variants, leading to a test set size of 36 000
images. Since the “skew-free” variants of the UW-I im-
ages were obtained by the UW creators using an au-
tomatic skew detection and correction algorithm, their
real skew had to be checked manually and those images
were selected where the difference to the real skew was
at most about 0.1°. Note that since the scans feature
wavy lines, distortions near the bookfold and significant
skew differences among the different layout columns
of the same document, the slant of the text lines even
within the same page frame varies considerably — up to
about 0.42° in our selection.

In order to evaluate the skew detection accuracy we
have used the last three datasets, as they are the only
ones large enough to obtain meaningful results. For
computing the skew detection error for each image we
have considered that the orientation was detected cor-
rectly, i.e. the skew angle for each orientation falls be-
tween [-45°, 45°). This has allowed us a direct accu-
racy comparison with the proposed basic algorithm on
the complete data sets.

On the UW-I test set our algorithm performed very
well and failed only on images containing almost ex-
clusively majuscules, digits and/or mathematical for-
mulae. As for all algorithms relying on the ascender-
to-descender ratio, such documents are inherently im-
possible to classify correctly. In such case, a combi-
nation with methods using other orientation-dependent
features (e.g. [3]) is necessary.

For the OCRopus test set, the proposed orientation
detection achieved a 100% success rate, the same as
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Table 1. Orientation detection results on
the UW-| dataset

Bloomberg | van Beusekom
UW-I Total | etal.[7] etal. [18] | Proposed
images | # correct # correct # correct
top-up 970 935 963 966
top-left 9 2 7 7
top-down 0 0 0 0
top-right 0 0 0 0
| Total | [ 958% |  99.1% | 99.4% |

the algorithm proposed by van Beusekom et al. [18]
and better than the Bloomberg et al. method [7] with
93.8%. The perfect result was possible because the test
set consists exclusively of text-only, artificial images.
Note that the main purpose of this data set was to test
the resolution independence property without the influ-
ence of other factors.

Table 2. Skew and orientation detection
results on datasets 3-5

SSkewDet SSkewDet

Total Basic Improved i

. avg. | std. | max. | avg. | std. | max. | orient.

images

err. | dev. | err. | err. | dev. | err. | errors

1 col.
ppF | 36000 |0.21/0.28| 1.95]0.08 0.13| 1.2 84
2 col.
ppF | 39240(0.22/0.28| 1.65 | 0.09 [0.14| 1.0 0
UW-I
selection | 30000 10.2610.32| 1.55 |0.15| 0.2 | 1.0 0

From table 2 one may see as expected that the accu-
racy of the improved algorithm was indeed better that



that of the basic algorithm. The rising average erorrs
directly reflect the increasing difficulty of the data sets.
In case of the UW-I subset the sharp rise of the average
errors and their corresponding standard deviations also
points at the inaccuracy of the “ground truth”. Over-
all, the accuracy of both algorithms was very good, be-
ing similar to that of algorithms having constraints on
the logical layout [4]. In fact, the only observed errors
produced by the orientation detection algorithm were
for documents where its preconditions were violated (as
seen in figure 3).

The processing times on a 300dpi A4 document im-
age (approx. 2500x3500 pixels) are 0.01 seconds for
the basic algorithm and 0.11 seconds for the improved
version. For a 200 dpi image the times are 0.01 seconds
and 0.07 seconds, respectively. The computer used for
the tests had a Core2Duo 2.66Ghz processor. In com-
parison, the fastest state-of-the-art algorithm reported
around 0.01 sec processing time on 200dpi images [4]
on a relatively similar computer configuration.

4. Conclusion

In this paper we proposed two new algorithms for
global skew detection, both relying on the construction
of the Euclidean MST. The robustness and accuracy of
the algorithms was shown on several large, real-life data
sets. The results obtained on the public data sets are
better than those of other state-of-the-art methods. Both
algorithms have very good run-time performance and
are simple to implement as they do not require any kind
of logical layout segmentation.

A further evaluation on a grayscale/color docu-
ment image dataset with respect to different binariza-
tion/color reduction algorithms would be of great in-
terest, as this would be more in line with the current
demands for real-life document digitization projects.
Unfortunately to the authors’ best knowledge no large
datasets suitable for this task currently exist.
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