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Abstract:

Twelve actuator disk CFD simulations of an isolated
rotor were carried out, whose setups differ only by
a variation of the inflow wind profile and derived
quantities. By interpolating the resulting set of
velocity deficit fields to arbitrary inflow wind speeds
at hub height, a CFD based numerical wake model
was obtained. This model was compared to wake
models from the literature, using the new wind
farm modelling software flapF0AM. It was found
that the outcome of a gradient-based wind farm
layout optimization depends on the choice of wake
model. For the CFD wake model, different wake
overlap models were compared to full farm CFD
simulations. While the total deficit of a row of
turbines is described well, the total deficit between
column organized turbines is underestimated by
flapFOAM.
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1 Introduction

Wake models play a major role during the optimiza-
tion of wind farm layouts. They mediate the inter-
action between the turbines, and are therefore de-
cisive for calculations of the park efficiency, turbine
loads and other observables with wind farm mod-
elling codes. In this work we describe a method
which is suitable for obtaining new wake models
from pre-calculated computational fluid dynamics
(CFD) simulations, and discuss their inclusion into
the newly developed software f1apF0AM.

Bernhard Stoevesandt
Fraunhofer IWES, Oldenburg, Germany
bernhard.stoevesandt@iwes.fraunhofer.de

Wind farm modelling software has been devel-
oped since more than two decades, for scien-
tific and commercial applications. Examples are
PARK/UPMWAKE [1] and WAsP [2] (DTU, Danmark),
FarmFlow [3] (ECN, Netherlands), WindFarmer [4]
(GH, United Kingdom) and the Farm Layout
Proframm FLaP [5] (University of Oldenburg, Ger-
many). f£lapFOAM follows some of the concepts of
FLaP, without sharing code, and couples them to
the open source CFD tool box OpenF0AM [6].

Two of the oldest wake models are the Jensen
model [7] and the Ainslie model [8], and they are still
widely used. A number of new and improved mod-
els have been developed since, based on different
simplifying assumptions, cf. the reviews [9, 10]. Of-
ten the models include parameters that are deter-
mined empirically. Notice that if enough data is
available, it is also possible to build wake models
that are fully based on data analysis [11].

For a fixed layout and fixed inflow conditions, the
wake effect within a wind farm can be studied in
detail by CFD methods. This is computationally de-
manding, and also here modelling issues occur, like
the choice of turbulence model and wall functions,
or the rotor representation.

A linearized CFD model for wake calculations,
which is using look-up tables and has with very
short computation time, was developed under the
name Fuga at DTU [12]. This model is integrated
into WAsP, and also gave rise to a new parametrized
wake model [13].

Here we follow a different path towards the in-
tegration of CFD simulations into wind farm mod-
elling. Based on a data base of single rotor CFD
results, we develop a new numerical wake model
that is on the same footing as analytical wake mod-
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Figure 1: The power and thrust coefficient
curves for the model turbine.

els. Although it may be time consuming to provide
that data base, this work has only to be done once
for a given setting. The wake calculation inside the
wind farm is then reduced to reading and interpolat-
ing the pre-calculated CFD velocity fields.

The paper is organized as follows. In Section 2
the new CFD wake model is described, for con-
creteness based on a set of specific actuator disk
simulations. Section 3 then gives an overview of the
methods implemented in £1apF0OAM, and results ob-
tained with this software for different wake models
are shown in Section 4. The findings are discussed
in Section 5, before we conclude in Section 6.

2 Numerical wake model based
on CFD simulations

Numerical simulations of the wake of an isolated
turbine can only be carried out for discrete sets of
inflow conditions. Non-CFD wind farm modelling,
on the other hand, relies on wake models that yield
velocity deficits for continuous inflow wind speeds,
since in wind farm situations the local conditions in-
clude effects of wakes from upstream turbines. In
the following a wake model that matches this re-
quirement is developed, based on the numerical
interpolation of discrete sets of wake deficit fields.
The latter are obtained from steady single wake
CFD simulations.

2.1 Single rotor CFD simulations

An isolated model wind turbine with 3.2 MW rated
power, 123 m hub height and D = 114 m rotor di-
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Figure 2: The normalized axial disk force for the
model turbine.

ameter is represented by a uniform actuator disk
model. The disk force is strictly in the axial direc-
tion and has the integrated magnitude

F =2pAa(l —a)UZ, (1)
with undisturbed axial wind speed U, air density
p, rotor area A and a = 1 — ¢,/¢;, Where ¢, and ¢,
are the power and thrust coefficients, respectively.
For their dependence on U, the power and thrust
curves from Fig. 1 were assumed, implying the ax-
ial force shown in Fig. 2. The actuator disk from
OpenFOAM (version 2.1.1) was modified such that the
undisturbed wind speed U, is adopted during the
simulation from the velocity at a point of fixed up-
stream distance on the rotor axis.

For the single wake simulations steady in-
compressible  Reynolds-Averaged-Navier-Stokes
(RANS) equations were solved with OpenF0OAM
(version 2.1.1). Turbulence closure was obtained
by invoking the & — e model with increased dissipa-
tion near the rotor, as proposed by El Kasmi and
Masson [14].

The computational domain has dimensions
5500 m x 1000 m x 500 m. The mesh is hexadomi-
nant with 8.2 x 10° cells, it is shown in Fig. 4 together
with two nested refinement boxes and the result-
ing actuator disk cells. The latter consists of 4872
cells. Grid independency was checked by compar-
ing the centre line velocity for four different meshes
and U,, = 10 ms~! at hub height, shown in Fig. 3.

The boundary conditions at the inflow patch at the
west describe a neutral ABL log-profile with rough-
ness length zp = 0.05 m. The turbulent kinetic en-
ergy k was fixed by the requirement of 10% ambient
turbulence intensity at the inflow. The turbulent dis-
sipation ¢ was taken from the Richards-Hoxey solu-



U [m/s|

z [m]

Figure 4: The mesh used for single rotor simulations, refinement boxes and the cells of the actuator disk.
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Figure 3: The centre line axial velocity for
Uso = 10 ms—1 at hub height and four different
meshes. Meshes A, B, C and D have 3 x 104,
2.5 x 105, 8.2 x 10° and 1.9 x 109 cells, respec-
tively. All subsequent simulations are done with
mesh C, shown in Fig. 4.
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Figure 5: Simulated axial velocity deficits along
a vertical line through a point on the rotor axis
at downstream distance 5D from the rotor, for a
subset of the inflow wind speeds (2).

tion [15], with constant parameter C,, = 0.033. At
the ground patch wall functions were used, and slip
conditions at side and top patches.

Twelve steady RANS simulations were carried
out for inflow wind speeds

Uso = 3,4,5,6,8,10,11,12,13,15,18,22m s~ (2)

at hub height. This distribution represents a set of
support points of the axial disk force curve shown
in Fig. 2, which has a significant drop at the onset
of the pitch region near U,, = 11 m s~ 1. All fields of
all simulations carried out for this work converged
with residuals below 10~°.

We define the velocity deficit field as

AU =U — Uy, (3)

where Uy is the velocity field from the pure ABL
background simulation, ie., the same simulation as
described above with the rotor switched off. The
axial deficits along a vertical line through the rotor
axis at downstream distance 5D, where D is the ro-
tor diameter, is shown in Fig. 5 for a subset of the
inflow wind speeds (2).

2.2 Velocity deficit interpolation

The setup of the simulations described in the previ-
ous section differs by only one parameter, the inflow
wind speed at hub height U,,. The resulting set of
velocity deficit fields can hence be understood as
discrete data on a non-equidistant one-dimensional
grid. For such type of data, numerical interpolation
and differentiation to any order of accuracy can be
achieved by following Fornberg [16], whose algo-
rithm we implemented in C++. This allows us to
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Figure 6: Velocity deficit in x direction at a point
on the rotor axis with downstream distance 5D
from the rotor. The crosses mark simulation re-
sults.

interpolate the velocity deficit AU from the discrete
simulated data (2) to continuous inflow wind speeds
in the range

3ms 1 <U,<22ms L. (4)
An example is shown in Fig. 6, where the velocity
deficit was interpolated at a point 5D downstream
on the rotor axis. Notice the local minimum around
Us = 11 m s~1, which reflects the onset of the pitch
region, cf. Fig. 2.

This field-valued interpolation is sufficient for the
definition of a wake model based on any pre-
calculated set of steady single rotor simulations.
Notice that all input data that enters the CFD simu-
lations, apart from U, plays the role of fixed wake
model parameters, including the rotor model.

3 The wind farm modelling soft-
ware f1lapFOAM

The new software flapFOAM, developed at Fraun-
hofer IWES, is intended to be used for wind farm
modelling and layout optimization. It follows a
similar approach as the wind farm layout program
FLaP [5], but is fully embedded into the framework
of OpenFOAM. This extends the modelling possibili-
ties, since the code is fully written in C++ and can
easily be extended by new models due to its mod-
ular structure. Notice that currently only flat terrain
is supported. A first validation of the code with lab-
oratory data was carried out in [17], see also the
discussion in Section 5. A detailed description of
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Figure 7: Principle flow chart of the calculation
of the wind velocity at a point p with £1apFOAM.

the full scope, the implementation and the usage of
f1apFOAM will be given elsewhere.

3.1 Calculation of the wake effect

The basic principle of £1apF0AM is the local super-
position of a background wind field and velocity
deficits due to the wakes in the wind farm. The
logic of the calculation of the wind velocity vector
at an arbitrary point p inside the wind farm is shown
in Fig. 7.

For any calculation, a so called 'inflow case’ has
to be specified. It defines the distribution of the
backgrounds of interest, over which the results will
be averaged. This includes the option to study
single-state cases as well as the definition of a wind
rose with specific distributions of wind speed and
wind direction within each sector. The background
wind fields can be uniform, horizontal wind profiles,
or fields from steady CFD simulations. Wind dis-
tributions and the wind rose can also be read from
met mast or simulated data.

Different strategies for the determination of the
downwind order of the wind turbines are imple-
mented, ranging from pure background field anal-
ysis to iterative methods. The local overlap of ve-
locity deficits at a point is then calculated by so
called 'wake addition models’. Currently the options
are the naive deficit vector addition (dubbed 'add’
in the following), or the subsequent rescaling to the
square root of the sum of deficit squares (’sqrtSqr’),
or the averaging of the deficits ('av’). The contribu-
tions from upstream turbines are then added sub-
sequently, subject to the rules of the selected wake
addition model.

A clear distinction is made between wind fields



and wind fields that are conditioned on one contin-
uous parameter. The latter are dubbed 'wind field
entities’. An example is the velocity deficit field de-
scribing the wake of an isolated wind turbine; its lo-
cal value at a point behind the rotor depends on the
inflow wind speed at an upstream reference point.
A wake model in £1apF0AM is therefore defined as a
wind field entity whose reference parameter is the
effective axial inflow wind velocity U.

The calculation of the latter for each turbine of the
wind farm is coupled to the calculation of the down-
wind order, and the results are stored until either
the background wind conditions or the turbine posi-
tions change. The set of points at which the wind
field is evaluated for this calculation is determined
by so-called 'rotor models’. In the simplest case,
only the wind velocity at the geometrical centre of
the rotor is considered, more complicated models
involve disk averages. Notice that back reaction ef-
fects between the wake and the background wind
field, as in CFD simulations, do not occur, thus the
reference points can be chosen to lie in the rotor
plane.

The resulting effective axial inflow wind speed is
also used for the calculation of the power produced
by the wind turbine. This is implemented in a ‘'ma-
chine model’, and currently only the direct evalua-
tion of the power curve is available.

3.2 Wake models

In £1apF0AM each wind turbine is equipped with a
wake model. It is therefore possible to select dif-
ferent models or different model parameters, de-
pending on the position in the wind farm. Currently,
five different wake models are implemented. For
a summary of the corresponding model equations,
see the appendix of Ref. [17].

Jensen model

The Jensen model wake is characterised by linear
wake expansion as a function of the downstream
distance from the rotor plane [7], with a proportion-
ality constant £ = 0.04...0.07. Only the axial veloc-
ity deficit is modelled, with the magnitude obtained
by momentum conservation. The deficit is constant
in the radial direction within the wake, and abruptly
drops to zero at its boundary.

Frandsen model

The wake model by Frandsen et al. [18] was de-
veloped for describing the wake inside a wind farm.
Three regimes of the wake are modelled, the single-
wake regime, which is the only one that is cur-
rently implemented in £1apF0AM, the multiple-wake
regime and the boundary-layer regime. Similar to
the Jensen model only the horizontal component of
the velocity is modelled. The profile is hat-shaped
at constant downwind distance from the rotor, ie.,
it is independent of the radial coordinate inside the
wake. The growth of the wake radius is not linear in
the single-wake regime but a function of the thrust
coefficient of the rotor.

Larsen model

The Larsen model [19] assumes an axisymmetric
wake, reducing the RANS equations to two dimen-
sions. For the Reynolds stresses Prandtl’'s mixing
length theory is applied [20]. Empirical model con-
stants are determined by comparison to measure-
ments at 9.5D behind an isolated turbine. The wake
radius is given as an explicit non-linear function of
the downwind coordinate in this model. Horizontal
and radial velocity components are described, they
possess dependencies on the downstream and ra-
dial coordinates. The wake expansion and decay
are determined by the thrust coefficient and the am-
bient turbulence intensity. The Larsen model has
analytical solutions at first and second order with
respect to an expansion in the axial velocity deficit.

Ainslie model

Like the Larsen model, the Ainslie model [8] is
based on the assumption of an axisymmetric wake.
Turbulence closure is obtained by an eddy-viscosity
model. Up to 2D downwind distance from the ro-
tor the wake is set to a Gaussian profile, before it
starts evolving according to the two coupled par-
tial differential equations in the radial and downwind
coordinates. Parameters are the thrust coefficient
and ambient turbulence, the latter entering the eddy
viscosity components. The solutions for the axial
and radial velocity components are obtained numer-
ically on a two dimensional grid, by mapping the dis-
cretized equations to a tri-diagonal matrix problem.
In £1apFOAM this is solved on demand, the results
are stored in a data base. Also the options for the
Ainslie filter function, a contribution from ambient



turbulence intensity to the eddy viscosity, and Ver-
meulen’s near wake length are implemented, fol-
lowing [5], but they are not considered in the results
shown here.

CFD based wake model

Any discrete set of steady single rotor simulations
can be used to generate a wake model in £ 1apF0AMN,
as described in Section 2.2. In the following the ac-
tuator disk model from Section 2 will be used as
an example, and for comparison a model equipped
with the standard & — e turbulence model that is oth-
erwise identical.

3.3 Layout optimization

The optimization of the layout of a wind farm at a
given site is the search for an extremum of an ob-
jective function, which may be composed of the to-
tal energy production of the wind farm, the expected
loads, inter-turbine cable length and other cost fac-
tors. Some of these and additional requirements
can also be formulated as constraints, like spatial
restrictions or maximal sound levels at given points
of interest. The parameter space is high dimen-
sional and scaling with the number of turbines. In
principle, also tower heights and machine charac-
teristics like thrust curve control points may be cho-
sen as variables for research and development pur-
poses.

Currently, the optimization strategy in £1apFOAM
is based on the constraint function minimization
algorithm CONMIN [21], which was implemented in
C++. This gradient-based algorithm can be com-
bined with random initial conditions search. A cou-
pling of £1apF0AM and the open source optimization
tool box DAKQTA [22] is work in progress.

For this work, we restrict the optimization to wind
farm energy maximization and geometrical con-
straints. The main purpose here is to study wake
models and their effect on wind farm calculations
and layout optimization, not the influence of ob-
jective functions, constraints, and the optimization
strategy on wind farm layouts.
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Figure 8: Axial velocity deficit at hub height. The
turbine is located at x = 500 m, the inflow wind
speed at hub height is Usec = 8 ms™1.
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Figure 9: Axial velocity deficit at downwind dis-
tance 5D from the rotor centre. The inflow wind
speed at hub height is Uso = 8 ms—1.

4 Results

4.1 Single rotor wakes

The velocity deficits in z-direction along the sym-
metry axis of a single rotor with centre at x = 500 m
and hub height 123 m, according to the different
wake models described in Sec. 3.2, are shown in
Fig. 8. Notice the spread of the deficits, and the
qualitative differences in the near wake region.

The corresponding deficit profiles along a vertical
line crossing the rotor axis at distance 5D down-
stream of the rotor centre for the same settings are
shown in Fig. 9. Notice the ’'hat-shaped’ profiles of
the Jensen and Frandsen models.
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Figure 10: The velocity deficit in x-direction
along the symmetry line between two identical
model turbines at hub height, for inflow U, =
10 ms~1. The lines compare 'wake addition
models’ of f1apF0AM with a full CFD simulation.
The chosen wake model and the actuator disk
model are described in Sec. 2.1.

4.2 Wake overlap

The performance of the wake addition models is
evaluated by comparing the results of the f1apF0AM
CFD wake model from Sec. 2.1 to full CFD RANS
actuator disk simulations.

The first test case consists of two identical model
turbines of hub height 123 m, located at positions
x = 500 m, y = 1000 m + D. For model turbines
and the wind profile described in Sec. 2, with wind
velocity vectors parallel to the z-axis and magnitude
10 m s~! at hub height, the results of the compari-
son are shown in Fig. 10. For the CFD, the compu-
tational volume was doubled compared to the sin-
gle rotor mesh, with 1.3 mio. cells in total. All three
‘wake addition models’, which either add the deficits
(line ’add’), consider the average deficit (line ’av’) or
the square root of the sum of deficit squares (line
’sqrtSqr’) underestimate the combined deficit. The
simple addition of deficits gives the best results,
with error of 2% relative to the inflow wind speed.

The second test case consists of 5 identical wind
turbines at positions z = 500 m + 5nD, where
n =20,...,4labels the rotors. The results for the dif-
ferent 'wake addition models’ are shown in Fig. 11.
Here the addition of square roots of deficit squares
is found to perform best, compared to the full farm
CFD simulation. We also implemented a switch that
ignores upstream turbines beyond the dominant ro-
tor during the deficit summation, but this did not im-
prove the results and is not included here.
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Figure 11: The velocity deficit in x-direction

along the symmetry axis of five rotors in a row
with spacing 5D, for the flapFO0AM 'wake addi-
tion models’ and the full farm CFD simulation.
The chosen wake model and the actuator disk
model are described in Sec. 2.1.

4.3 Layout optimization

The findings of wind farm layout optimization de-
pend on the applied wake model. For a test farm
of four turbines, initially in a row, and the different
f1apF0AM wake models, the optimal layouts accord-
ing to the gradient-based optimizer are compared
in Fig. 12. Here the optimization parameters and
the uniform inflow with wind speed U,, = 8 ms~!
were kept constant. In addition to the geometrical
farm boundary constraints, a minimal inter-turbine
distance of 500 m was imposed. The 'wake addi-
tion model’ was ’'sqrtSqr, the local inflow velocity
was averaged over a disk with four radial and four
azimuthal sectors for each turbine.

For the Jensen wake model and the CFD wake
model from Sec. 2.2, the velocity deficits in z-
direction at hub height are shown in Figs. 13 and 14,
respectively. Notice that the Jensen model, and
also the Frandsen model, have no radial depen-
dency within the wake regime, therefore the gradi-
ent optimizer fails to find the global minimum. Sim-
ilarly, in the CFD wake model case, two neighbour-
ing wakes are preventing turbine number 3 from
finding a position with undisturbed inflow. However,
the centre wake regions are escaped successfully,
due to the radial decreasing velocity deficit in these
models. This is likewise observed for the Ainslie
and Larsen wake models.
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Figure 13: Optimization results for an initial row
of four turbines in the x-direction, which is the
uniform flow direction, and the Jensen wake
model.

Figure 14: Optimization results for an initial row
of four turbines in the x-direction, which is the
uniform flow direction, and the CFD wake model
from Sec. 2.2.

5 Discussion

The wind farm modelling approach that is followed
here is based on the overlap of single rotor wake
deficits. Figures 8 and 9 demonstrate that wake
models have a broad spread in the predicted ve-
locity deficits, due to parameter choices and model
assumptions.

With the method described in Sec. 2.2 we were
able to contribute a new class of wake models,
based on pre-calculated steady CFD simulations of
a single rotor. Notice the significant effect of the ad-
ditional dissipation in the near rotor reagion of the El
Kasmi and Masson turbulence model, compared to
the standard k—e model, as it was expected accord-
ing to [14]. For a first validation of £1apF0AM with a
laboratory scale model turbine, see reference [17].
A validation with measurement data from MW-scale
turbines is so far lacking and therefore left for future
work.

Our approach differs from the FUGA model from
DTU, which is an unconventional linearized and
therefore fast CFD model which also makes use of
pre-calculated look-up tables [12], and is integrated
into the wind farm modelling software WAsP [2].
Here full non-linear three-dimensional CFD results
are combined to define a wake model, and the
preparation of such a model needs some compu-
tational effort. However, once the model is set up,
the model evaluation is fast and, possibly after a
mapping to an appropriate grid, independent of the
complexity of the underlying CFD. Notice that suffi-
cient random access memory (RAM) is required to
load the set of velocity fields that define the model.

Apart from the single wake model, the over-
lap prescription that determines how several wake
deficits and a background field are to be super-
posed is the second crucial ingredient for the mod-
elling of the wind field in a wind farm. In £1apFOAM
this is called a 'wake addition model’, and three dif-
ferent models are compared in Figures 10 and 11.
While the latter shows an acceptable agreement of
the full farm CFD actuator disk simulation and the
CFD based wake model for the model ’sqrtSqr’, Fig-
ure 10 does not confirm this result. The overlap of
wakes of turbines from two neighbour rows in an
array, which are not affected by the each other’s
wakes, is not captured well by the implemented
models. Here an error of 2.5% of the velocity deficit
relative to the inflow wind speed can be expected for
the model ’sqrtSqr’, compared to the full farm CFD
simulation. A further investigation and an improve-



ment of the 'wake addition models’ is neccessary.

For wind farm layout optimization, currently
a gradient-based optimization method is imple-
mented in flapFO0AM. For wake models with con-
stant deficits in the radial direction, like the Jensen
or the Frandsen model, this has the drawback that
turbines can get stuck within a wake, cf. Fig. 13. For
more complicated wake models with radial deficit
variation, like the Ainslie, the Larsen or the CFD
wake models, this problem is evaded. However,
turbines can be trapped in local minima between
two wakes, cf. Fig. 14. This demonstrates that for
wind farm layout optimization it is necessary to ei-
ther combine the gradient method with random ini-
tial positioning, or to implement a genetic algorithm
or alternative global optimization strategies. For
f1apF0AM, a coupling to the open source optimiza-
tion tool box DAKOTA [22] is planned to overcome
this issue.

Flgure 12 demonstrates that for identical opti-
mizer and wake overlap settings, different wake
models lead to different optimization results. This
stresses the importance of wake model validation,
for realistic turbines. Similarly, the choice of ‘'wake
addition models’ has an influence on the layout, and
also here further research and validation projects
are crucial. For realistic applications, the objective
and constraint functions need to reflect the needs
and interests of wind farm planers, and f1apFOAM
with its modular structure provides interfaces for
such generalizations.

6 Conclusion

A lot of physics enters the calculation of the power
output of a wind farm. It is the aim of the newly
developed code f1apF0AM to provide an extendable
modelling platform that is able to represent as much
of this as possible, and to perform wind farm cal-
culations and layout optimization for various distri-
butions of inflow conditions. £1apF0AM is based on
OpenFO0AM libraries and fully programmed in C++. All
implemented models are run-time selectable, and
the code is easily extendable by new models.

Similar to what is done in other wind farm mod-
elling software, the local wind velocity at a point
inside the wind farm is obtained by overlapping a
background wind field and the wake deficits that
arise from upstream turbines. Each turbine is
equipped with a wake model, and various models
from the literature have been implemented.

The main point of this paper is to demonstrate
that it is possible to obtain new numerical wake
models from pre-calculated steady single rotor CFD
simulations, and to use them in a wind farm mod-
elling and optimization code. For this a set of actua-
tor disk simulations was generated, for settings that
only vary in the inflow velocity profile and derived
quantities. By considering the value of the inflow
wind speed at hub height as a single parameter, the
set of simulations could be interpreted as data on an
arbitrarily spaced grid in one dimension, and there-
fore interpolated to continuous values. In the future
one may consider extending this approach to more
dimensions, for example by including turbulence in-
tensity as an independent local inflow parameter.

The above procedure closes the gap between en-
gineering wake models and CFD simulations. All
knowledge and experience from CFD rotor mod-
elling can be transferred to wind warm layout opti-
mization and other wind farm issues that rely on fast
calculations. The new CFD engineering wake mod-
els are based on reading and interpolating existing
results, therefore the run time is in principle inde-
pendent of the degree of complexity of the underly-
ing CFD. Thus also time averaged LES simulations
could be used to define a wake model in £1apF0AM,
without increasing computation time compared to
the corresponding RANS simulations.

This work is a proof-of-concept, and the devel-
opment of £1apF0AM is ongoing. It was shown that
the wake overlap models underestimate the com-
bined velocity deficit of two turbines in free-stream
conditions. Furthermore, global optimization algo-
rithms are required, since the gradient-based ap-
proach often leads undesired trapping of turbines
between wakes. Finally, after a first validation with
a laboratory-scale model turbine, detailed compari-
son of calculated results with wind farm data is ur-
gently needed and work in progress.
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